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Preface 
 

In this book one finds the applications of Infrared Spectroscopy to Life and Biomedical 
Sciences. It contains three sections and 20 chapters. 

The three sections are:  

Brain Activity and Clinical Research The 10 chapters that are included in this section 
skillfully describe the application of MIRS and NIRS to such new areas of research in 
medicine like management of patients in neonatal intensive care, effects of sleep dept 
on cognitive performance in humans, neurorehabilitation, brain activity, social 
relations, non invasive measurements, cortical activation, brain oxygenation and 
haemodynamic activation.  

The second section, Cereals, Fruits and Plants includes 4 chapters. In this section one 
can find applications of MIRS and NIRS in food industry and research, in quality 
control of wheat, in farms in order to predict the amounts of nitrogen and carbon at a 
farm scale, for assessing avocado quality control and in research to determine, for 
example the structure and dynamics of carotenoid and chlorophyll triplets in 
photosynthetic light-harvesting complexes.  

Finally, the third and last section of this book, Biomedical Applications contains 6 
chapters of MIRS and NIRS on medical applications, such as the role of β-antagonists 
on the structure of human bone, characterization of bone-based graft materials , brain 
computer interface in rehabilitation a review of FT-IR on medical applications, 
biomedical research in cells and biopolymer modifications for biomedical applications.  

This book of Infrared Spectroscopy on Life and Biomedical Sciences is a state-of-the art 
publication in research and technology of FT-IR as applied to medicine. 

 
Theophile Theophanides 

National Technical University of Athens, Chemical Engineering Department,  
Radiation Chemistry and Biospectroscopy, Zografou Campus, Zografou, Athens 

Greece 
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Introductory Chapter 

Introduction to Infrared Spectroscopy  
in Life and Biomedical Sciences 

Theophile Theophanides 
National Technical University of Athens, Chemical Engineering Department,  

Radiation Chemistry and Biospectroscopy, Zografou Campus, Zografou, Athens 
Greece 

1. Introduction 
By 1950 IR spectroscopy was applied to more complicated molecules such as proteins by 
Elliot and Ambrose [1]. The studies showed that IR spectroscopy could also be used to study 
complex biological molecules, such as proteins, DNA and membranes and thus, IR could be 
also used as a powerful tool in biosciences [2, 3]. 

The FT-IR spectra of very complex biological or biomedical systems, such as, atheromatic 
plaques and carotids were studied and characterized as it will be shown in chapters of this 
book. From the interpretation of the spectra and the chemistry insights very interesting and 
significant conclusions could be reached on the healthy state of these systems. It is found that 
FT-IR can be used for diagnostic purposes for several diseases. Characteristic absorption bands 
of proteins, amide bands, O-P-O vibrations of DNA or phospholipids, disulfide groups, e.t.c. 
can be very significant and give new information on the state of these molecules. 

Furthermore, with the addition of micro-FT-IR spectrometers one can obtain IR spectra of 
tissue cells, blood samples, bones and cancerous breast tissues [4-7]. Samples in solution can 
also be measured accurately. The spectra of substances can be compared with a store of 
thousands of reference spectra. IR spectroscopy is useful for identifying and characterizing 
substances and confirming their identity since the IR spectrum is the “fingerprint” of a 
substance.  

Therefore, IR has also a forensic purpose and is used to analyze substances, such as, alcohol, 
drugs, fibers, hair, blood and paints [8-12].In the sections that are given in the book the 
reader will find numerous examples of such applications. 

2. References 
[1] Elliot and E. Ambrose, Nature, Structure of Synthetic Polypeptides 165, 921 (1950) 
[2] D.L.Woernley, Infrared Absorption Curves for Normal and Neoplastic Tissues and 

Related Biological Substances, Current Research, Vol. 12, , 1950 , 516p 
[3] T. Theophanides, J. Anastassopoulou and N. Fotopoulos, Fifth International Conference on 

the Spectroscopy of Biological Molecules, Kluwer Academic Publishers, Dodrecht, 
1991,409p 
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[4] J. Anastassopoulou, E. Boukaki, C. Conti, P. Ferraris, E.Giorgini, C. Rubini, S. Sabbatini, 
T. Theophanides, G. Tosi, Microimaging FT-IR spectroscopy on pathological breast 
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Use of Near-Infrared Spectroscopy in  
the Management of Patients in Neonatal  

Intensive Care Units – An Example of 
Implementation of a New Technology 

Barbara Engelhardt and Maria Gillam-Krakauer 
Vanderbilt University, Nashville, TN 

USA 

1. Introduction 
Near-infrared spectroscopy (NIRS) is a spectroscopic technique which uses the NIR region 
of the electromagnetic spectrum to gain information about natural samples through their 
absorption of NIR light. This method is used in several branches of science. In medicine, it 
was first used in adult patients, who were placed on by-pass during cardiac surgery to 
follow cerebral oxygenation, cerebral rSO2 (rSO2-c,) and thereby perfusion and 
metabolism of the brain. Its many other possibilities soon became apparent. Although the 
brain remains the main organ of interest in patients of all ages, other tissues are being 
studied as well. Aside from cardiac surgery clinicians in specialties such as sports 
medicine, plastic surgery (to assess flap viability), and neonatology apply NIRS in clinical 
settings. (Feng et al., 2001) 

By the late 1980’s the first studies on monitoring of regional oxygenation in the neonatal 
brain were published. (Delpy et al., 1987; Edwards et al., 1988) In 2004 on average one new 
article on NIRS was published in Pub Med every day. (Ferrari et at, 2004) Monitoring of vital 
signs in the ICUs has scientific and patient care related goals. One may be able to gain better 
understanding of physiology and be alerted to changes in patient status to be able to 
respond immediately.  

The vulnerability of the neonate, especially of the newborn brain, to changes in oxygenation 
is an ever present concern as it is linked to long-term outcome. For that reason 
neonatologists are obligated to find ways to monitor their patients to be ahead of evolving 
pathology and avoid the severe impact of negative events.  

As early as 1999 the NINDS and NIH hosted a workshop for experts in the fields of 
neurology and neonatology to discuss the use of NIRS for cerebral monitoring in infants. 
The panel determined that the best NIRS instrument should be selected and used in 
longitudinal, blinded studies. Obtained data would need to be compared with short term, 
intermediate and long term outcomes. The questions the panel suggested to investigate 
were the predictive value of NIRS and its usefulness in leading to timely interventions 
and prevention of long term injury. (www.ninds.nih.gov/news_andevents/proceedings/ 
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As early as 1999 the NINDS and NIH hosted a workshop for experts in the fields of 
neurology and neonatology to discuss the use of NIRS for cerebral monitoring in infants. 
The panel determined that the best NIRS instrument should be selected and used in 
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were the predictive value of NIRS and its usefulness in leading to timely interventions 
and prevention of long term injury. (www.ninds.nih.gov/news_andevents/proceedings/ 



 
Infrared Spectroscopy – Life and Biomedical Sciences 

 

6 

nirswkshop1999.htm) Once NIRS monitors became commercially available a few animal 
and many clinical trials were conducted. The clinical investigations were for the most part 
small, brief observational prospective studies. Also NIRS was introduced into daily 
practice by others at that time, years before normative data and validation studies had 
been obtained.  

There is great potential to use the NIRS technology in the neonatal intensive care unit 
(NICU) since it is a portable, continuous, non-invasive bedside monitoring technique. 
Following the development of small and skin friendly sensors and FDA approval of some 
NIRS monitors for use in neonates, both research and clinical use of NIRS in the NICU 
increased exponentially. The number of research projects over the last 5-10 years is large. 
However, the trials, while dealing with questions important to understanding physiology 
and clinical care in the NICU, are small and almost exclusively conducted at single centers. 
Often no more than 10-20 patients are being followed. Very large NIRS related studies 
enrolled 40-90 patients. Many of the observations reported are of brief sampling periods, 
sometimes being no more than spot samples. 

This chapter is a limited overview for non-clinicians such as engineers and science students, 
or clinicians who want to learn about a medical application of NIRS. The recent introduction 
of the NIRS technology into neonatal medicine is used as an example of how a new device 
came into use into use in the clinical setting over the last decade. Main areas of clinical use 
and supporting studies will be mentioned. Limitations of NIRS technology and 
controversies as well as future directions will be addressed. With the abundance of available 
literature this chapter cannot claim to be a reference. This is an exciting and rapidly 
advancing field with new studies published even as this article was sent to press. This 
chapter will demonstrate how a new technology is adopted into medical care, in this case 
the NICU. 

1.1 Materials 

Pub Med and Google have been queried regarding NIRS in NICUs, abdominal/splanchnic, 
cerebral and renal measurements, utility, and of NIRS use as prognosticator.  

1.2 Technology and measurements 

The principle of how NIRS works in humans was excellently summarized by Cohn: 

Near-infrared spectroscopy has been used as a tool to determine the redox state of light-
absorbing molecules. This technology is based on the Beer-Lambert Law, which states that 
light transmission through a solution with a dissolved solute decreases exponentially as the 
concentration of the solute increases. In mammalian tissue, only three compounds change 
their spectra when oxygenated: cytochrome aa3, myoglobin, and hemoglobin. Because the 
absorption spectra of oxyhemoglobin and deoxyhemoglobin differ, their relative 
concentrations within tissue change with oxygenation, and the relative concentrations of the 
types of hemoglobin can be determined. Because NIRS measurements are taken without 
regard to systole or diastole, and because only 20% of blood volume is intra-arterial, 
spectroscopic measurements are primarily indicative of the venous oxyhemoglobin 
concentration. In the near infrared region (700 –1,000 nm), light transmits through skin, 
bone, and muscle without attenuation. (Cohn et al., 2003) There are several FDA approved 
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NIRS monitors with somewhat different technology and algorithms available commercially 
(Wolf & Greisen, 2009) to measure the venous weighted regional oxygen saturation (rSO2) 
or tissue oxygenation index (TOI). 

Due to the small size and the thin covering layers of tissue of both term and preterm 
neonates, r-SO2/TOI measurements at a depth of 2-3 cm can reach brain, kidney, gut/ 
splanchnic circulation, liver and muscle. The access to these critical organs promises 
valuable physiologic information through monitoring by NIRS. Measurements of several 
sites can be recorded simultaneously. (Hoffman et al., 2003; McNeill et al., 2010, 2011) 

NIRS measurements are organ specific and regional (rSO2), reflecting perfusion and 
metabolism by non-invasive measurement in real-time. They are not temperature, 
pulsatility or flow dependent. Thus they may offer advantages over traditional measures 
of perfusion such as capillary refill, blood pressure, and urine output, lactate, venous and 
arterial O2 which tend to alert the clinician once the disease process is further progressed. 
R-SO2 measurements cannot stand alone. While they may often be the first sign of change, 
they need to be interpreted in the context of other measurements such as mean arterial 
blood pressure (MABP), pulse oximetry (O2sat), blood gases, additionally in the research 
setting with measurements of cerebral blood flow (CBF) and cerebral blood volume 
(CBV). Evaluation of the link between the venous weighted NIRS readings and peripheral 
pulse oximetry, a measure of arterial O2, gives insight into oxygen supply and demand. 
Using a simple equation, the fractional extraction of oxygen (FTOE = SaO2-rSO2/SaO2) 
oxygen consumption can be calculated and oxygen supply can be assessed. (Lemmers et 
al., 2006) 

1.3 Validation 

NIRS was implemented by many enthusiastic clinicians without a vast body of previous 
research evidence. This phenomenon may be representative of an era of limited funding for 
larger studies linked with the promise of a non-invasive “safe” monitoring technology. 

Before human application the initial research applying NIRS to measure rSO2 technology in 
the medical field occurred in the laboratory: One of the first examples of validation used a 
phantom brain model in which O2, N2, and CO2 content of a blood perfusate could be 
altered during measurements. The results correlated with findings in animal models. (Kurth 
et al., 1995) Later NIRS was further validated for the neonatologist in a newborn piglet 
model. The carotid, renal and mesenteric arteries were occluded and reperfused. These 
interventions led to rapid, simultaneous changes in rSO2 of the affected end-organs. (Wider, 
2009) Furthermore, there have been validations in patients during intensive care, extra-
corporeal membrane oxygenation (ECMO) and cardiac surgery by comparing central blood 
samples with NIRS values. (Abdul-Khaliq et al., 2002; Benni et al., 2005; Nagdyman et al., 
2004; Rais-Bahrami K et al, 2006; Weiss, 2005) Menke found reproducibility to be good as 
well. (Menke et al., 2003). The accuracy of data is impacted by light scattering, hemoglobin 
concentration and chromophores such as melanin and bilirubin. In the presence of a thicker 
overlying tissue layer, such as severe subcutaneous edema or excess subcutaneous fat, it 
may be impossible for the NIR light beam to reach the target organ. In the newborn modest 
changes in weight have a small effect on abdominal measurements while changes in 
hemoglobin over the first weeks of life can change measurements by 30-50%. (Ferrari et al., 
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2004; Madsen et al., 2000; McNeill et al., 2010, 2011; Wassenaar et al., 2005) NIRS 
measurements may differ between probes. (Sorensen et al., 2008) 

1.4 Safety and feasibility 

Commercially available sensors for neonates have become well tolerated due to smaller size 
and being lined with a skin friendly adhesive. To provide further skin protection in 
extremely premature patients probes can be attached to a light-permeable skin barrier 
without interference with measurements. (McNeill et al., 2010, 2011) 

1.5 Monitoring 

Organs which can be monitored in neonates are brain, kidney, gut, liver and muscle. This 
chapter will comment on the most commonly used sites– the brain, kidney and gut. 

2. Cerebral NIRS  
The neonatal period is a unique time in life as the infant undergoes dramatic physiologic 
changes during transition from intra- to extra-uterine life, which involve hemodynamics and 
affect oxygenation, reflected in rSO2. Due to its vulnerability the neonatal central nervous 
system is the main area of interest for measurements of oxygenation. The majority of articles 
written on the clinical use of NIRS in neonates include reports on cerebral measurements (c-
rSO2 or cerebral Tissue Oxygenation Index (TOI)). 

2.1 Effect of gestational and postnatal age 

The largest body of research investigates cerebral NIRS values. Reports regarding effects of 
gestational age (pre-term, term, post-term) and postnatal/chronologic age on NIRS values 
are conflicting.  

In a study by McNeill, which was blinded to caregivers and sampled from birth for a 
maximum of 21 days, baseline rSO2 for preterm infants (gestational age of 29-34 weeks) 
differed from established pediatric norms, while values for term neonates in the first days of 
life did not (McNeill et al., 2010, 2011). The observation by McNeill (McNeill et al., 2010, 
2011) that cerebral NIRS decreases over time are supported by Roche-Labarbe’s findings 
following weekly spot samples during the first 6 weeks obtained with a different study 
protocol and different NIRS equipment. (Roche-Labarbe et al., 2010, 2011) Both observations 
contradict Lemmers’ study in which twice daily 60 minute sampling periods found no 
observed change. (Lemmers et al., 2006) 

Naulears found an increase in cerebral oxygenation in premature infants during the first 
three days. In this study sampling periods were 30 min. NIRS recordings occurred with a 
different instrument. (Naulaers et al., 2002) Meek’s earlier report from 1998 in ventilated 
babies used NIRS and found an increase in cerebral blood flow over time. (Meek et al., 1998) 

A study measuring rSO2-c in transition after delivery found by minute 3 that rSO2 increased 
and reached a plateau by minute 7. (Urlesberger et al., 2010) 

More recently, Takami followed cerebral TOI in extremely low birth weight infants (ELBWs) at 
3-6h followed by samples every 6h up to 72h. He observed a decrease in measurements until 
12h, then an increase that correlated with similar changes in SVC flow. (Takami et al., 2010). 
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When reviewing this literature regarding the contradicting study results, possible 
explanations present themselves: Patient populations are not identical. Protocols vary from 
study to study. Different sampling times may play an important role in influencing results, 
especially when spot samples versus long-term continuous data were collected. If studies 
were not blinded, care giving and subsequently observations might have been influenced. 
The use of different monitors and probes and probe placement may further lead to different 
results. Studies were small and data inconclusive. There was some agreement regarding 
abnormally low values being linked to poor outcome. (Dullenkopf et al., 2003; Sorensen et 
al., 2008; van Bel et al., 2008; Wolf & Greisen, 2009, also see cerebral hypoxia)  

2.2 Variability 

Variability is the change in percent of rSO2 away from a calculated baseline. It can be 
followed over time to know how much time the rSO2 was above or below baseline. The 
baseline differs from patient to patient. Variability is an area of interest and needs further 
investigation: Cerebral daily variability is small. Large changes (>20%) off the baseline 
would raise concern for acute clinical change. (McNeill et al., 2010, 2011) Change in 
variability may be an indicator of infection (Yanowitz et al., 2006). The change in baseline 
over the first weeks of life, which is observed in preterm infants, may represent ongoing 
developmental maturation independent of feeding status. (McNeill et al., 2010, 2011) 

2.3 Peripheral blood pressure and oxygenation, impact on autoregulation 

In the research setting cerebral blood flow and blood volume measurements, oxy- and 
deoxy hemoglobin and fractional extraction of oxygen (FTOE) as well as blood gas samples 
from central catheters added to detailed understanding of physiology.  

Adequate O2 delivery to the brain tissue is most critical. Assessment of O2 delivery and 
consumption help understand clinical scenarios and their underlying pathophysiology: At 
the bed side this evaluation can occur by following changes in cerebral rSO2, changes in BP, 
oxygenation and peripheral blood gases. The below clinical scenarios for monitoring are 
amongst the more common: 

Cerebral autoregulation is a homeostatic phenomenon controlled by the main capacitance 
vessels in the cerebral circulation. Through dilatation and constriction of these vessels 
cerebral blood flow and cerebral rSO2 or TOI are maintained at a steady level over a range 
of changing mean arterial blood pressures (MABP). This range is narrower in neonates, 
particularly in preterm infants. Cerebral pressure-passivity or loss of autoregulation is 
associated with low gestational age, low birth weight and systemic hypotension in a large 
study of 90 patients. (Soul et al., 2007) 

If rSO2 or TOI changes correlate with the wave form of MABP autoregulation is lost. Swings 
in peripheral perfusion will be mirrored in cerebral blood flow and regional saturation 
readings. This phenomenon, when profound, carries an increased risk for intra-ventricular 
hemorrhage (IVH) and peri-ventricular leucomalacia (PVL) in preterm infants and generally 
a poor prognosis for neurodevelopment outcome. The more swings or changes in mean 
arterial pressure (MAP) and NIRS coincide and mirror each other, the more the waves are in 
concordance. Several studies link concordance with a more unfavorable prognosis and a 
higher likelihood of death. (Caicedo et al., 2011; DeSmet et al., 2010; Greisen & Borch, 2001; 
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Fig. 1a. Example 1: Patient with loss of autoregulation and concordance of MAP and NIRS 
measurement of intravascular oxygenation (HbD). This patient had an unfavorable 
outcome.  

 
Fig. 1b. Example 2: Maintenance of autoregulation (Tsuji, 2000) 
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Hahn et al., 2010; Lemmers et al., 2006; Morren et al., 2003; Munro et al., 2004, 2005; O’Leary 
et al., 2009; Seri, 2006; Tsuji et al., 2000; Wong et al., 2008) In a recent study 23 infants with a 
mean gestational age of 26.7 +/-1.4 weeks were observed with NIRS. They were found to 
have periods of loss of cerebral autoregulation which were more profound with lower, 
longer lasting MABPs. There was no correlation with head ultrasound (HUS) findings as 
measure of short term outcome. (Gilmore et al., 2011) 

A study followed changes in cerebral NIRS in ventilated preterm infants and found frequent 
periods of loss of autoregulation. (Lemmers et al., 2006). Vanderhaegen stresses the 
important contribution of pCO2 to cerebral blood flow, which may possibly override 
autoregulation. (Vanderhaegen et al., 2010) Hoffmann manipulated pCO2 in neonates 
undergoing cardiac surgery to improve cerebral blood flow. (Hoffman et al., 2005) 
According to another study by Vanderhaegen in 11 ELBWS blood glucose may play a role in 
influencing oxygenation. (Kurth et al., 1995)  

2.4 Cerebral hypoxia 

Cerebral hypoxia is a feared event as it translates to long-term morbidity and mortality. 
There is not enough data available linking a specific duration of hypoxia and levels of rSO2 
or TOI while in the NICU with outcomes. There are no absolute numbers as reference in the 
human neonate. A piglet study from 2007 demonstrated changes seen on brain autopsy 72h 
after the animal spent 30 min. with rSO2-c of <40%. (Hou et al., 2007) It is not certain 
whether observations of concerning low levels of r-SO2/TOI in cardiac patients (Dullenkopf 
et al., 2003; Sorensen et al., 2008; van Bel et al., 2008; Wolf & Greisen, 2009) apply to infants 
with other diagnoses. 

2.5 Cerebral hyperoxia 

Cerebral hyperoxia in the critically ill neonate may occur by 2 mechanisms: either as hyper-
oxygenation during the reperfusion phase of severe hypoxic ischemic encephalopathy most 
commonly occurring in neonates after perinatal birth depression or from decreased brain 
metabolism as seen in critical patients when blood flow is uncoupled from O2 (Toet, 2006; 
Wolf & Greisen, 2009). Either scenario is concerning for a poor long-term prognosis. The 
overall clinical situation needs to be taken into consideration as cerebral rSO2 in well 
preterm neonates has also been reported to be high in the first days of life. (Sorensen et al., 
2009). 

3. Renal NIRS 
Renal rSO2 is higher than cerebral rSO2. McNeill reported that trends in cerebral and renal 
NIRS during the first 21 days of life mirror each other. Short-term and long-term variability 
of r-SO2 is small. Saturation changes exceeding >20% from baseline would be reason for 
concern and may indicate compromised perfusion. Several investigators report use in 
patients with shock or during surgery. Measurements of the renal rSO2 give insight into 
peripheral perfusion in general and into renal end-organ function. Using renal rSO2 in 
conjunction with cerebral rSO2 has been reported to give more and sometimes earlier 
insights into evolving pathology such as shock. (Cohn et al., 2003; Hoffman et al., 2003, 2004) 
See figure 2. 
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2009). 

3. Renal NIRS 
Renal rSO2 is higher than cerebral rSO2. McNeill reported that trends in cerebral and renal 
NIRS during the first 21 days of life mirror each other. Short-term and long-term variability 
of r-SO2 is small. Saturation changes exceeding >20% from baseline would be reason for 
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patients with shock or during surgery. Measurements of the renal rSO2 give insight into 
peripheral perfusion in general and into renal end-organ function. Using renal rSO2 in 
conjunction with cerebral rSO2 has been reported to give more and sometimes earlier 
insights into evolving pathology such as shock. (Cohn et al., 2003; Hoffman et al., 2003, 2004) 
See figure 2. 
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Fig. 2. Two-site NIRS trends from a patient undergoing resuscitation from 
hypovolemic/septic shock. Early aggressive resuscitation with fluid and epinephrine to 
normal regional rSO2 values restored urine output. The effect of changes in pCO2 on 
cerebral blood flow are evident at 0700. The mirror changes in cerebral and somatic rSO2 
suggest that total cardiac output was relatively limited but that the distribution 
changed.(Hoffman et al., 2007) 

4. Splanchnic (gut) NIRS 
Monitoring the GI tract as opposed to monitoring the brain or kidneys is more complex since 
the gut is a hollow or gas and stool filled, moving structure, in close proximity of stomach and 
bladder, which could affect its position and functioning. Proper probe placement may 
therefore be a challenge. In addition movements of the baby and pull on electrodes are more 
likely. A recent small study by Gillam-Krakauer et al. using Doppler confirmed that 
splanchnic NIRS reflects bloodflow to the small intestine. (Gillam-Krakauer et al., 2011) 

McNeill’s study of splanchnic/abdominal rSO2 in healthy preterm infants between day 0 
and day 21 found that baseline changed over time. Overall abdominal rSO2 values were 
significantly lower than cerebral and renal values. The baseline increased over time. When 
comparing patients born at 32 and 33 weeks to those born at 29 and 30 weeks gestation, 
higher weekly means were observed in the 2nd week of life in the older group. (McNeill et 
al., 2010, 2011) 

These changes too may indicate regional developmental maturation. For abdominal rSO2 
long- and short-term variability is much higher and exceeds 20%. It may be associated with 
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clinical and caregiving events and warrants further investigation/characterization. (McNeill 
et al., 2010, 2011) 

Cortez found higher splanchnic rSO2-s and variability to be associated with a healthy gut, 
whereas infants with necrotizing enterocolitis, a condition of devastating bowel inflammation, 
had low splanchnic rSO2s and decreased variability. (Cortez et al., 2010, 2011) 

5. Clinical events observed with NIRS 
To further demonstrate the extent of topics and studies, examples of some clinical scenarios 
are listed. Referenced articles date back to 2000. The articles quoted are found in the 
bibliography. They are representative of the scope of interest. 

5.1 Unstable neonates 

Respiratory distress (Lemmers et al., 2006; Meek et al., 1998)  

ECMO (Benni et al., 2005; Rais-Bahrami et al., 2006) 

Pediatric Surgery (Dotta et al., 2005) 

Cardiac disease pre-, intra, post op (Abdul-Khaliq et al., 2002; Hoffman et al., 2003; 
Johnson, 2009; Kurth et al., 2001; Li et al., 2008; Redlin et al., 2008; Seri, 2006) 

Patent Ductus Arteriosus (Hüning et a., 2008; Keating et al., 2010; Lemmers et al., 2008, 
2010; Meier et al., 2006; Underwood et al., 2006, 2007; Vanderhaegen et al., 2008; 
Zaramella et al., 2006) 

CNS abnormalities HIE, PVL, PIH (Caicedo et al., 2011; De Smet et al., 2010; Morren et 
al., 2003; Munro et al., 2004, 2005; Wolf & Greisen, 2009; Wong et al., 2008) 

Greisen & Borch , 2001; Hou et al. 2007; O’Leary et al., 2009; Sorensen & Greisen, 2009; 
Toet, 2006; van Bel F et al., 2008; Vanderhaegen et al., 2009, 2010; Weiss, 2005; Verhaen 
et al. , 2010; Wolf & Greisen , 2009)  

Mechanical Ventilation (Noone et al., 2003; van Alfen-van der Velden et al., 2006; 
Verhagen et al., 2010)  

Apnea (Payer et al., 2003; Yamamota et al., 2003) 

Intensive Care (Limperopoulos et al., 2008) 

Resuscitation (Baerts et al., 2010, 2011; Fuchs , 2011) 

5.2 Care giving 

Delivery room (Baenziger et al. ; Urlesberger et al., 2010) 

Feedings (Baserga et al., 2003; Dave et al., 2008, 2009)  

Blood transfusion (Bailey et al., 2010; Dani et al., 2010; Hess, 2010; van Hoften et al., 
2010) *  

Head ultrasound (van Alfen-van der Velden et al., 2008, 2009) 
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Kangaroo care (Begum et al., 2008) 

Endotracheal tube suctioning (Kohlhauser et al., 2000) 

CPAP (Dani et al., 2007; van den Berg et al.,2009, 2010; Zaramella et al., 2006) 

Blood draws from umbilical artery catheters (Bray et al., 2003; Hüning et al., 2007; Roll 
et al., 2006; Schulz et al., 2003) **  

Stimuli, Pain (Bartocci et al., 2001, 2006; Holsti et al., 2011; Liao et al., 2010; Ozawa et al., 
2010, 2011; Slater et al., 2007) 

Posture/Position (Ancora et al., 2009, 2010; Pichler et al., 2001)  

NIRS/EEG (van den Berg et al., 2009, 2010) 

5.3 Medications 

Caffeine (Tracy et al., 2010) 

Dopamine (Wong et al., 2009) 

Epinephrine (Pellicer et al., 2005) 

Ibuprofen (Bray et al. 2003; Naulaers et al., 2005) 

Indomethacin (Dave et al., 2008, 2009; Keating et al., 2010) 

Morphine/Midozalam (van Alfen-van der Velden et al., 2006) 

Propofol (Vanderhaegen et al.,2009, 2010) 

Surfactant (Fahnenstich et al., 1991; van den Berg et al., 2009, 2010) 

*Blood transfusions too are a routine part of NICU care. 3 studies found increases in rSO2-c 
following transfusion, in addition 2 of the authors reported increase in splanchnic 
oxygenation and lastly one of the studies found increased renal rSO2 as well. These findings 
are overall encouraging. Dani however questions whether the increases in rSO2 are 
reflecting benefits or administration of a pro-oxidant. Another author is attempting to 
identify the need for transfusion by calculating splanchnic-cerebral oxygen ratios. Infants 
with low ratios pre-transfusion are more likely to improve post-transfusion. (Bailey et al., 
2010 ; Dani et al., 2010; Hess, 2010; van Hoften et al., 2010) 

**Blood draws from umbilical artery catheters decrease rSO2-c. Two reports conflict on 
whether volume or a rapid draw causes the decrease in rSO2. (Roll et al., 2006; Schulz et al., 
2003) 

6. Conclusions 
NIRS is a fascinating technology with impressive potential. The opportunities to learn more 
about physiology and effects of therapy through monitoring with NIRS are limitless.  

The literature reporting about NIRS in the clinical setting of the NICU is abundant. 
However published supporting scientific evidence for the use of NIRS in neonatology has 
limitations. There are no large multi-center collaborative studies. The advent of NIRS has 
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been affected by coinciding with the era of limited research funding for large clinical 
studies.  

Studies are largely observational either observing a group of patients over time or following 
changes caused by therapeutic interventions (ECMO, heart surgery, transfusion, 
medications). Studies for the most part are small in patient numbers and short in time of 
observation. Study protocols observing the same phenomenon are often distinctly different 
from each other. Devices used may differ from trial to trial as well. All this can contribute to 
differences in study results. Due to the differences in study design meta-analysis, as an 
opportunity to obtain more robust results from a large number of trials and patients, may 
not be an option. Cerebral NIRS measurements are the most researched and incorporated 
into daily care. There is some consensus regarding critical lower limits of cerebral 
oxygenation (Wolf & Greisen, 2009; Wider, 2009). In addition the patient is accepted as his 
own control, using the NIRS monitor as a trend monitor. (van Bel et al., 2008). 

For the future of NIRS monitoring in the NICU, it may be necessary for another NIH panel 
to be called to review the existing evidence obtained since the initial group met in 1999 and 
devise a hopefully low budget strategy to validate NIRS in the NICU further. Larger, 
randomized trials will be needed. Blinding would not be useful unless normative data is 
obtained. Unblinded studies would allow interventions based on NIRS measurements and 
observe possible benefits. An anecdotal example was a rotated ECMO cannula that led to a 
steep decrease in cerebral r-SO2 with all other vital signs remaining unchanged. The 
caregivers responded immediately avoiding adverse consequences. Greisen in a paper from 
November 2011 estimates one needs to study 4000 infants with cerebral oximetry to have the 
power to detect the reduction of a clinically relevant endpoint, such as death or 
neurodevelopmental handicap, by 20%. (Greisen et al., 2011)  

In the meantime, NIRS monitors could be further improved to make interpretation of data 
easier: 

While the information gained is tempting, interpretation of data takes experience. NIRS 
does not stand alone. It needs to be viewed in context of other occurring physiologic 
changes. Recently data collection and interpretation has been made easier and more precise 
by the increasing ability to synchronize collection of different data points and thus link 
NIRS observations, possibly from multiple channels, with vital signs, EEG, interventions, 
medications, stimulation and care giving events. At this point this technology is not 
generally available. 

Eventually more channels to measure greater than 3 sites, allowing for more than one 
cerebral site plus somatic sites, may be needed. 

Once norms are established for cerebral, renal and splanchnic sites, normal limits at each site 
for different gestational and postnatal ages could be indicated on the monitor. Alarms could 
signal when a patient’s rSO2-c is outside the normal range. Variability could be reported 
both by percent change and change over time, also possibly in reference to gestational age 
for the observed organ. Incorporation of the ability for the monitor to calculate physiologic 
equations like FTOE or cerebral blood flow could give more value to NIRS monitoring.  

Will those changes improve life and care in the NICU for patients and staff? Perhaps. 
Possibly clinicians find themselves confronted by unexpected physiology and new problems 
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to solve. Now it is time to prove benefits of using the NIRS technology by decreasing 
adverse events in day-to-day patient care and improving outcome.  

Greisen summarized the current situation in an article published recently: 

“On the one hand, cerebral oximetry can potentially become inexpensive as it is based on 
technology that can be mass produced. Also, the probe may be miniaturized and integrated with 
the electronics into a soft ‘plaster’ that may stick to the skin of the head of tiny infants and need 
little attention. Solid evidence of benefit to patients will create a large market. Evidence of benefit 
of an instrument using public domain technology can serve as a platform for healthy competition 
on user-friendliness and price. On the other hand, what will happen if the clinical use of cerebral 
oximetry is not developed in a rational, evidence-based format? Then it may become another 
randomly applied expensive technology. Cerebral oximetry will be supported by anecdotal 
evidence, expert opinion, active branding and marketing. The consequences include unnecessary 
disturbances and risks to a very vulnerable group of patients and depletion of scarce healthcare 
resources”.  

(Greisen et al., 2011) 

In closing, this chapter is not a manual for patient management. It demonstrated the 
implementation of a new tool as well as the temptations and hurdles faced by investigators 
and clinicians using a new promising device, which the author herself understands from 
both observation and personal experience. 
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to solve. Now it is time to prove benefits of using the NIRS technology by decreasing 
adverse events in day-to-day patient care and improving outcome.  

Greisen summarized the current situation in an article published recently: 

“On the one hand, cerebral oximetry can potentially become inexpensive as it is based on 
technology that can be mass produced. Also, the probe may be miniaturized and integrated with 
the electronics into a soft ‘plaster’ that may stick to the skin of the head of tiny infants and need 
little attention. Solid evidence of benefit to patients will create a large market. Evidence of benefit 
of an instrument using public domain technology can serve as a platform for healthy competition 
on user-friendliness and price. On the other hand, what will happen if the clinical use of cerebral 
oximetry is not developed in a rational, evidence-based format? Then it may become another 
randomly applied expensive technology. Cerebral oximetry will be supported by anecdotal 
evidence, expert opinion, active branding and marketing. The consequences include unnecessary 
disturbances and risks to a very vulnerable group of patients and depletion of scarce healthcare 
resources”.  

(Greisen et al., 2011) 

In closing, this chapter is not a manual for patient management. It demonstrated the 
implementation of a new tool as well as the temptations and hurdles faced by investigators 
and clinicians using a new promising device, which the author herself understands from 
both observation and personal experience. 
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Japan 

1. Introduction 
Functional neuroimaging is universally recognized to be a remarkably effective modality for 
exploring precise brain function. Functional magnetic resonance imaging (fMRI) and 
positron-emission tomography (PET) are among the most widely used neuroimaging 
techniques; however, their invasiveness in terms of, for example, exposure to high magnetic 
fields or radiation, or restriction of body movement during the examination, makes their 
application difficult in infants, children, and some subjects with an atypical condition. 

Near infrared spectroscopy (NIRS), on the other hand, is an alternative neuroimaging 
modality that is suitable for use with most individuals due to its non-invasive nature. It 
measures local cortical activity during brain activation. Although NIRS has several 
limitations compared with fMRI and PET, it is an appropriate and feasible method to use 
with infants, children, and other subjects such as those who suffer from loss of sleep. 
Naturally, sleep loss raises some problems related to the subject keeping still yet awake 
during the examination, but otherwise is a good option. The effects of sleep loss on local 
cortical activities associated with certain cognitive functioning as assessed by NIRS are the 
topic of this chapter. 

2. Utilization of NIRS for functional brain imaging 
Information processing in the brain occurs via two different systems, a neuroelectric 
transmission system and an energy-supplying system to neurons (Guiou et al., 2005). 
Nutrient arteries around the neurons supply them with blood containing the oxygen and 
glucose necessary for neural activity. Thus, changes in the ratio of oxygenated hemoglobin 
(oxy-Hb) to deoxygenated hemoglobin (deoxy-Hb) due to increased blood flow for such 
activity should be observable in tissues adjacent to the activated neurons. This relationship 
between neural activity and subsequent changes in cerebral blood flow is known as 
neurovascular coupling (Guiou et al., 2005; Rasmussen et al., 2009). 

Similar to fMRI and PET, NIRS indirectly measures local cortical activity in vivo by 
measuring the differential concentration between oxy- and deoxy-Hb in the blood vessels. 
Specifically, it measures the difference in the absorption rate of near-infrared light by oxy- 
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measuring the differential concentration between oxy- and deoxy-Hb in the blood vessels. 
Specifically, it measures the difference in the absorption rate of near-infrared light by oxy- 
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and deoxy-Hb, and the scalp and skull are high permeable to near-infrared light (Obrig et 
al., 2000). When such light is locally irradiated from an irradiation probe, it diffuses in the 
cerebral tissue up to a depth of 20-30 mm. A detection probe located 30 mm from the 
irradiation probe can detect the light diffusely reflected by the oxy- or deoxy-Hb, making it 
possible to estimate local changes in oxy-, deoxy- and total-Hb concentrations (Ferrari et al., 
2004). For high-resolution detection of oxy- and deoxy-Hb concentrations, multiple channels 
of wavelengths (2 or 3) of near-infrared light (700-1000 nm) are usually simultaneously 
irradiated and detected. 

NIRS has been widely used for several years in medical and biological studies of the brain. 
Although NIRS uses an accessible, non-invasive neuroimaging device, it should be applied 
to measure local cerebral metabolic rate of oxygen consumption with consideration given to 
its strong and weak points, which are listed in Table 1. 
 

Strengths (compared with MRI or PET) 
 inexpensive 
 high portability 
 easy-to-use approach 
 high tolerance to body movements 
 high temporal resolution (10 Hz or less) 
 high tolerance to long-time measurements 
 utility regardless of subject’s posture 
 independence of a specific measurement setting 
Weaknesses (compared with MRI or PET) 
 low spatial resolution 
 difficulty in strict identification of anatomic locations 
 narrow range of measurement (only cortical surface) 
 relative quantitation (not absolute quantitation) 

Table 1. Strengths and weaknesses of NIRS 

3. Effects of sleep loss on cognition 
Although what constitutes sufficient quality and quantity of sleep per day remains a subject 
of debate due to its the wide interindividual variability and age-related differences, it has 
been elucidated that sleep loss deteriorates various cognitive functions, whether due to 
partial or total sleep deprivation and chronic or acute sleep disturbance. Loss of sleep also 
impairs the activities of various cerebral regions or neural networks associated with ongoing 
cognitive performance. A recent study in rats suggested that sleep loss often elicits periods 
of local sleep, in which some neurons often go ‘offline’ briefly in one cortical area but not in 
another during long periods of wakefulness (Vyazovskiy, 2011). Several basic cognitive 
functions are vulnerable to sleep loss in humans. These include simple response speed 
(Buysse et al., 2005; Frey et al., 2004; Koslowsky & Babkoff, 1992), psychomotor vigilance 
(Blatter et al., 2005; Doran et al., 2001; Drake et al., 2001; Van Dongen et al., 2003), mental 
arithmetic (Frey et al., 2004; Stenuit & Kerkhofs, 2008; Van Dongen et al., 2003;), response 
inhibition (Drummond et al., 2006; Stenuit & Kerkhofs, 2008), problem solving (Killgore et 
al., 2008; Nilsson et al., 2005), and short-time perception (Soshi et al., 2010). However, the 
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performance of executive functions, one of the higher cognitive functions that includes 
divided attention (Drake et al., 2001; Frey et al., 2004; Lim & Dings, 2010; Stenuit & 
Kerkhofs, 2008) and working memory (Bartel et al., 2004; Binks et al., 1999; Choo et al., 2005; 
Frey et al., 2004; Lim & Dings, 2010; Tucker et al., 2010; Wimmer et al., 1992) varies among 
studies; some report a significant effect of sleep loss (Bartel et al., 2004; Choo et al., 2005; 
Drake et al., 2001; Frey et al., 2004; Stenuit & Kerkhofs, 2008), while others report no such 
effect (Binks et al., 1999; Lim & Dings, 2010; Tucker et al., 2010; Wimmer et al., 1992).A 
discrepancy has also been seen in the influence of sleep loss has on behavioral performance 
versus its influence on neural activity; functional neuroimaging has revealed that sleep loss 
deteriorates not behavioral performance but neural activity (Choo et al., 2005). Such a 
discrepancy could point to a difference in neural substrates between basic and higher 
cognitive functions and/or possible personal differences in vulnerability of executive 
functions to sleep loss. We describe here two of our studies conducted using NIRS in order 
to explore the influence of sleep loss on basic and higher cognition associated with the 
frontal functions mentioned above. 

4. Influence of sleep loss due to total deprivation of a night’s sleep on time 
perception 
4.1 Short-time perception 

When elapsed time is comparatively brief (within several minutes), humans can typically 
perceive the passage of time accurately without referring to an artificial time keeping device 
such as a wristwatch (Ivry, 1996; Rammsayer, 1999; Treisman, 1963). Human short-time 
perception is modulated by a robust neural basis consisting of subcortical structures, such as 
the cerebellum and basal ganglia, together with the right prefrontal cortex (Harrington et al., 
1998; Pouthas et al., 1999). Moreover, a circadian pacemaker located in the suprachiasmatic 
nucleus of the hypothalamus, which is driven by a self-sustaining oscillator with a period of 
about 24 h and provides the time of day, participates in short-time perception (Aschoff, 1998; 
Ashoff & Daan, 1997; Kuriyama et al., 2003). As such, short-time perception is not 
independent of the influence of the circadian pacemaker; under a condition where 
zeitgebers are strictly controlled, short-time perception fluctuates on around a 24-h cycle 
and correlates with circadian markers such as core body temperature and melatonin, and 
consequently shows diurnal variation (Kuriyama et al., 2005). It has been confirmed that 
short-time perception shortens from morning into night, and is prolonged again from night 
to the next morning under a 30-h constant routine (Kuriyama et al., 2005; see Fig. 1). For 
sleep deprivation on the other hand, it has been reported that there is less diurnal variation  

 
Fig. 1. Diurnal fluctuation of short-time perception 
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impairs the activities of various cerebral regions or neural networks associated with ongoing 
cognitive performance. A recent study in rats suggested that sleep loss often elicits periods 
of local sleep, in which some neurons often go ‘offline’ briefly in one cortical area but not in 
another during long periods of wakefulness (Vyazovskiy, 2011). Several basic cognitive 
functions are vulnerable to sleep loss in humans. These include simple response speed 
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(Blatter et al., 2005; Doran et al., 2001; Drake et al., 2001; Van Dongen et al., 2003), mental 
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performance of executive functions, one of the higher cognitive functions that includes 
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Drake et al., 2001; Frey et al., 2004; Stenuit & Kerkhofs, 2008), while others report no such 
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deteriorates not behavioral performance but neural activity (Choo et al., 2005). Such a 
discrepancy could point to a difference in neural substrates between basic and higher 
cognitive functions and/or possible personal differences in vulnerability of executive 
functions to sleep loss. We describe here two of our studies conducted using NIRS in order 
to explore the influence of sleep loss on basic and higher cognition associated with the 
frontal functions mentioned above. 

4. Influence of sleep loss due to total deprivation of a night’s sleep on time 
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When elapsed time is comparatively brief (within several minutes), humans can typically 
perceive the passage of time accurately without referring to an artificial time keeping device 
such as a wristwatch (Ivry, 1996; Rammsayer, 1999; Treisman, 1963). Human short-time 
perception is modulated by a robust neural basis consisting of subcortical structures, such as 
the cerebellum and basal ganglia, together with the right prefrontal cortex (Harrington et al., 
1998; Pouthas et al., 1999). Moreover, a circadian pacemaker located in the suprachiasmatic 
nucleus of the hypothalamus, which is driven by a self-sustaining oscillator with a period of 
about 24 h and provides the time of day, participates in short-time perception (Aschoff, 1998; 
Ashoff & Daan, 1997; Kuriyama et al., 2003). As such, short-time perception is not 
independent of the influence of the circadian pacemaker; under a condition where 
zeitgebers are strictly controlled, short-time perception fluctuates on around a 24-h cycle 
and correlates with circadian markers such as core body temperature and melatonin, and 
consequently shows diurnal variation (Kuriyama et al., 2005). It has been confirmed that 
short-time perception shortens from morning into night, and is prolonged again from night 
to the next morning under a 30-h constant routine (Kuriyama et al., 2005; see Fig. 1). For 
sleep deprivation on the other hand, it has been reported that there is less diurnal variation  

 
Fig. 1. Diurnal fluctuation of short-time perception 
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in short-time perception as it is dissociated from endogenous circadian markers (Kuriyama 
et al., 2005; Soshi et al., 2010). This may be because short-time perception is modulated by 
the prefrontal cortex (PFC) along with subcortical structures including the circadian 
pacemaker; it is well known that the PFC is vulnerable to sleep loss, and this vulnerability 
presumably disturbs short-time perception (Soshi et al., 2010). To elucidate this issue, Soshi 
et al. (2010) utilized NIRS because it neither produces pulse scanning noise nor requires 
severe restriction of the subject’s body posture nor movements, and thus is unlikely to 
seriously influence the sleep-deprived condition. It is also suitable for monitoring the 
subject’s condition while performing the experimental tasks. 

4.2 Study design 

Fourteen healthy male university students participated in a crossover design study 
conducted over a 4-day period. Subjects performed a 10-s time production (TP) task in sleep 
controlled (SC) and sleep deprived (SD) conditions, scheduled in random order with a 1-day 
interval (Fig. 4). On the first day (day 1) NIRS probes were attached to the surface of the 
scalp. The 15-min TP session in either the SC or SD condition started at 21:00. After the 
session, in the SC condition, subjects rested without sleep or exercise until 0:00 and then 
stayed in bed under complete darkness (> 0.1 lux) until 08:00 on day 2; in the SD condition, 
subjects stayed awake quietly under room light (100 lux) until 08:00 the next morning while 
being monitored by video. On day 2, the TP session started again at 09:00. All the 
experiments were performed at a time isolation facility, and the ambient temperature and 
humidity were maintained constant throughout the study. 

TP tasks were arranged in an event-related design to detect the hemodynamic response for a 
single trial. TP sessions were conducted at 21:00 on day 1 and 09:00 on day 2, corresponding 
to the expected nadir and peak period of the diurnal variation of TP in subjects with a 
regular sleep-wake cycle. Each TP session consisted of 15 trials with 30-s inter-trial intervals. 
Subjects were asked to produce a 10-s interval and to begin and end each trial by pressing a 
key button (Kuriyama et al., 2003, 2005). Duration from the first to the second button presses 
was defined as the perceived time. 

4.3 NIRS recording and data analysis 

Regional hemodynamic changes in brain tissue were monitored throughout the TP sessions 
by a continuous wave-type NIRS system (FOIRE-3000; Shimazu Co., Tokyo, Japan; Fig. 2) 
which outputs near-infrared light at three wavelengths (780, 805 and 830 nm). All 
transmitted intensities of the three wavelengths were recorded every 130 ms at 22 channels 
in order to estimate concentration changes in oxy-Hb, deoxy-Hb, and total-Hb, based on the 
modified Beer-Lambert equation as a function of light absorbance of Hb and pathlength. A 
set of 3×5 probes were utilized, in which light detectors and emitters were alternately 
positioned at an equal distance of 30 mm. The 22 channels (see Fig. 3) covered the middle 
and superior PFC regions (BA9, 46, 10). 

Oxy-Hb data was chosen to examine event-related responses in the PFC since it is an 
optimal index for changes in regional cerebral blood flow (Hoshi et al., 2001). We applied a 
high-pass filter to raw data, re-sampled at 10 Hz, using a low-cutoff frequency of 0.05 Hz. 
Smoothing was performed by the moving average method (boxcar filter) with a sliding time  

 
Effects of Sleep Debt on Cognitive Performance and Prefrontal Activity in Humans 

 

29 

 
Fig. 2. NIRStation FOIRE-3000 (Shimazu Co., Tokyo, Japan) 

 
Fig. 3. Schematic layout of NIRS probes with recorded channels on the frontal region 

window of 1.1 s. Data were normalized into z-scores to avoid the methodological ambiguity 
that changes in absolute values of Hb concentration for each recording channel would not 
be determined because the absolute path lengths of light through the cerebral cortex were 
not detectable. Concentration changes time-locked to trial onset were extracted from 5 s 
before to 27 s after the onset, covering a mean produced time of around 11 s and a mean rest 
interval of around 16 s. A total of 15 epochs were obtained for each experimental day (day 1 
or day 2) in each condition (SC or SD). Before individual averaging, baselines were corrected 
with mean z-scores of 5 s before trial onset. Grand averaged concentration changes in the 
left anterior PFC (LAPFC) region, based on statistical analyses, were superimposed. 

4.4 Effects of sleep loss on short-time perception 

Behavioral data suggested that time perception fluctuates through the night to the morning 
in the SC condition; TP was significantly prolonged from night to the next morning. 
However, TP was not prolonged from night to the next morning in the SD condition (Fig. 4).  
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4.4 Effects of sleep loss on short-time perception 

Behavioral data suggested that time perception fluctuates through the night to the morning 
in the SC condition; TP was significantly prolonged from night to the next morning. 
However, TP was not prolonged from night to the next morning in the SD condition (Fig. 4).  
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Fig. 4. Sleep deprivation attenuates short-time perception the following morning 

It was previously shown that a short-time perception profile exhibits diurnal variation, 
reaching a peak (the longest produced time) around 09:00 and a nadir (the shortest 
produced time) around 21:00 with a regular sleep-wake cycle under experimental conditions 
(Kuriyama et al., 2005). Taken together, circadian oscillation in short-time perception under 
the SD condition is clearly attenuated. 

4.5 Influence of the PFC’s vulnerability to sleep loss on short-time perception 

Oxy-Hb concentration measured by NIRS suggested that PFC activity in the SD condition, 
compared with that in the SC condition, was more enhanced in the left hemisphere on day 2. 
Moreover, enhanced oxy-Hb concentration changes on day 2 in the SD condition, compared 
with those in the SC condition, were observed in the LAPFC region of interest (ROI) at 
channels 17, 21, and 22 (Fig. 5). 

 
Fig. 5. Left anterior PFC activity during the TP task was enhanced after sleep deprivation 

A functional correlation was observed between increased activation of the LAPFC after 
sleep deprivation and short-time perception, although unlike in previous studies 
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(Harrington et al., 1998; Pouthas et al., 1999) the present study failed to detect any significant 
changes in right PFC activity (Soshi et al., 2010). It has also been argued that increased 
activation of the PFC after sleep deprivation is associated with neural compensation for 
cognitive function, although TP on day 2 in the SD condition was different from that in the 
SC condition.  

NIRS has a serious shortcoming in that it cannot determine whether or not a subcortical 
network including the cerebellum and the basal ganglia contributes to attenuating the 
diurnal fluctuation of short-time perception. If subcortical activities may be altered by sleep 
deprivation, attenuation of short-time perception possibly reflects subcortical vulnerability, 
and thus the PFC activity change is possibly only a byproduct. 

A temporary decline in the diurnal variation of short-time perception may be important for 
surviving a crisis, such as in an emergency situation. Time perception in humans should be 
fundamentally synchronized to the physical state to allow for constant adaptation to the 
regularity of daily life; however, in times of severe stress, time perception must 
desynchronize from regular physical homeostasis and be shortened, to enable time 
expansion and presumably allow us to adopt suitable strategies for coping with the stressful 
environment by thinking and acting more rapidly than usual. In-depth consideration of the 
adaptive nature of the PFC function in humans (Duncan, 2001; Miller & Cohen, 2001) 
suggests that the PFC might play a switch-like role in short-time perception as a situation 
demands, helping us meet demands for adaptation. 

5. Influence of sleep loss due to partial deprivation of a night’s sleep on 
individual differences in working memory performance 
5.1 Working memory performance 

As already noted in Section 3 concerning the effects of sleep loss on cognition, a discrepancy 
in the effects that sleep loss has on behavioral performance compared with the effects it has 
on neural activity has been reported in relation to working memory performance; sleep loss 
does not deteriorate behavioral performance itself, but rather the neural activity associated 
with the behavior. Possible interindividual differences in the vulnerability to sleep loss of 
executive functions, which also play crucial roles in working memory processing, have also 
been suggested. We explored this issue in a second study using NIRS (Honma et al., 2010). 

5.2 Study design 

Fifty-five healthy university students (26 males, 29 females) participated in the study. 
Subjects, who regularly slept 7–9 h in a night, participated in an overnight experiment in a 
laboratory setting, starting at 22:00 on day 1 and finishing at 10:00 on day 2. Subjects were 
deprived an average of 2.32 h (29.5%) of sleep by experimental manipulation. Subjects 
retired to bed at 01:00 in the laboratory and were forcibly awakened at 07:00 am. 

A visual n-back working memory (WM) task (Callicott et al., 1998, 1999; Gevins & Cutillo, 
1993; Kuriyama et al., 2008) with two separate load levels was utilized. For the 0-back task 
(low-load WM task), subjects had to respond whenever a single-digit number appeared on a 
screen. For the 2-back task (high-load WM task), they had to press a button on the right 
when the single-digit number on the screen was identical to that which had appeared last 
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diurnal fluctuation of short-time perception. If subcortical activities may be altered by sleep 
deprivation, attenuation of short-time perception possibly reflects subcortical vulnerability, 
and thus the PFC activity change is possibly only a byproduct. 

A temporary decline in the diurnal variation of short-time perception may be important for 
surviving a crisis, such as in an emergency situation. Time perception in humans should be 
fundamentally synchronized to the physical state to allow for constant adaptation to the 
regularity of daily life; however, in times of severe stress, time perception must 
desynchronize from regular physical homeostasis and be shortened, to enable time 
expansion and presumably allow us to adopt suitable strategies for coping with the stressful 
environment by thinking and acting more rapidly than usual. In-depth consideration of the 
adaptive nature of the PFC function in humans (Duncan, 2001; Miller & Cohen, 2001) 
suggests that the PFC might play a switch-like role in short-time perception as a situation 
demands, helping us meet demands for adaptation. 

5. Influence of sleep loss due to partial deprivation of a night’s sleep on 
individual differences in working memory performance 
5.1 Working memory performance 

As already noted in Section 3 concerning the effects of sleep loss on cognition, a discrepancy 
in the effects that sleep loss has on behavioral performance compared with the effects it has 
on neural activity has been reported in relation to working memory performance; sleep loss 
does not deteriorate behavioral performance itself, but rather the neural activity associated 
with the behavior. Possible interindividual differences in the vulnerability to sleep loss of 
executive functions, which also play crucial roles in working memory processing, have also 
been suggested. We explored this issue in a second study using NIRS (Honma et al., 2010). 

5.2 Study design 

Fifty-five healthy university students (26 males, 29 females) participated in the study. 
Subjects, who regularly slept 7–9 h in a night, participated in an overnight experiment in a 
laboratory setting, starting at 22:00 on day 1 and finishing at 10:00 on day 2. Subjects were 
deprived an average of 2.32 h (29.5%) of sleep by experimental manipulation. Subjects 
retired to bed at 01:00 in the laboratory and were forcibly awakened at 07:00 am. 

A visual n-back working memory (WM) task (Callicott et al., 1998, 1999; Gevins & Cutillo, 
1993; Kuriyama et al., 2008) with two separate load levels was utilized. For the 0-back task 
(low-load WM task), subjects had to respond whenever a single-digit number appeared on a 
screen. For the 2-back task (high-load WM task), they had to press a button on the right 
when the single-digit number on the screen was identical to that which had appeared last 
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but one, otherwise to press the button on the left. Each level of task was run in blocks of 
12+n stimuli and was conducted two times; thus, 24 responses were obtained at each load 
level. Average response times (RTs) and correct response rates (%CRs) were evaluated. 

Alertness level was evaluated immediately before and after the experiment using the 
Stanford Sleepiness Scale (SSS; Hoddes et al., 1971). The SSS consists of a 7-point scale 
ranging from level 1 (feeling active, vital, alert, or wide awake) to level 7 (no longer fighting 
sleep). Subjects selected the most appropriate level to reflect their present state of alertness. 
To assess individual ability to overcome sleepiness during WM tasks, change in SSS level 
was individually calculated by subtracting the post-experiment SSS score from the pre-
experiment SSS score. 

5.3 NIRS recording and data analysis 

Regional hemodynamic changes in brain tissue were monitored throughout the TP sessions 
by a continuous wave-type NIRS system (ETG-100, Hitachi Medical Co., Tokyo, Japan: Fig. 
6), which outputs near-infrared light at two wavelengths (780 and 830 nm). Oxy- and deoxy-
Hb concentrations were measured in a manner similar to the short-time perception study 
(Soshi et al., 2010) described in the preceding section [section 4.3]. 

 
Fig. 6. Optical Topography System ETG-100 (Hitachi Medical Co., Tokyo, Japan) 

We analyzed oxy-Hb data as a reflection of event-related responses in the PFC. The 
continuous oxy-Hb data were filtered with band-pass frequencies in the range of 0.01–0.2 
Hz and were standardized (z-score). Changes in oxy-Hb concentration time-locked to 
experimental blocks consisting of 12 trials were extracted for each experimental condition 
1000 ms before the onset of the trial block (baseline) to 4400 ms after the onset (2400 ms for 
the 12-trial duration and 2000 ms for the post-trial interval). Baseline correction of the 
changes in oxy-Hb concentration was performed utilizing the mean z-scores of 1000 ms 
prior to the onset of the experimental blocks before individual averaging. Mean z-scores of 
the changes in oxy-Hb concentration during the 4400 ms period after the beginning of the 
trial block were utilized for subsequent statistical analysis. 
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5.4 Influence of the PFC’s vulnerability to sleep loss on working memory performance 

Twelve of the 55 subjects showed overnight decrements in alertness level as reflected by an 
increased SSS level (average: 1.41, SD: 0.41), while conversely 17 showed overnight 
decrements reflected by a decreased SSS level (average: 21.29, SD: 0.49), and 26 showed no 
change in alertness level. The change in alertness level was negatively correlated with RT on 
the 2-back task, but not on the 0-back task (Fig. 7), and the change in SSS was not correlated 
with %CR regardless of the task difficulty. 

 
Fig. 7. Correlation of overnight change in alertness level with that in WM performance 

Although the subjects had similar sleep-wake habits in daily life and they experienced the 
same restricted sleep duration on the experimental night, alertness was increased in some 
subjects but was decreased in others during the WM tasks. This suggests that subjects who 
improved their alertness—who may have better abilities to overcome sleepiness—showed 
better performance not on the low-load WM task but on the high-load WM task. 

5.5 Relationship between the PFC’s vulnerability to sleep loss and working memory 
processing difficulties 

At every channel in the bilateral PFC region, differences in the change in oxy-Hb 
concentration between the 2- and 0-back tasks positively correlated with overnight change 
in alertness (Fig. 8), which is in line with previous neuroimaging studies using fMRI (Cohen 
et al., 1997; Owen et al., 1998) and PET (Owen et al., 1996; Sweeney et al., 1996). On the other 
hand, change in oxy-Hb concentration in the bilateral PFC region on the 2-back task for 
some channels (channels 5, 10, 13, and 18) positively correlated with overnight change in 
alertness (Fig. 9 left), while change on the 0-back task for some channels (channels 10 and 
15) in the right PFC region negatively correlated with overnight change in alertness (Fig. 9 
right). 

The activity in the right prefrontal site corresponding to channel 10 showed an opposite 
pattern between the 2- and 0-back tasks (Fig. 10), suggesting the ability to conquer 
sleepiness. This ability might contribute to the function of providing sufficient activity to  



 
Infrared Spectroscopy – Life and Biomedical Sciences 

 

32

but one, otherwise to press the button on the left. Each level of task was run in blocks of 
12+n stimuli and was conducted two times; thus, 24 responses were obtained at each load 
level. Average response times (RTs) and correct response rates (%CRs) were evaluated. 

Alertness level was evaluated immediately before and after the experiment using the 
Stanford Sleepiness Scale (SSS; Hoddes et al., 1971). The SSS consists of a 7-point scale 
ranging from level 1 (feeling active, vital, alert, or wide awake) to level 7 (no longer fighting 
sleep). Subjects selected the most appropriate level to reflect their present state of alertness. 
To assess individual ability to overcome sleepiness during WM tasks, change in SSS level 
was individually calculated by subtracting the post-experiment SSS score from the pre-
experiment SSS score. 

5.3 NIRS recording and data analysis 

Regional hemodynamic changes in brain tissue were monitored throughout the TP sessions 
by a continuous wave-type NIRS system (ETG-100, Hitachi Medical Co., Tokyo, Japan: Fig. 
6), which outputs near-infrared light at two wavelengths (780 and 830 nm). Oxy- and deoxy-
Hb concentrations were measured in a manner similar to the short-time perception study 
(Soshi et al., 2010) described in the preceding section [section 4.3]. 

 
Fig. 6. Optical Topography System ETG-100 (Hitachi Medical Co., Tokyo, Japan) 

We analyzed oxy-Hb data as a reflection of event-related responses in the PFC. The 
continuous oxy-Hb data were filtered with band-pass frequencies in the range of 0.01–0.2 
Hz and were standardized (z-score). Changes in oxy-Hb concentration time-locked to 
experimental blocks consisting of 12 trials were extracted for each experimental condition 
1000 ms before the onset of the trial block (baseline) to 4400 ms after the onset (2400 ms for 
the 12-trial duration and 2000 ms for the post-trial interval). Baseline correction of the 
changes in oxy-Hb concentration was performed utilizing the mean z-scores of 1000 ms 
prior to the onset of the experimental blocks before individual averaging. Mean z-scores of 
the changes in oxy-Hb concentration during the 4400 ms period after the beginning of the 
trial block were utilized for subsequent statistical analysis. 

 
Effects of Sleep Debt on Cognitive Performance and Prefrontal Activity in Humans 

 

33 

5.4 Influence of the PFC’s vulnerability to sleep loss on working memory performance 

Twelve of the 55 subjects showed overnight decrements in alertness level as reflected by an 
increased SSS level (average: 1.41, SD: 0.41), while conversely 17 showed overnight 
decrements reflected by a decreased SSS level (average: 21.29, SD: 0.49), and 26 showed no 
change in alertness level. The change in alertness level was negatively correlated with RT on 
the 2-back task, but not on the 0-back task (Fig. 7), and the change in SSS was not correlated 
with %CR regardless of the task difficulty. 

 
Fig. 7. Correlation of overnight change in alertness level with that in WM performance 

Although the subjects had similar sleep-wake habits in daily life and they experienced the 
same restricted sleep duration on the experimental night, alertness was increased in some 
subjects but was decreased in others during the WM tasks. This suggests that subjects who 
improved their alertness—who may have better abilities to overcome sleepiness—showed 
better performance not on the low-load WM task but on the high-load WM task. 

5.5 Relationship between the PFC’s vulnerability to sleep loss and working memory 
processing difficulties 

At every channel in the bilateral PFC region, differences in the change in oxy-Hb 
concentration between the 2- and 0-back tasks positively correlated with overnight change 
in alertness (Fig. 8), which is in line with previous neuroimaging studies using fMRI (Cohen 
et al., 1997; Owen et al., 1998) and PET (Owen et al., 1996; Sweeney et al., 1996). On the other 
hand, change in oxy-Hb concentration in the bilateral PFC region on the 2-back task for 
some channels (channels 5, 10, 13, and 18) positively correlated with overnight change in 
alertness (Fig. 9 left), while change on the 0-back task for some channels (channels 10 and 
15) in the right PFC region negatively correlated with overnight change in alertness (Fig. 9 
right). 

The activity in the right prefrontal site corresponding to channel 10 showed an opposite 
pattern between the 2- and 0-back tasks (Fig. 10), suggesting the ability to conquer 
sleepiness. This ability might contribute to the function of providing sufficient activity to  



 
Infrared Spectroscopy – Life and Biomedical Sciences 

 

34

 
Fig. 8. Significant positive correlation between changes in oxy-Hb concentration and 
alertness for the difference between the 2- and 0-back tasks 

 
Fig. 9. Correlation between changes in oxy-Hb concentration and alertness on the 2-back 
task (left panel) and 0-back task (right panel) 

 
Fig. 10. Correlation between changes in oxy-Hb concentration and alertness on the 2- and 0-
back tasks for channel 10 
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match the demands of a task. In other words, the cortical activity corresponding to channel 
10 susceptibly escalates with changes in both alertness and cognitive load, thereby achieving 
better performance. This site in the right PFC might therefore be related to the ability to 
conquer sleepiness with cognitive performance. 

5.6 Relation between individual differences in the ability to conquer sleepiness during 
working memory processing and personality traits 

We next explored the relationship between activity in the right prefrontal site corresponding 
to channel 10 and individual personality traits. We assessed personality traits using the 
revised version of the Neuroticism-Extroversion-Openness Personality Inventory (NEO PI-
R) and the Revised Temperament and Character Inventory (TCI, Version 9). NEO PI-R is a 
240-item measure of the Five Factor Model: Neuroticism, Extraversion, Openness to 
experience, Agreeableness, and Conscientiousness (Costa & McCrae, 1995). The TCI, too, is a 
240-item measure of the seven dimensions of personality traits: Novelty seeking, Harm 
avoidance, Reward dependence, Persistence, Self-directedness, Cooperativeness, and Self-
transcendence (Cloninger, 1987). Both of these inventories are widely used in biological 
correlational research in a variety of fields, including psychiatric diagnosis (Cloninger, 1990; 
Frokjaer et al., 2008), behavior (Grucza et al., 2006; Saggino & Balsamo, 2003), genotyping 
(Cloninger, 2002; Strobel et al., 2003), and brain activities (Baeken et al., 2009; Villafuerte et 
al., 2011).  

We identified several personality traits that correlated with a difference in activity change 
between the 2- and 0-back tasks at channel 10. For instance, Neuroticism on the NEO PI-R 
was positively correlated and Self-directedness on the TCI negatively correlated with a 
difference in change in oxy-Hb concentration between the two tasks (Yoshiike, Honma & 
Kuriyama, in preparation). This finding suggests that a stronger tendency for neuroticism 
and a weaker one for self-directedness may lead to successful performance under sleep loss 
conditions. Greater neuroticism is sometimes associated with psychiatric problems such as 
depression or anxiety (Strobel et al., 2003), which reflect poor stress coping mechanisms like 
avoidance (Andrews et al., 2010). However, within a healthy range, a trait of neuroticism 
may be beneficial to conquering sleepiness. Moreover, although the concept of self-
directedness is based on the “power of will” (i.e., the ability to control oneself to serve the 
purpose of one’s own will), greater self-directedness may, surprisingly, result in 
succumbing to sleepiness. Chronic insomniacs showed greater neuroticism (van de Laar et 
al., 2010) and less self-directedness (de Saint Hilaire et al., 2005), suggesting that problems in 
the right PFC might be associated with the symptoms of insomnia. 

6. Conclusion 
When the ROI is compatible with the strengths of NIRS, the technique is valuable for 
investigating human frontal functioning associated with deteriorated cognition caused by 
sleep loss. Indeed, our studies demonstrated that certain functional differences in the 
bilateral PFC under sleep loss conditions correspond to certain cognitive tasks.  

We can sum up by saying the PFC mediates various cognitive functions, from basic 
functions such as simple response to stimulus and time perception to higher functions such 
as working memory including executive functions, to orchestrate perception, memory, 
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thought, and action in accordance with a given purpose (Halford et al., 2010). The findings 
discussed here clearly suggest a novel function for the PFC, that of controlling sleepiness 
and compensating brain function deteriorated by sleep loss. 

NIRS is a developing technique and it is expected that its applications will increase to cover 
other cerebral regions in future and that further noise reductions will improve the technique 
further: it will undoubtedly provide invaluable information about human cognition and its 
neural substrates. 
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1. Introduction 
In developed countries, stroke is a major cause of acquired disability among adults. 
Although there is a considerable inter-subject variability, the time course of functional 
recovery assumes an exponential shape, with a faster recovery in the initial few weeks, 
followed by a slower recovery over the next few months (Jorgensen et al., 1999; Duncan et 
al., 2000). In the former phase, faster recovery is thought to be due to the reduction of 
parenchymal oedema or recanalization of the blood flow. The latter phase is believed to 
depend upon the adaptive plasticity of the brain, including unmasking or disinhibiting the 
potentially aberrant neural network, and vicariation of function (Ward & Frackowiak, 2004). 
Although there are many evidences for brain plasticity after stroke or brain injury, most of 
our knowledge is derived from animal experiments (Jenkins & Merzenich, 1987; Nudo et al., 
1996). Direct investigation of functional reorganization after brain damage in humans has 
only recently become possible with advancements in non-invasive functional imaging 
techniques, such as positron emission tomography (PET) and functional MRI (fMRI). 
Among these functional neuroimaging techniques, functional near infrared spectroscopy 
(NIRS) has drawn attention from investigators in rehabilitation medicine since it is thought 
to be less constrained and more available for measurement during various tasks. In this 
chapter, we introduce the clinical applications of fNIRS in the field of rehabilitation 
medicine and I shall discuss the further possibilities for its application.  

2. Application of functional NIRS in studies of human motor control 
2.1 Principles of functional NIRS 

Near infrared light, particularly that with a wavelength between 700 and 900 nm, can easily 
pass through biological tissues, including skin and skull bone, and be absorbed by biological 
chromophores such as haemoglobin, myoglobin, and cytochrome oxidase in the 
mitochondria. Because myoglobin concentration is much lower than haemoglobin 
concentrations in the brain tissue and a change in the redox state of cytochrome oxidase 
occurs only under severely hypoxic conditions, near infrared light is mainly absorbed by 
haemoglobin when used as a functional brain-imaging tool. The NIRS system with 
continuous waves, which is widely used in commercially available instruments, measures 
the transmitted intensity and calculates the relative changes in the haemoglobin 
concentration according to the modified Beer-Lambert law for highly scattering media 
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(MBLL) (Cope et al., 1988). If the light attenuation by scattering is considered constant, 
MBLL is denoted as follows: 

 

Where ελ is the extinction coefficient at a given wavelength λ, L is the optical pathlength, 
and ∆C is the change in the concentration of each chromophore. If measurements with 
multiple wavelengths are performed simultaneously and optical pathlength is considered to 
be constant across the measurement, the product of the change in concentration of the 
chromophore and the optical pathlength can be calculated by solving the simultaneous 
equations. However, it should be noted that the precise optical pathlength is difficult to 
determine with the continuous-wave NIRS system. Therefore, calculated measurements are 
usually denoted in arbitrary units such as millimolar·millimetres (mM × mm) (Maki et al., 
1995). It is generally accepted that the distribution of near infrared light paths between an 
illuminator-detector pair become ‘banana-shaped’ (Gratton et al., 1994), and that certain 
interoptode distances are needed for the propagation of near infrared light to the cerebral 
cortex. Commonly, a distance of 2 cm or more is used. 

In the brain tissues, regional brain activation is accompanied by an increase in the regional 
blood flow (Fox & Raichle, 1986), and this regional blood flow increase is thought to exceed 
the regional oxygen consumption. Therefore, regional cortical activation results in a regional 
increase in the oxygenated haemoglobin (OxyHb) levels, with a decrease in the 
deoxygenated haemoglobin (DeoxyHb) levels. Similar to fMRI or PET, functional NIRS 
detects the task-related haemodynamic responses, that is, the task-related increase in the 
OxyHb signal and/or the task-related decrease in DeoxyHb.  

2.2 Potential advantages and shortcomings of functional NIRS 

There are several potential advantages of functional NIRS for investigating human brain 
activity. First, functional NIRS imposes less onerous constraints on its subjects. In a NIRS 
system, minor head and truncal motion is irrelevant, if a tight contact is maintained between 
the skull surface and optodes during measurement. Second, unlike other neuroimaging 
modalities, functional NIRS requires relatively small and simple equipment. Finally, the 
NIRS system is completely safe and non-invasive, since it uses only a low-power near 
infrared laser. It therefore enables us to investigate brain activation under natural 
conditions, such as at the bedside or while sitting on a chair, and measure cortical activation 
in the activities of daily life, such as standing and walking. Based on these characteristics, 
NIRS is thought to be a suitable neuroimaging tool for clinical investigation in fields such as 
paediatric neurology and rehabilitation medicine.  

Despite these potential advantages, NIRS has several shortcomings as a functional 
neuroimaging tool. First, NIRS cannot measure activation in deep brain structures, 
including the basal ganglia, brainstem, and cerebellum. Secondly, NIRS has relatively poor 
spatial resolution (a few centimetres) and cannot provide any spatial information. Therefore, 
spatial registration should be made with other data, such as anatomical information from 
MRI scans and real-world coordinates derived from a 3-dimensional digitizer and other 
standard references (Okamoto et al., 2004). Third, with the continuous-wave NIRS system, 
we cannot measure the precise optical pathlength, and therefore cannot measure absolute 
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changes, but only relative changes, in the haemoglobin concentration. Finally, not only the 
brain tissue but also skin tissue beneath the optodes can affect NIRS signal changes. To 
avoid or cancel the effect of skin blood flow, several methodologies have been introduced 
(Kohno et al., 2007; Yamada et al., 2009), but there is no ‘gold standard’ for this problem. 
Therefore, researchers should be cautious about the contamination of these non-brain 
signals when interpreting NIRS measurements (Takahashi et al., 2011).  

2.3 Application of NIRS to human gait control 

Gait requires complex visuo-sensorimotor coordination. Like in other animals, human 
locomotion is controlled by multiple neural systems, hierarchically distributed throughout 
the central nervous system, including the spinal cord, brainstem, cerebellum, basal ganglia, 
and motor cortex (Grillner & Wallen, 2004). Although most studies of neuronal mechanisms 
of gait control were conducted with quadruped animals, a bipedal stance and gait are 
unique functions of humans. Therefore, functional imaging studies in humans are important 
for investigating the neural mechanisms of gait control. However, as stated above, it is 
difficult to study dynamic movements such as gait control with conventional neuroimaging 
techniques, and functional NIRS is a suitable tool for these studies. 

2.3.1 Cortical activation of gait in healthy subjects 

Using a multi-channel NIRS system, Miyai and colleagues reported cortical activation 
during human gait on a treadmill (Miyai et al., 2001). They used a custom-made plastic 
holder cap and a weight-balancing system to avoid excessive motion artifacts during the 
locomotor task, and they could measure the task-related haemoglobin signal changes from 
the frontoparietal skull surface (Fig. 1). 

 
A: Subject performing a locomotor task on the treadmill. B: A custom-made plastic holder cap for fixing 
optode fibres. C: The schematic location of each optode and channel. Cz represents the vertex. Red and 
blue circles represent the light sources and detector fibres. 

Fig. 1. Measurement of cortical activation during walking by using a functional NIRS system 

In healthy subjects, the locomotor task on a treadmill evoked symmetrical activation in the 
medial sensorimotor cortex and supplementary motor area (Fig. 2). These findings were 
consistent with results from a study using single photon emission tomography (Fukuyama  
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(MBLL) (Cope et al., 1988). If the light attenuation by scattering is considered constant, 
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conditions, such as at the bedside or while sitting on a chair, and measure cortical activation 
in the activities of daily life, such as standing and walking. Based on these characteristics, 
NIRS is thought to be a suitable neuroimaging tool for clinical investigation in fields such as 
paediatric neurology and rehabilitation medicine.  

Despite these potential advantages, NIRS has several shortcomings as a functional 
neuroimaging tool. First, NIRS cannot measure activation in deep brain structures, 
including the basal ganglia, brainstem, and cerebellum. Secondly, NIRS has relatively poor 
spatial resolution (a few centimetres) and cannot provide any spatial information. Therefore, 
spatial registration should be made with other data, such as anatomical information from 
MRI scans and real-world coordinates derived from a 3-dimensional digitizer and other 
standard references (Okamoto et al., 2004). Third, with the continuous-wave NIRS system, 
we cannot measure the precise optical pathlength, and therefore cannot measure absolute 
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changes, but only relative changes, in the haemoglobin concentration. Finally, not only the 
brain tissue but also skin tissue beneath the optodes can affect NIRS signal changes. To 
avoid or cancel the effect of skin blood flow, several methodologies have been introduced 
(Kohno et al., 2007; Yamada et al., 2009), but there is no ‘gold standard’ for this problem. 
Therefore, researchers should be cautious about the contamination of these non-brain 
signals when interpreting NIRS measurements (Takahashi et al., 2011).  

2.3 Application of NIRS to human gait control 

Gait requires complex visuo-sensorimotor coordination. Like in other animals, human 
locomotion is controlled by multiple neural systems, hierarchically distributed throughout 
the central nervous system, including the spinal cord, brainstem, cerebellum, basal ganglia, 
and motor cortex (Grillner & Wallen, 2004). Although most studies of neuronal mechanisms 
of gait control were conducted with quadruped animals, a bipedal stance and gait are 
unique functions of humans. Therefore, functional imaging studies in humans are important 
for investigating the neural mechanisms of gait control. However, as stated above, it is 
difficult to study dynamic movements such as gait control with conventional neuroimaging 
techniques, and functional NIRS is a suitable tool for these studies. 

2.3.1 Cortical activation of gait in healthy subjects 

Using a multi-channel NIRS system, Miyai and colleagues reported cortical activation 
during human gait on a treadmill (Miyai et al., 2001). They used a custom-made plastic 
holder cap and a weight-balancing system to avoid excessive motion artifacts during the 
locomotor task, and they could measure the task-related haemoglobin signal changes from 
the frontoparietal skull surface (Fig. 1). 
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Fig. 1. Measurement of cortical activation during walking by using a functional NIRS system 

In healthy subjects, the locomotor task on a treadmill evoked symmetrical activation in the 
medial sensorimotor cortex and supplementary motor area (Fig. 2). These findings were 
consistent with results from a study using single photon emission tomography (Fukuyama  
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A: Optode locations on the skull surface (red and blue dots) and estimated cortical projection points of 
functional NIRS measurement (yellow dots) B: Cortical activation map based on OxyHb signal changes 
during 3-km/h gait on the treadmill. Data averaged from 3 repetitions of 30-s gait followed by 30-s rest 
periods.  

Fig. 2. Cortical activation during gait in a healthy subject 

et al., 1997). Furthermore, it was suggested that the different areas of the cerebral cortex play 
different roles in human gait control. During the locomotor task, cortical activation in the 
prefrontal cortex temporally increased during the acceleration phase of gait, and gradually 
decreased during walking at a stable speed (Suzuki et al., 2004). It was also revealed that 
cortical activation change was more prominent at higher locomotor speed in the prefrontal 
cortex, but cortical activation in the sensorimotor cortex was not associated with gait speed. 
Therefore, the prefrontal cortex was involved in the adaptation of gait speed, but the medial 
sensorimotor cortex was involved in stable gait. 

2.3.2 Cortical activation of gait in stroke patients 

Gait disturbance is a major consequence of stroke and is shown to greatly affect the ability to 
independently perform activities of daily living (ADL). Although it is assumed that 
functional reorganization of the central nervous system plays an important role in gait 
recovery after stroke, there is not enough evidence to associate cortical reorganization with 
gait recovery. Because the NIRS system is non-invasive and places fewer burdens on the 
patient, it is useful for repetitive measurement of the cortical activation of gait. In stroke 
patients, there are several reported cortical activation patterns. In hemispheric stroke 
patients with supratentorial lesions, activation in the motor-related cortex in the affected 
hemisphere increases with functional recovery. Particularly, the premotor cortex in the 
affected hemisphere appears to be essential (Miyai et al., 2002, 2003), as a previous 
observational study had suggested (Miyai et al., 1999). On the other hand, ataxic stroke 
patients with infratentorial lesions display a different activation pattern during gait. In 
ataxic stroke patients, activation in the medial sensorimotor cortex is not significantly 
changed compared to that in the healthy subjects. However, the prefrontal activation pattern 
differs, and ataxic patients show sustained activation in the prefrontal cortex (Fig. 3) (Mihara 
et al., 2007). As described above, prominent activation in the prefrontal cortex is reported in 
the acceleration phase of gait in healthy subjects, and is presumed to be involved in the 
adaptation of gait speed. Ataxic stroke patients exhibit increased postural sway, difficulty in 
multi-joint adjustment during locomotion, and reduced walking speed (Morton & Bastian,  
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Cortical mapping results from healthy control subjects and ataxic stroke patients. In the acceleration 
phase, the cortical activation in both groups was consistent, but in the stable phase, cortical activation 
(particularly activation in the prefrontal cortex) was sustained in ataxic stroke patients but reduced in 
healthy control subjects. Raw data from the NIRS channel covering the left prefrontal cortex is also 
shown (red, blue, and green lines denote Oxy-, Deoxy-, and total-Hb signal changes, respectively).  

Fig. 3. Gait-related cortical activation in the healthy and ataxic stroke patients 

2004). Such a substantial variability of limb movements may require both more attention 
and more intention to control lower limb movements during gait. Thus, our findings are in 
accordance with the hypothesis that the impaired control of automated locomotion in ataxic 
patients is compensated by recruitment of the frontal cortices in the course of gait recovery, 
especially the prefrontal cortex. 

2.3.3 Supposed mechanisms for the gait recovery after stroke 

The abovementioned NIRS studies revealed the vital role of cortical reorganization in gait 
recovery after stroke, and that the cortical activation pattern could differ with the lesion 
location and size. One possible interpretation for these findings is that a widespread neural 
network is engaged in the locomotor control, and different regions regulate different 
aspects. Although both the infra- and supratentorial structures are thought to regulate 
locomotion through the putative central pattern generator in the spinal cord (Dimitrijevic et 
al., 1998), these contribute to different aspects of locomotor control. The infratentorial 
regions, including the reticular nuclei and the medial cerebellum, are regarded as the main 
structures for controlling automated locomotion and muscle tone during gait (Armstrong, 
1988; Drew et al., 2004; Mori et al., 2004). In contrast, the supratentorial structures are 
predominantly involved in adjusting locomotor performance to an altered environment 
(Armstrong, 1988; Matsuyama et al., 2004; Takakusaki et al., 2004). For instance, studies 
using fMRI and PET report decreased the cortical activation during motor imaging of 
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cortical activation change was more prominent at higher locomotor speed in the prefrontal 
cortex, but cortical activation in the sensorimotor cortex was not associated with gait speed. 
Therefore, the prefrontal cortex was involved in the adaptation of gait speed, but the medial 
sensorimotor cortex was involved in stable gait. 

2.3.2 Cortical activation of gait in stroke patients 

Gait disturbance is a major consequence of stroke and is shown to greatly affect the ability to 
independently perform activities of daily living (ADL). Although it is assumed that 
functional reorganization of the central nervous system plays an important role in gait 
recovery after stroke, there is not enough evidence to associate cortical reorganization with 
gait recovery. Because the NIRS system is non-invasive and places fewer burdens on the 
patient, it is useful for repetitive measurement of the cortical activation of gait. In stroke 
patients, there are several reported cortical activation patterns. In hemispheric stroke 
patients with supratentorial lesions, activation in the motor-related cortex in the affected 
hemisphere increases with functional recovery. Particularly, the premotor cortex in the 
affected hemisphere appears to be essential (Miyai et al., 2002, 2003), as a previous 
observational study had suggested (Miyai et al., 1999). On the other hand, ataxic stroke 
patients with infratentorial lesions display a different activation pattern during gait. In 
ataxic stroke patients, activation in the medial sensorimotor cortex is not significantly 
changed compared to that in the healthy subjects. However, the prefrontal activation pattern 
differs, and ataxic patients show sustained activation in the prefrontal cortex (Fig. 3) (Mihara 
et al., 2007). As described above, prominent activation in the prefrontal cortex is reported in 
the acceleration phase of gait in healthy subjects, and is presumed to be involved in the 
adaptation of gait speed. Ataxic stroke patients exhibit increased postural sway, difficulty in 
multi-joint adjustment during locomotion, and reduced walking speed (Morton & Bastian,  
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2004). Such a substantial variability of limb movements may require both more attention 
and more intention to control lower limb movements during gait. Thus, our findings are in 
accordance with the hypothesis that the impaired control of automated locomotion in ataxic 
patients is compensated by recruitment of the frontal cortices in the course of gait recovery, 
especially the prefrontal cortex. 

2.3.3 Supposed mechanisms for the gait recovery after stroke 

The abovementioned NIRS studies revealed the vital role of cortical reorganization in gait 
recovery after stroke, and that the cortical activation pattern could differ with the lesion 
location and size. One possible interpretation for these findings is that a widespread neural 
network is engaged in the locomotor control, and different regions regulate different 
aspects. Although both the infra- and supratentorial structures are thought to regulate 
locomotion through the putative central pattern generator in the spinal cord (Dimitrijevic et 
al., 1998), these contribute to different aspects of locomotor control. The infratentorial 
regions, including the reticular nuclei and the medial cerebellum, are regarded as the main 
structures for controlling automated locomotion and muscle tone during gait (Armstrong, 
1988; Drew et al., 2004; Mori et al., 2004). In contrast, the supratentorial structures are 
predominantly involved in adjusting locomotor performance to an altered environment 
(Armstrong, 1988; Matsuyama et al., 2004; Takakusaki et al., 2004). For instance, studies 
using fMRI and PET report decreased the cortical activation during motor imaging of 
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automated locomotion, such as walking at a steady speed (Malouin et al., 2003; Jahn et al., 
2004). These results indicate that the cortical demand for controlling gait is reduced during 
the steady phase of locomotion in control subjects, since the infratentorial structures engage 
in automated locomotion.  

In patients with hemiparetic stroke and supratentorial lesion, it is assumed that the 
infratentorial locomotor centre, which engages in automated locomotion, is intact. 
Therefore, increased activation in the ipsilesional premotor cortex, which has ample 
connections to the brainstem and basal ganglia, is likely to compensate for the reduced 
regulatory output from the cerebral cortex. In contrast, automated locomotor control is 
impaired in ataxic stroke patients with infratentorial lesions. Thus, continuous monitoring 
and adjustment are needed, and this may result in sustained activation of the prefrontal 
cortex (Fig. 4).  

 
A: Neural network in central nervous system for locomotor control B: Assumed compensatory 
reorganization for gait recovery in supratentorial hemiparetic stroke C: Assumed compensatory 
reorganization for gait recovery after infratentorial ataxic stroke 

Fig. 4. Suggested framework for locomotor recovery after stroke 

2.4 Cortical activation associated with the maintenance of postural balance 

Our habitual bipedal stance is highly advantageous because it enables us to maximize the 
dexterity of our hands, which is useful for developing tools. However, as a trade-off for this 
advantage, the unstable nature of bipedal standing increases the tendency to fall, leading to 
severe injuries such as limb fracture, joint dislocation, and head injury. A community-based 
study revealed that more than one-third of the people aged over 65 years fell at least once a 
year, and that proportion increased to 50% by the age of 80 years (O'Loughlin et al., 1993). To 
prevent falls and resultant disability in the elderly, it is essential to understand the neural 
mechanisms underlying bipedal standing. Accumulated results from studies in cats and other 
vertebrates (Armstrong, 1988; Drew et al., 2004) suggest that multiple automated and reflexive 
actions regulated by the subcortical structures contribute to balance control. However, since 
balance control in bipedal standing requires more complex and sophisticated sensorimotor 
coordination than quadruped standing, it is plausible that not only the subcortical structures 
but also the well-evolved cerebral cortices are involved in balance control during bipedal 
standing in humans (Nielsen, 2003). In line with this notion, recent studies suggest that the 
cerebral cortex is involved in human balance control (Dietz et al., 1984; Quant et al., 2005; 
Slobounov et al., 2005). Compared to conventional neuroimaging techniques, such as fMRI or 
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PET, functional NIRS is relatively robust against a subject’s motion and seems to be suitable 
for investigating cortical involvement in postural control. 

2.4.1 Cortical activation with postural perturbation in healthy subjects 

Using functional NIRS, Mihara et al. reported the cortical activation associated with 
predictable and unpredictable postural perturbation (Mihara et al., 2008). During the 
experiment, subjects were asked to stand still on a platform, and postural perturbation was 
given by the brisk forward and backward translation of the platform (Fig.5). Oxy- and 
DeoxyHb signal changes were recorded from 50 channels on the frontoparietal skull surface 
with a sampling rate of 4 Hz. 

 
A: Experimental overview: Subjects are asked to stand on the custom-made platform with their feet 
shoulder-width apart. B: Schematic figure of platform movement. The middle and bottom row denote 
the time course of platform position and velocity. C: Task protocol in both conditions. Postural 
perturbations are given with randomised intervals. In the predictable condition, auditory warning 
signals are provided 2 s before the perturbation.  

Fig. 5. Experimental setup for the measurement of cortical activation associated with 
postural perturbation. 

Statistical analyses, using a general linear model with least squares estimation, revealed 
significant task-related OxyHb increase in the bilateral prefrontal cortex regardless of 
preceding warning cues. In the predictable condition, the supplementary motor area and the 
parietal association cortex were activated as well as the prefrontal cortex (Fig. 6).  

Considering that results from previous studies imply attentional demands for postural 
control (Woollacott & Shumway-Cook, 2002), the prefrontal involvement suggests the 
recruitment of the attentional process for the maintenance of standing posture against 
postural perturbation. The supplementary motor area and the parietal association cortex, 
however, were more activated with the preceding warning cues, suggesting that these 
cortices are involved in voluntary postural control.  

2.4.2 Possible application of functional NIRS as a surrogate marker for balance ability 

Neurological disorders, including stroke, Parkinson’s disease, and spinocerebellar ataxia, 
affect the balance ability and activity of daily living. In the field of rehabilitation medicine,  
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automated locomotion, such as walking at a steady speed (Malouin et al., 2003; Jahn et al., 
2004). These results indicate that the cortical demand for controlling gait is reduced during 
the steady phase of locomotion in control subjects, since the infratentorial structures engage 
in automated locomotion.  

In patients with hemiparetic stroke and supratentorial lesion, it is assumed that the 
infratentorial locomotor centre, which engages in automated locomotion, is intact. 
Therefore, increased activation in the ipsilesional premotor cortex, which has ample 
connections to the brainstem and basal ganglia, is likely to compensate for the reduced 
regulatory output from the cerebral cortex. In contrast, automated locomotor control is 
impaired in ataxic stroke patients with infratentorial lesions. Thus, continuous monitoring 
and adjustment are needed, and this may result in sustained activation of the prefrontal 
cortex (Fig. 4).  
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reorganization for gait recovery after infratentorial ataxic stroke 

Fig. 4. Suggested framework for locomotor recovery after stroke 
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mechanisms underlying bipedal standing. Accumulated results from studies in cats and other 
vertebrates (Armstrong, 1988; Drew et al., 2004) suggest that multiple automated and reflexive 
actions regulated by the subcortical structures contribute to balance control. However, since 
balance control in bipedal standing requires more complex and sophisticated sensorimotor 
coordination than quadruped standing, it is plausible that not only the subcortical structures 
but also the well-evolved cerebral cortices are involved in balance control during bipedal 
standing in humans (Nielsen, 2003). In line with this notion, recent studies suggest that the 
cerebral cortex is involved in human balance control (Dietz et al., 1984; Quant et al., 2005; 
Slobounov et al., 2005). Compared to conventional neuroimaging techniques, such as fMRI or 
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PET, functional NIRS is relatively robust against a subject’s motion and seems to be suitable 
for investigating cortical involvement in postural control. 

2.4.1 Cortical activation with postural perturbation in healthy subjects 

Using functional NIRS, Mihara et al. reported the cortical activation associated with 
predictable and unpredictable postural perturbation (Mihara et al., 2008). During the 
experiment, subjects were asked to stand still on a platform, and postural perturbation was 
given by the brisk forward and backward translation of the platform (Fig.5). Oxy- and 
DeoxyHb signal changes were recorded from 50 channels on the frontoparietal skull surface 
with a sampling rate of 4 Hz. 
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the time course of platform position and velocity. C: Task protocol in both conditions. Postural 
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signals are provided 2 s before the perturbation.  

Fig. 5. Experimental setup for the measurement of cortical activation associated with 
postural perturbation. 

Statistical analyses, using a general linear model with least squares estimation, revealed 
significant task-related OxyHb increase in the bilateral prefrontal cortex regardless of 
preceding warning cues. In the predictable condition, the supplementary motor area and the 
parietal association cortex were activated as well as the prefrontal cortex (Fig. 6).  

Considering that results from previous studies imply attentional demands for postural 
control (Woollacott & Shumway-Cook, 2002), the prefrontal involvement suggests the 
recruitment of the attentional process for the maintenance of standing posture against 
postural perturbation. The supplementary motor area and the parietal association cortex, 
however, were more activated with the preceding warning cues, suggesting that these 
cortices are involved in voluntary postural control.  

2.4.2 Possible application of functional NIRS as a surrogate marker for balance ability 

Neurological disorders, including stroke, Parkinson’s disease, and spinocerebellar ataxia, 
affect the balance ability and activity of daily living. In the field of rehabilitation medicine,  
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A: Cortical activation mapping based on task-related OxyHb signal increase. In the unpredictable 
condition, a task-related OxyHb signal increase is prominent in the bilateral prefrontal cortex (left). In 
the predictable condition, postural perturbation evoked task-related OxyHb signal increases in the 
supplementary motor area and parietal association cortex, as well as the bilateral prefrontal cortex 
(right). B: Timeline analyses of the OxyHb signal in both conditions.  

SMA: supplementary motor area, PFC: prefrontal cortex  

Fig. 6. Cortical activation associated with postural perturbation in healthy subjects. 

balance impairment is one of the main targets for improvement. As described above, 
functional NIRS can monitor the activation of the cortical network, which is vital for 
postural control. Therefore, functional NIRS may possibly help objectively monitor balance 
recovery. Below, we present several cases in which we observe changes in cortical activation 
during functional recovery after inpatient rehabilitation. 

A hemiplegic stroke patient with a subcortical lesion showed a similar cortical activation 
pattern change. Figure 7 shows the longitudinal change of cortical activation mapping 
associated with unpredicted postural perturbation. In a left hemiplegic patient, activation  
in the broad cortical area, including the bilateral prefrontal cortex, premotor cortex,  

 
Cortical activation mapping based on task-related OxyHb signal increase associated with unpredictable 
postural perturbation. Cortical activation was increased after 40 d of inpatient rehabilitation.  

Fig. 7. Cortical mapping change associated with postural perturbation in a patient with left 
hemiplegic stroke (45 years old). 
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supplementary motor area, and sensorimotor cortex, became evident as his balance ability 
recovered after inpatient rehabilitation. These results suggest that balance recovery is 
associated with cortical activation change, as is upper and lower limb recovery after stroke 
(Calautti & Baron, 2003; Ward et al., 2003; Luft et al., 2005; Enzinger et al., 2009).  

Interestingly, not only stroke patients show functional recovery-associated cortical mapping 
pattern changes. Figure 8 shows cortical activation with postural perturbation in a 73-year-
old male patient with Parkinson’s disease. He exhibited postural instability and could not 
walk without assistance at admission, but after 4 weeks of inpatient rehabilitation and drug 
control, his condition improved and he became ambulant. Postural perturbation-related 
cortical activation was dramatically changed along with functional recovery. Cortical 
activation in the bilateral prefrontal, premotor, and supplementary motor areas was 
increased after inpatient rehabilitation. Considering the subcortical nature of Parkinson’s 
disease, increased cortical activation may compensate for subcortical dysfunction, similar to 
gait in the ataxic stroke patients described above. Although there are several issues to be 
elucidated, these results imply that functional NIRS could be used as a surrogate marker for 
balance ability in patients with neurological disorders. 

 
Cortical activation mapping based on the task-related OxyHb signal increase associated with 
unpredictable postural perturbation. Cortical activation increased along with the recovery of balance 
ability in a widespread cortical area, including the bilateral prefrontal, premotor, and supplementary 
motor areas. 

Fig. 8. Cortical mapping change associated with postural perturbation in a patient with 
Parkinson’s disease (73 years old). 

2.5 Functional NIRS as a tool for motor learning studies 

Motor learning is vital and essential process in acquiring motor skills in daily life, not only 
for the neurological patients, but also for healthy individuals. Motor learning comprises 
motor sequence learning and motor adaptation in experimental settings (Doyon & Benali, 
2005). Motor sequence learning is assessed by the incremental acquisition of movements 
with repetition, while motor adaptation refers to the ability to compensate for 
environmental changes. To date, most human studies of motor sequence learning have used 
positron emission tomography (PET) or functional magnetic resonance imaging (fMRI) and 
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A: Cortical activation mapping based on task-related OxyHb signal increase. In the unpredictable 
condition, a task-related OxyHb signal increase is prominent in the bilateral prefrontal cortex (left). In 
the predictable condition, postural perturbation evoked task-related OxyHb signal increases in the 
supplementary motor area and parietal association cortex, as well as the bilateral prefrontal cortex 
(right). B: Timeline analyses of the OxyHb signal in both conditions.  

SMA: supplementary motor area, PFC: prefrontal cortex  

Fig. 6. Cortical activation associated with postural perturbation in healthy subjects. 

balance impairment is one of the main targets for improvement. As described above, 
functional NIRS can monitor the activation of the cortical network, which is vital for 
postural control. Therefore, functional NIRS may possibly help objectively monitor balance 
recovery. Below, we present several cases in which we observe changes in cortical activation 
during functional recovery after inpatient rehabilitation. 

A hemiplegic stroke patient with a subcortical lesion showed a similar cortical activation 
pattern change. Figure 7 shows the longitudinal change of cortical activation mapping 
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in the broad cortical area, including the bilateral prefrontal cortex, premotor cortex,  

 
Cortical activation mapping based on task-related OxyHb signal increase associated with unpredictable 
postural perturbation. Cortical activation was increased after 40 d of inpatient rehabilitation.  

Fig. 7. Cortical mapping change associated with postural perturbation in a patient with left 
hemiplegic stroke (45 years old). 
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supplementary motor area, and sensorimotor cortex, became evident as his balance ability 
recovered after inpatient rehabilitation. These results suggest that balance recovery is 
associated with cortical activation change, as is upper and lower limb recovery after stroke 
(Calautti & Baron, 2003; Ward et al., 2003; Luft et al., 2005; Enzinger et al., 2009).  
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cortical activation was dramatically changed along with functional recovery. Cortical 
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increased after inpatient rehabilitation. Considering the subcortical nature of Parkinson’s 
disease, increased cortical activation may compensate for subcortical dysfunction, similar to 
gait in the ataxic stroke patients described above. Although there are several issues to be 
elucidated, these results imply that functional NIRS could be used as a surrogate marker for 
balance ability in patients with neurological disorders. 

 
Cortical activation mapping based on the task-related OxyHb signal increase associated with 
unpredictable postural perturbation. Cortical activation increased along with the recovery of balance 
ability in a widespread cortical area, including the bilateral prefrontal, premotor, and supplementary 
motor areas. 

Fig. 8. Cortical mapping change associated with postural perturbation in a patient with 
Parkinson’s disease (73 years old). 

2.5 Functional NIRS as a tool for motor learning studies 

Motor learning is vital and essential process in acquiring motor skills in daily life, not only 
for the neurological patients, but also for healthy individuals. Motor learning comprises 
motor sequence learning and motor adaptation in experimental settings (Doyon & Benali, 
2005). Motor sequence learning is assessed by the incremental acquisition of movements 
with repetition, while motor adaptation refers to the ability to compensate for 
environmental changes. To date, most human studies of motor sequence learning have used 
positron emission tomography (PET) or functional magnetic resonance imaging (fMRI) and 
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investigated the neural mechanisms underlying the learning of sequential movements of 
fingers or feet in a lying position. However, motor learning usually occurs under postural 
control since most movements are executed while subjects are sitting or standing in daily 
situations. As described above, because of less postural restriction, functional NIRS is 
considered suitable for investigating motor learning under normal daily circumstances.  

Using functional NIRS, Hatakenaka et al. studied the cortical activation change during the 
pursuit rotor (PR) task in healthy subjects (Hatakenaka et al., 2007). A pursuit rotor (PR) is a 
tool to evaluate motor sequence learning by measuring the ability to keep a stylus on a 
rotating target. In the PR task, there is no need for precise control of finger movements, but 
it requires motor control of proximal parts of the upper extremity, including the shoulder 
and elbow, as well as postural control for sitting (Grafton et al., 1992).In this study, 18 right-
handed healthy subjects performed 8 repetitions of 30-s PR tasks followed by 30-s rest 
periods. Gains of motor skill were evaluated by the contact time between the stylus and 
target. During 8 repetitions of the PR task, cortical activation in the frontoparietal cortices 
was evaluated with functional NIRS.  

As shown in Figure 9, performance of the subjects improved with PR task repetition. A task-
related OxyHb increase was observed in the sensorimotor cortex, prefrontal cortex, and 
premotor cortex. A task-related DeoxyHb decrease was also observed. Interestingly, the 
centre of the task-related OxyHb increase was observed in the pre-supplementary motor 
area initially, but it shifted caudally to the supplementary motor area with cycle repetitions 
(Fig. 9). These data suggest that the pre-supplementary motor area and the supplementary 
motor area play different roles in the motor skill learning process.  

 
A: Cycle-by-cycle contact time during the pursuit rotor (PR) task in healthy right-handed subjects. B: 
Cortical activation mapping based on the task-related OxyHb signal increase associated with the PR 
task in a representative subject. A caudal shift of the centre of task-related cortical activation from the 
pre-supplementary motor area to the supplementary motor area was evident. 

Fig. 9. Cortical mapping change associated with motor sequence learning. 
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Functional NIRS was also used in a study investigating the adaptation learning process. We 
investigated the cortical activation changes during the adaptation of reaching with robotic 
devices with 3-dimensional virtual reality (VR) system (Mihara et al., 2009), in which the 
limb coordination pattern is altered. Seven right-handed healthy subjects participated in this 
study. An upper limb training system, mediated by electro-rheological fluid actuators with 
3° of free movement range, was used (Furusho et al., 2005). The subjects are given visual 
feedback of the position and the movement of the gripping handle of the robot arm, as the 
coloured ball (object) moves in the 3-dimensional VR space on the 13’’monitor. The 
experiment consisted of 16 cycles of alternating 12-s rest and 8-s task periods. In the rest 
period, the floating target (Target) was fixed at the near lower left corner (the home 
position) of the VR space. In the reaching task period, the Target moved from the home 
position to the far upper right corner, and then returned to the home position in 8 s, and 
they asked the subject to follow the Target by moving the robot arm. The distance between 
the Object and the Target was indicated by the colour of the object. The mean distance in 
each cycle was calculated as a measure of performance. Cortical activation was measured as 
OxyHb signal change using 50-channel functional NIRS from the frontoparietal area, and 
the task-related cortical activation of each subject was modeled using 2 orthogonal 
covariates (Buchel et al., 1998). The first was the task covariate, modeled as a boxcar function 
in all task periods, and the second was the error covariate that comprised a boxcar function 
scaled by the mean distance. The error covariate was mean-corrected and orthogonalized 
with respect to the first covariate. Both covariates were convolved with the canonical 
haemodynamic response functions and used in a GLM analysis. Group analysis was 
performed using the random effects model. 

The mean distance of 7 subjects gradually reduced with cycle repetitions, indicating that the 
subjects learned to adapt to the visuo-motor reaching task in the VR space. Group analysis 
of functional NIRS signals showed significant effects primarily in the bilateral prefrontal, 
bilateral premotor, and left primary sensorimotor areas. Significant negative correlations to 
the error covariate were also found in the left prefrontal and premotor areas (Fig. 10). 
Although a broad cortical network is involved in the visuo-motor adaption learning of the 
reaching task, the prefrontal and premotor areas may be involved in the early stages of the 
adaptation process. 

2.6 Future directions of functional NIRS in the rehabilitation field 

To improve the performance of the activities of daily life and to restore function in severely 
damaged patients with stroke or neurodegenerative disease, there has been much interest in 
developing brain–computer interface (BCI) technology (Dobkin, 2007; Daly & Wolpaw, 
2008). The main purpose of BCI development is to substitute for lost neuromuscular output. 
For interactions between the brain and the outer environment, the BCI system must be able 
to detect brain signal, decode these signals, and output the appropriate information. Among 
several techniques for detecting brain activity, functional NIRS has attracted attention 
because of its portability and noninvasiveness. Although the clinical usage of BCI in the 
rehabilitation field is limited at this time, decoding techniques are improving with 
enthusiastic efforts from many groups. Sitaram et al. reported that right/left finger motor 
imagery could be classified with an average of 89% accuracy by applying a pattern 
recognition algorithm with hidden Markov Models to the multi-channel NIRS data  
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Fig. 9. Cortical mapping change associated with motor sequence learning. 
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A: Experimental setting of the robotic rehabilitation system with functional NIRS. B: Reaching task with 
the robotic rehabilitation system. In a virtual reality space, subjects were asked to follow the target, 
which moves from the lower left corner to the upper right corner, and then back to the lower left corner 
in 8 s. C: Average distance from the handle position and the target, and cortical activation in the 
contralateral premotor cortex.  

Fig. 10. Adaptation learning task with the 3-dimensional robotic rehabilitation system 

(Sitaram et al., 2007). As another approach, the real-time analysis of the NIRS signal with an 
adaptive general linear model using Kalman filtering was also reported (Abdelnour & 
Huppert, 2009).  

In addition, BCI could be used as a tool to augment cortical plasticity. Using 
electroencephalography signals, it has been shown that providing feedback of brain activity 
to the subjects can alter their brain activity itself. This technique, known as ‘neurofeedback’, 
has been investigated for several years and is already used in the clinical setting. It has been 
reported that real-time feedback of EEG activity enables voluntary regulation of cortical 
activation and attentional level (Delorme & Makeig, 2003), and this has been applied in the 
treatment of attention deficit and hyperactivity disorder (Fuchs et al., 2003) and epilepsy 
(Kotchoubey et al., 2001). Combined with the real-time signal processing technique 
described above, functional NIRS could be used as a neurofeedback system for enhancing 
cortical plasticity.  
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3. Conclusion 
Functional NIRS is a unique tool as a neuroimaging modality. Despite several shortcomings, 
including difficulty in measuring haemoglobin oxygenation changes in deep brain 
structures and poor spatial resolution, it has characteristic advantages that can measure 
cortical activation in normal daily conditions. Functional NIRS could be used not only as a 
tool for measurement of cortical activation but also as a tool for treatment with further 
advancements in data analysis techniques.  
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1. Introduction 
1.1 Economic behavior and brain imaging 

Human economic and purchasing behavior has been studied primarily with brain imaging 
techniques such as functional magnetic resonance imaging (fMRI). One common topic in 
this domain of investigation is the willingness to pay (WTP). An essential component of 
every marketplace transaction is a WTP calculation in which buyers calculate the maximum 
amount of money they are willing to pay in exchange for the object being sold. WTP 
decisions are related to activation in the (medial) orbitofrontal cortex (OFC) (Wallis & Miller, 
2003; Padoa-Schioppa & Assad, 2006; Erk, Spitze, Wunderlich, Galley, & Walter, 2002; Rolls, 
1996; Plassmann, O’Doherty, Rangel, 2007; Schoenbaum, Chiba, & Gallagher, 1998; 
Tremblay & Schultz, 1999; Roesch & Olson, 2004). Medial OFC activation is related to choice 
or preference in the absence of explicit attention to the products presented, suggesting that 
the WTP calculation occurs implicitly. These studies have been performed under both well-
controlled experimental settings and artificial environments because of the restrictions 
involved in using fMRI techniques. Although fMRI offers advantages related to the spatial 
resolution of cognitive and deep-brain activities, it requires a high degree of patient restraint 
during measurements made in pediatric research settings. 

1.2 Advantages of using near-infrared spectroscopy 

Near-infrared spectroscopy (NIRS) is a relatively new imaging technique that is non-
invasive, highly flexible, and requires less participant restraint and sedation; it also produces 
continuous real-time measurements (Baird, Kagan, Gaudette, Walz, Hershlag, & Boas, 2002; 
Endo, Nagai, Kumada, 2009; Kubota, Toichi, Shimizu, Mason, Findling, Yamamoto, & 
Calabresea, 2006; Matsuda & Hiraki, 2006; Otsuka, Nakato, Kanazawa, Yamaguchi, Watanabe, 
& Kakigi, 2007). The NIRS technique has been successfully used in investigations of the neural 
correlates of complex actions such as walking and running on a treadmill (Suzuki, Miyai, Ono, 
Oda, Konishi, Kochiyama, & Kubota, 2004), peeling an apple (Okamoto, Dan, Shimizu, Takeo, 
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Amita, Oda, Konishi, Sakamoto, Isobe, Suzuki, Kohyama, & Dan, 2004), demonstrating that 
NIRS can be applied to real-life situations involving actions and movements. 

1.3 In-store buying experiences and brain imaging 

Many different ways of trying articles/products at stores exist, including touching and 
listening to explanations offered by sales persons. However, the most effective ways to 
provide a good impression to customers or increase the chance that customers will purchase 
a given item remains unclear. Additionally, the association of the formation of an 
impression and buying behavior with brain activation has not been investigated. In actual 
situations, sales persons have a variety of ways to explain the features of articles to be sold. 
In the present study, we simulated a situation in which a customer (i.e., participant) and a 
sales person (i.e., confederate) interacted in five different ways. 

1.4 Purpose of the study 

The purpose of the current study was to investigate the relationship between different ways 
of learning about a cosmetic and brain activation and to examine the relationship between 
brain activation and impression formation and willingness-to-use decisions.  

2. Method 
2.1 Participants 

Sixty women (age range: 25–39 years, average age: 30.6 years) participated in this 
experiment; the sample included 17 Japanese, 10 Chinese, 11 American, 11 German, and 11 
Hispanic individuals. These classifications were based on nationality and place of residence. 
One left-handed subject (Hispanic) and two subjects (American and German) with a 
Japanese father or mother were excluded from the data analysis. 

2.2 Apparatus 

We used a multichannel NIRS system (ETG-4000, Hitachi Medical Corp., Tokyo, Japan) to 
measure brain activity. The NIRS unit was operated at near-infrared wavelengths of 695 and 
830 nm and was used to measure temporal changes in concentrations of oxygenated 
hemoglobin (oxy-Hb), deoxygenated hemoglobin (deoxy-Hb), and total-hemoglobin. We 
used a pair of probe holders, each of which consisted of arrays measuring 4 × 4. Sixteen 
optodes (eight emitting and eight detecting) produced 24 channels for each probe. The 
distance between each emitting and corresponding detecting optode was 3.0 cm. The 
sampling rate at each channel was approximately 10 Hz. 

The probes were placed on the frontal region of each hemisphere (Fig. 1). The Cz (international 
10/20 system) was set to align with a line connecting between the positions at the 
superior/posterior corners of the arrays (i.e., the emitter for the right probe and the detector 
for the left probe), and the Fz was aligned with the middle of the two connecting lines between 
the positions at the superior/anterior corners of the arrays and between the positions at the 
superior/second-from-anterior intersections of the arrays. Because the participant’s heads 
were not exactly the same size, the Fz positions of participants differed slightly. The position of 
each column of emitters or detectors in the array was parallel to the midline of the brain. 
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Fig. 1. Positions of optodes placed on the prefrontal regions of both hemispheres. The 
distance between each emitter (indicated by light gray squares) and the corresponding 
detector (indicated by dark gray squares) was 3 cm. These emitters and detectors were 
placed in probes with 4 × 4 arrays. 

2.3 Stimuli, conditions, and task 
The task involved gathering information about a cosmetic article (facial cream) in five 
different ways (verbal explanation, written explanation, application, smell, and touch) in an 
environment simulating a cosmetics counter (Fig. 2). The facial cream was in a gold jar 
without a label bearing the name of a particular product. Five simulation conditions were 
used. Under the explanation condition, the subjects were asked to understand the 
explanation about the facial cream provided by a sales person (i.e., a confederate). Under the 
written condition, the explanation was given by a sales person, but he or she used a text and 
pictures to provide information about the facial cream. Under the application condition, the 
subjects were required to apply the facial cream to the back of their left hand. Under the 
smell condition, they were required to smell the facial cream on their left hand. Under the 
touch condition, they were required to touch a jar of facial cream. The order of these five 
conditions corresponded to the sequence above, and each condition lasted 15 sec. A 5-sec 
preparation time and a 35-sec rest time were added for NIRS data recording (Fig. 3).  
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Fig. 2. Five different ways by which participants learned about a facial cream:  
a) explanation, b) written, c) application, d) smell, and e) touch. 
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Fig. 3. Experimental schedule for NIRS recording 

2.4 Subjective rating 

After the NIRS measurements, subjects used a 100-point scale to rated the face cream with 
respect to 11 subjective reactions : 1, comfort; 2. relief; 3, conviction; 4, satisfaction; 5, 
understanding; 6, promise; 7, reliability; 8, likability; 9, willingness to use; 10. interest; and 
11, appeal. 

3. Results 
3.1 NIRS data analysis 

Trials that had movement artifacts, as reflected by steep changes in the time series of the 
oxy-Hb and deoxy-Hb concentrations, were removed from the analysis. After these data 
were eliminated, we focused on oxy-Hb concentrations as the index of brain activation. 
Many NIRS studies use changes in oxy-Hb concentrations as the primary foci of analyses 
(e.g., Matsuda & Hiraki, 2006; Otsuka, Nakato, Kanazawa, Yamaguchi, Watanabe, Kakigi, 
2007) because these values are the most sensitive to changes in regional cerebral blood flow 
and are correlated with the blood-oxygen-level dependence (BOLD) signal (Hoshi, 
Kobayashi, & Tamura, 2001; Strangman, Culver, Thompson, & Boas, 2002). 

Before starting the actual data analysis, the relative oxy-Hb concentrations at baseline (the 
line in the data repesenting oxy-Hb concentrations between the 5-sec preparation time and 
the last 5-sec rest time ) were calculated, which reduced low–frequency noise. Moreover, if 
the calculated relative oxy-Hb concentration values included an artifact, such as alternating 
current noise due to the poor contact of the probe with the skin, data from that channel 
under all conditions were deleted. 

Data from one channel of one subject are shown in Fig. 4. The horizontal axis shows time 
from the beginning of the task, and the vertical axis shows oxy-Hb changes. This subject’s  
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Fig. 4. An example of the time course of changes in the concentrations of oxy-hemoglobin 
(Hb) under the five conditions. 

data show that the oxy-Hb concentration increased after task onset and decreased after 
offset under the application, smell, and touch conditions. The brain-activation level was 
defined as the integral value of the oxy-Hb concentration during the task (15 sec). The 
average and standard deviation of the activation levels were calculated for each channel 
across subjects. When the activation level at a channel was higher than the average ±2.5 
standard deviations, that channel’s data were deleted from analysis under all conditions. 

3.2 Brain activation 

We performed t-tests to compare the activation levels with zero. Figure 5 shows the 
significantly activated channels under the five different conditions. The left and right 48 
circles represent channel loci. Red, orange, and yellow circles show that the p-values for the 
test were <0.01, 0.05, and 0.1, respectively. Following Okamoto, Dan, Sakamoto, Takeo, 
Shimizu, Kohno, Oda, Isobe, Suzuki, Kohyama, and Dan (2004), the channels were located 
in brain areas. One channel at the left frontal lobe was activated under the explanation 
condition. This channel is part of Broca’s area, and its activation was due to the verbal 
explanation under the explanation condition. Under the written condition, the left and right 
superior frontal lobes, corresponding to the supplementary motor area, were activated. 
Under the written condition, participants needed to integrate the visual and auditory 
information on the form. These activated areas may have been related to integrated  
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Fig. 5. Channels with statistically significant brain activation 

processing. More channels and more areas were activated under the next three conditions 
than under the explanation and written conditions. Under the application condition, the left 
and right frontal and lateral lobes were activated. Under the smell condition, the strongest 
activation location shifted in the superior direction in the left hemisphere and activation in 
the right frontal area increased compared with that under the application condition. 
Moreover, activation in the lateral lobes was weakened compared with that under the 
application condition, and activation in the parietal lobes was also evident. Under the touch 
condition, activation in the left parietal lobe disappeared and activation in the right frontal 
lobe weakened compared with the results under the application condition. Under the latter 
three conditions, participants were required to perform motor actions and engage in 
sensory-information processing, which may have activated broader areas in the 
corresponding motor and sensory areas. These results indicate that different ways of 
considering a facial cream activated different brain areas. 

3.3 Brain activation and subjective ratings 

We analyzed the correlation between the subjective ratings and brain activation. The 11 
subjective ratings were classified into two subtypes: “impressions” of the facial cream (1, 
comfort; 2, relief; 3, conviction; 4, satisfaction; 5, understanding; 6, promise; 7, reliability; 8, 
likability) and “willingness to use” (WTU) (9, willingness to use; 10, interest; 11, appeal.). 
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Figure 6 shows the channels showing statistically significant correlations with impression or 
WTU. Under the explanation condition, brain activation in the left inferior frontal lobe was 
correlated with impression and WTU. Under the written condition, brain activation in the 
left parietal lobe was correlated with impression, and that in the right superior frontal lobe 
was correlated with impression and WTU. Under the application condition, brain activation 
in the left superior frontal lobe and lateral lobe was correlated with impression, that in the 
right superior frontal lobe was correlated with impression, and that in the right parietal and 
lateral lobes was correlated with impression and WTU. Under the smell condition, brain 
activation in the left parietal lobe was correlated with impression and WTU, that in the right 
inferior frontal lobe was correlated with impression, and that in the right parietal lobe was 
correlated with impression and WTU. Under the touch condition, brain activation in the left 
parietal lobe was correlated with impression, and that in the right parietal lobe was 
correlated with impression and WTU. 
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Fig. 6. Channels with statistically significant associations of brain activation with impression 
and WTU 

3.4 Brain activation and subjective ratings 

We analyzed the correlation between subjective ratings of the facial cream and brain 
activations using the dichotomy between impression and WTU described above.  

We found the following relationships between brain activation and subjective ratings for 
impression and WTU. Under the explanation condition, brain activation in the left frontal 
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3.4 Brain activation and subjective ratings 

We analyzed the correlation between subjective ratings of the facial cream and brain 
activations using the dichotomy between impression and WTU described above.  

We found the following relationships between brain activation and subjective ratings for 
impression and WTU. Under the explanation condition, brain activation in the left frontal 
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lobe was correlated with impression and WTU; under the written condition, brain activation 
in the right superior frontal lobe was correlated with impression and WTU. Under the 
application condition, brain activation in the right superior frontal and parietal areas were 
related to impression and WTU. Under the smell and touch conditions, activation in the left 
and right parietal lobes was related to impression and WTU.  

3.5 Brain activation by subjective ratings and/or by task 

Three different trends emerged from comparisons among areas showing statistically 
significant activation while the subjects performed tasks (Fig. 5). Statistically significant 
correlations related to subjective rating are shown in Figure 6. The first trend involved the 
statistically significant relationship between channels and brain activation during tasks but 
did not include a correlation with subjective ratings. Most channels followed this trend (86% 
of all channels). The second trend involved a statistically significant relationship between 
channel and brain activation during tasks and a significant correlation with subjective 
ratings. Only a few channels followed the second trend; one channel followed it under the 
written condition, two followed it under the smell condition, and five followed under the 
application condition. The third trend involved statistically non-significant relationships 
between channels and brain activation during a task but included significant correlations 
with subjective ratings. Thus, brain activations following the first and third trends showed 
stronger influences on subjective ratings. 

4. Discussion 
4.1 Summary of results 

In the current experiment, participants learned about a facial cream in five different ways 
while their brain activity was monitored. They then rated their impressions and WTU the 
facial cream. The results suggested that different ways of learning about a facial cream 
activated different brain areas. Moreover, some channels showed a correlation between 
brain activation and subjective ratings.  

4.2 Relationship with WTP 

Many studies have suggested that WTP judgments are based on activation in the medial 
OFC. Because this area is not on the brain surface, it is difficult to monitor this activation 
with NIRS. We have shown that brain activation in the right superior frontal and the left 
and right parietal lobes was related to WTU. Because of the limitations of NIRS 
measurements, it is unclear whether the medial OFC was activated in the current 
experiments and related to WTU judgments. 

4.3 Difference by race 

Participants with different nationalities and different cultural backgrounds are expected to 
have different styles of thinking. A number of studies have suggested that people from 
different cultures have different cognitive processing styles (e.g., North Americans attend to 
focal objects more than do East Asians). Although these cultural differences may cause the 
correlations between brain activations and subjective ratings to differ among cultures, our 
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results indicate the operation of a common brain mechanism in this regard. However, 
culture may nonetheless influence impressions, WTU, WTB, and brain activation related to 
these judgments. The cultural differences involved in-store shopping behaviors need to be 
understood given that such differences carry important implications for both academic and 
commercial domains. 

4.4 Advantage of NIRS for studying everyday situations 

The participants in the current study moved their arms and hands to apply a facial cream 
and touched jar. These actions are not permitted in magnetic resonance imaging scanners, 
and they also cause strong electroencephalogram artifacts due to muscle potentials. Thus, 
brain monitoring with NIRS is the only acceptable technique to use in situations in which 
participants move with relative freedom. 

5. Conclusion 
The current study was to investigate the relationship between different ways of learning 
about a cosmetic and brain activations. In the current experiment, participants learned about 
a facial cream in five different ways while their brain activity was monitored, and then rated 
their impressions and WTU on the facial cream. The results suggested that different ways of 
learning about a facial cream activated different brain areas. Moreover, some channels 
showed a correlation between brain activation and subjective ratings.  
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lobe was correlated with impression and WTU; under the written condition, brain activation 
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1. Introduction 
We perform appropriate social actions in the various scenes of everyday life. For example, 
we speculate about other people's intentions and feelings in order to understand them, or 
inhibit negative emotions such as anger toward them. Furthermore, we engage in altruistic 
behaviors out of consideration and empathy for unrelated others. Even for a person who we 
do not like, we can also be sensitive to his or her feelings and take the most suitable action 
that seems altruistic at the time. When we behave in such a prosocial way, how do we 
recognize ourself and others, regulate our emotions, and make decisions?  

In this chapter, we first give an outline of the social neuroscience studies on empathy and 
perspective-taking that use brain imaging techniques. Next, we review a near-infrared 
spectroscopy (NIRS) study reported by Nomura, Ogawa, and Nomura (2010), and finally 
we explain how we can use NIRS to investigate psychological and social neuroscience 
issues. 

1.1 Social cognition and social brain 

The mental ability underlying prosocial behaviors involving interaction with others is called 
social cognition, and the neural network involved in the functions of social cognition is called 
social brain (Brothers, 1990). Although brain imaging and lesion studies have always been 
related to psychology, over the past two decades the social brain studies have demonstrated 
the neural mechanisms underlying social cognition, including self-other recognition, 
emotion, recognition of facial expression, detection of intentionality and eye-direction, 
imitation of action, and theory of mind; these studies have been conducted in such fields as 
cognitive neuroscience, comparative cognitive science, social psychology, and 
developmental psychology (e.g., Decety & Cacioppo, 2011). Social cognitive neuroscience is 
a relatively new field studying social cognition from the standpoint of cognitive 
neuroscience (Cacioppo & Bernston, 1992; Ochsner & Lieberman, 2001). 

In this chapter, we focus on empathy to others as a theme of social cognition. After we 
review recent studies on empathy by the approach of social cognitive neuroscience (mainly 
using functional magnetic resonance imaging (fMRI)), we introduce a NIRS study in which 
we investigated perspective taking associated with social relationships in the empathic 
process. First, however, we briefly explain the principle of NIRS measurement. 
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1. Introduction 
We perform appropriate social actions in the various scenes of everyday life. For example, 
we speculate about other people's intentions and feelings in order to understand them, or 
inhibit negative emotions such as anger toward them. Furthermore, we engage in altruistic 
behaviors out of consideration and empathy for unrelated others. Even for a person who we 
do not like, we can also be sensitive to his or her feelings and take the most suitable action 
that seems altruistic at the time. When we behave in such a prosocial way, how do we 
recognize ourself and others, regulate our emotions, and make decisions?  

In this chapter, we first give an outline of the social neuroscience studies on empathy and 
perspective-taking that use brain imaging techniques. Next, we review a near-infrared 
spectroscopy (NIRS) study reported by Nomura, Ogawa, and Nomura (2010), and finally 
we explain how we can use NIRS to investigate psychological and social neuroscience 
issues. 

1.1 Social cognition and social brain 

The mental ability underlying prosocial behaviors involving interaction with others is called 
social cognition, and the neural network involved in the functions of social cognition is called 
social brain (Brothers, 1990). Although brain imaging and lesion studies have always been 
related to psychology, over the past two decades the social brain studies have demonstrated 
the neural mechanisms underlying social cognition, including self-other recognition, 
emotion, recognition of facial expression, detection of intentionality and eye-direction, 
imitation of action, and theory of mind; these studies have been conducted in such fields as 
cognitive neuroscience, comparative cognitive science, social psychology, and 
developmental psychology (e.g., Decety & Cacioppo, 2011). Social cognitive neuroscience is 
a relatively new field studying social cognition from the standpoint of cognitive 
neuroscience (Cacioppo & Bernston, 1992; Ochsner & Lieberman, 2001). 

In this chapter, we focus on empathy to others as a theme of social cognition. After we 
review recent studies on empathy by the approach of social cognitive neuroscience (mainly 
using functional magnetic resonance imaging (fMRI)), we introduce a NIRS study in which 
we investigated perspective taking associated with social relationships in the empathic 
process. First, however, we briefly explain the principle of NIRS measurement. 
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1.2 Measurement of human brain activity by NIRS 

In the field of brain science, fMRI and positron emission tomography (PET) have mainly 
been used to measure human brain activity since the 1990s. Coupled with the development 
of cognitive neuroscience, brain imaging techniques using NIRS have spread rapidly since 
the early 2000s.  

When neural activity occurs in the human brain, regional cerebral blood flow increases in 
specific brain regions associated with the performance of a particular task. Therefore, 
hemoglobin concentration of blood increases in the regions. Capturing the change of 
hemoglobin concentrations enables us to identify the active regions in the brain. NIRS 
noninvasively monitors the hemodynamic change mediated by the change in hemoglobin 
concentration (advantages and disadvantages of NIRS in comparison with other devices are 
described in Section 3). 

The NIRS device emits a near-infrared light from the surface of the head through optical 
fiber and detects the scattered and reflected light in the brain. The light of the near-infrared 
range, from 700 to 1,000 nm, has relatively high permeability in living tissue. The 
measurement uses the different absorbance characteristics between oxygenated hemoglobin 
(oxy-Hb) and deoxygenated hemoglobin (deoxy-Hb). Because the light path’s length from 
the emitting position to the detecting position cannot be measured, absolute concentration 
changes of hemoglobin in the brain tissue cannot be determined. The relative concentration 
changes in oxy-Hb, deoxy-Hb, and total-Hb are calculated by using three wavelengths in the 
current NIRS devices according to the modified Beer-Lambert law (e.g., Hoshi & Tamura, 
1993; Villinger & Chance, 1997). 

Previous studies using brain imaging techniques of multi-channel NIRS clarified the neural 
mechanisms involved in various cognitive functions, such as motion perception of the 
human body (Shimada, Hiraki, Matsuda, & Oda, 2004), language processing (Herrmann, 
Ehlis, & Fallgatter, 2003; Noguchi, Takeuchi, & Sakai, 2000), emotion (Suzuki, Gyoba, & 
Sakuta, 2005), Stroop effect (Schroeter, Zysset, Kruggel, & Yves von Cramon, 2003), and Go-
Nogo task (Herrmann, Plichta, Ehlis, & Fallgatter, 2005). 

1.3 Neuroscience perspectives on empathy 

1.3.1 Functional components of empathy 

“Empathy” is understanding another person’s internal state, including their thoughts and 
feelings, imaging the viewpoint of the other, and responding with compassion to the other’s 
distress (e.g., Decety & Ickes, 2009; Preston & de Waal, 2002). The psychological construct of 
empathy that motivates prosocial behaviors is regulated by both a basic emotional 
contagion system (affective components) and a more advanced cognitive perspective taking 
system (cognitive components). 

Emotion contagion occurs by the influence of others’ emotions automatically without self-
awareness (Hatfield, Rapson, & Le, 2009). On the other hand, cognitive perspective taking is 
the ability to understand the other’s thoughts and feelings by imaging his or her viewpoint. 
In order to understand the other intentionally and consciously, cognitive empathy may 
modulate and control emotions depending on executive resources (i.e., higher cognitive 
functions including working memory, attention control, and memory retrieval). 
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Decety (2006) proposed a neuroscientific model corresponding to the conceptual model of 
empathy. This model consists of four major functional components: shared representation 
between the self and the other, mental flexibility to take the other’s perspective, self-
awareness, and emotion regulation. It is assumed that these four components dynamically 
interact to produce empathy. 

The four components are related to brain functions according to Decety’s model. Shared 
representation is related to fronto-parietal networks based on the shared circuits between 
perception-action, and self-awareness is related to the inferior parietal lobule and the 
anterior insula on the right side. Mental flexibility is related to the prefrontal cortex. 
Emotion regulation is involved in the interaction between prefrontal and anterior cingulated 
systems and subcortical emotion-generation systems.  

1.3.2 Empathy and ventrolateral prefrontal cortex 

According to the model of empathy (Decety, 2006) described above, it is hypothesized that 
the interaction between bottom-up processing and top-down processing produces empathy. 
Bottom-up processing begins by an input of perceived data (information from the outside 
world) and interprets the perceived data under the influence of the physical characteristics 
of the stimuli. When we meet an other person, we are resonant to the movements and 
emotions of that person by the perceptual input automatically and unconsciously. In other 
words, emotions are contagious, and this processing proceeds in a bottom-up fashion 
automatically. On the other hand, top-down processing is influenced by the context of the 
present situation and by knowledge from past experience that individuals use as stimuli. 
Consequently, in order to understand others from the viewpoint of the others, intentional 
and conscious mental efforts are required. These cognitive empathic processes modulate 
emotion regulation and perspective taking, depending on the executive functions for higher 
controlled processing of working memory, attention control, and memory retrieval.  

Such higher cognitive-controlled functions are involved in the prefrontal cortex, including 
the ventrolateral prefrontal cortex (VLPFC). The right VLPFC is well known as a critical 
region for general inhibition and for regulating affective responses. The VLPFC also 
modulates the activity of the amygdala, which plays a key role in emotional appraisal and is 
related to detections of fear expression and eye-direction (Adolphs, Tranel, Damasio, & 
Damasio, 1994, 1995; Wicker, Michel, Henaff, & Decety, 1998). Therefore, the VLPFC is a 
critical area for the processing of emotional regulation via cortical-subcortical pathways 
(Batson, Early, & Salvarini, 1997). 

1.3.3 “Pain network” which feels the pain of others 

Previous studies on perspective taking have been reported in the brain imaging studies that 
deal with empathy for the physical pain of others (Decety & Grezes, 2006; Singer, Seymour, 
O’Doherty, Kaube, Dolan, & Frith 2004; Singer, Seymour, O’Doherty, Stephan, Dolan, & 
Frith, 2006). These studies found the existence of a “pain network” including the anterior 
cingulate cortex (ACC) and insula, which are involved in understanding the pain of others 
like one's own pain. 

Singer et al. (2004) used fMRI to compare brain activities between two conditions: when 
participants felt pain in oneself, and when participants observed that their beloved partner, 
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who came to the laboratory with them, felt pain. In addition, the subjective empathic abilities 
of the participants were measured by questionnaires. The results show that the activated brain 
areas in common between the self condition (i.e., the participants themselves feel a pain) and 
the other condition (i.e., the participants observe their partners feeling a pain) were the 
bilateral anterior insula (AI), rostral anterior cingulate cortex (ACC), brainstem, and 
cerebellum. The activation levels of AI and ACC were significantly correlated positively with 
the empathic ability of individuals. These findings indicate that AI and ACC form the neural 
basis of understanding the emotions of one’s own and others’ pain and that the areas are 
related to emotion processing to evoke the empathic response to the pain of others. 

Furthermore, Singer et al. (2006) reported evidence that the empathic response to the pain of 
others is affected by the social relationship with the other. Namely, a person shows strong 
empathy for the pain of a favorite person, whereas a person does not show empathy for the 
pain of non-favorite persons. More interestingly, the results indicate that males appear to 
feel pleasure in the pain of the non-favorite others. 

In the experimental paradigm presented by Singer et al. (2006), participants played the 
Prisoner’s Dilemma game in order to form a good or a bad impression of the opponent 
players (confederates) before measuring the brain activity by fMRI. In the game, one of two 
opponents made a cooperative and fair play toward the participants, whereas the other 
opponent made an uncooperative and unfair play. As a result, the participants came to like 
the fair opponent but came to dislike the unfair opponent. After the game, the brain activity 
was measured while the participants were observing the opponent receive a pain to the 
hand by electrical stimulation.  

The results showed that activation in the pain network encompassing the AI and ACC was 
observed for fair opponents in both male and female participants. However, this activation 
was significantly reduced in males for pain given to the unfair opponents. At the same time, 
it was reported that the activity of the nucleus accumbens, known as a reward-related area, 
increased depending on the degree that the participant strongly desired revenge. This 
means that for males, the pain felt by the opponents who show unfair behavior brings them 
satisfaction in their revenge. 

Nevertheless, even if they are disliked or unknown others, we can give them a helping hand 
when we encounter a situation in which the disliked or unknown other feels pain or 
distress, and we feel the need to help them from an ethical viewpoint. In order to clarify the 
neural mechanisms underlying such prosocial behaviors that suppress our own feelings, we 
must examine how the individual difference in perspective-taking ability influences not 
only the social relationships with the others but also influences the ability to evaluate the 
emotional states based on the social relationship. 

Previous studies have demonstrated that emotion regulation processing is involved in the 
right VLPFC in relation to regulating or suppressing negative emotions caused by pain 
(Lieberman, Eisenberger, Crockett, Tom, Pfeifer, & Way, 2007; Wager, Davidson, Hughes, 
Lindquist, & Ochsner, 2008). In addition, it has also been reported that both self- and other-
perspective taking are related to the activation of the pain network (Jackson, Brunet, 
Meltzoff, & Decety, 2006), and the activation of these areas increases depending on the 
degree of subjective empathic abilities as measured by questionnaires (Singer et al., 2004, 
2006). Therefore, Nomura et al. (2010) focused on the mechanism of perspective taking in 
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the empathic process and investigated the individual differences in perspective taking and 
the neural responses evoked by the inhibition of emotions; this was done by analyzing the 
activation of VLPFC. 

2. A NIRS study on perspective taking associated with social relationships by 
Nomura et al. (2010) 
2.1 Purpose 

Following the paradigm of Singer et al. (2006), after playing the Prisoner’s Dilemma game to 
form a good or a bad impression of the opponents, the participants observed the opponents’ 
facial expressions (happy, neutral, and angry) and evaluated the valence of each facial 
expression on a 7-point scale ranging from “pleasantness” to “unpleasantness.” The 
participants observed the facial expressions under two perspective-taking conditions: self-
perspective vs. other-perspective. The brain activity was measured by using NIRS while the 
participants were evaluating the facial expressions. The participants were divided into two 
groups according to the points of the Interpersonal Reactivity Index (IRI) that they 
completed after all experiments. The IRI measures the components of empathy, from which 
we took particular note of perspective taking (e.g., ‘I sometimes try to understand my 
friends better by imagining how things look from their perspective.’). 

The prediction was that a higher unpleasant emotion would be produced in the self-
perspective condition rather than in the other-perspective condition during observation of 
an unfair opponent, since negative emotions should arise automatically when the 
participants observe the facial expression of the unfair opponent. On the other hand, in the 
other-perspective condition with the unfair opponent, the participants should rate the facial 
expression from the viewpoint of the unfair opponent while inhibiting the negative 
emotions for the disliked opponent, especially for a happy expression. Therefore, it was 
expected that the activation would increase in the right VLPFC in the other-perspective 
condition. 

Moreover, the right VLPFC might play an important role for individuals who have a high 
ability of perspective taking. The right VLPFC would likely have a greater impact on taking 
the other-perspective, since top-down control from the prefrontal cortex functions very well 
for individuals with a high ability of perspective taking than for individuals with a low 
ability of perspective taking. 

2.2 Method 

2.2.1 Participants 

Thirty-seven healthy volunteers (18 females; mean age ± SD: 19.5 ± 3.4) were divided into 
two groups according to the perspective taking scale of a Japanese version of the IRI (Davis, 
1983): 19 participants with a high perspective-taking ability (mean score 24.79 ± 1.76) and 18 
participants with a low perspective-taking ability (mean score 18.83 ± 1.89). 

2.2.2 Stimuli 

Pictures of happy and anger facial expressions were made by a morphing technique, based 
on digitized grayscale images of 6 Japanese faces (3 men and 3 women) showing a neutral 
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facial expression. Participants in a pilot study rated each facial expression on a 5-level scale 
(0 = not at all to 4 = very intense) in terms of happiness and anger. The mean rating for the 
valence of the selected stimuli was 2.32 ± 0.73 for anger and 2.57 ± 0.89 for happiness. 
Furthermore, the intensity of each facial expression was rated and the rating scores for the 
intensity of all selected facial stimuli showing anger and happiness were 3.40 ± 0.92 and 3.15 
± 0.86, respectively.  

2.2.3 Procedure 

First, as an orienting task, the relationship between the participants and six opponent 
players (two fair, two unfair, and two neutral players) was manipulated through a 
sequential Prisoner’s Dilemma game controlled by a computer program. In each trial, the 
participants decided whether they cooperate with the opponent or not. If both the 
participant and the opponent decide to cooperate, they each earn 10 points; if both defect, 
neither earns any points. If the participant cooperates and the opponent defects, the 
participants loses 40 points and the opponent earns 40 points, and vice versa. The 
cooperation rates throughout all trials for the fair opponent, the neutral opponent, and the 
unfair opponent were set in 80%, 50%, and 20%, respectively. 

The opponent’s facial expressions were presented on a PC screen after the participants 
decided their selection. When both the participant and the opponent cooperated, the 
opponent’s expression became happy; when both defected, the opponent’s expression 
became angry. When the participant cooperated and the opponent defected, the opponent’s 
expression became happy, whereas when the participant defected and the opponent 
cooperated, the opponent’s expression became angry. After playing with each opponent, the 
participants evaluated the opponent on a 7-point scale ranging from “cooperative” to 
“uncooperative” and “like” to “dislike.” 

After the orienting task, the participants performed a perspective-taking task with the NIRS 
device. A block design consisting of 12 blocks was used. The participants observed the facial 
expressions of the opponents under the two conditions of self-perspective and other’s 
perspective. After a fixation point, the other’s facial expression was shown for one second. 
The participants evaluated the valence of the facial expression on a 7-point scale from 
“pleasantness” to “unpleasantness” within two seconds. 

2.2.4 NIRS data acquisition 

A dual-channel NIRS unit (NIRO-200; Hamamatsu Photonics K.K., Hamamatsu, Japan) was 
used to measure the temporal changes in oxy-Hb, deoxy-Hb, and total hemoglobin during 
the perspective taking task. Near-infrared light at three wavelengths (775, 850, and 910 nm) 
was used as the light source. The distance between the emitter and the detector was set to 4 
or 5 cm. The sampling rate was 1 Hz. 

The hemoglobin concentrations were calculated by subtraction from the baseline 
concentrations. Two probe holders were placed on the left and right sides of the forehead 
corresponding to the ventral area of the prefrontal cortex. These positions were localized 
between Fp1 and F7 (left) and between Fp2 and F8 (right), according to the international 10–
20 system. 
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2.3 Results and discussion 

First, the orienting task confirmed that the operation of the social relationship between the 
participants and the opponents succeeded. The rating scores of “cooperativeness” showed 
that cooperative others were rated as more cooperative than uncooperative others and 
neutral others, while uncooperative others were rated as more uncooperative than 
cooperative others and neutral others. In the rating scores of “likeness,” it was confirmed 
that the cooperative others were liked, whereas the uncooperative others were disliked. 

2.3.1 Behavioral data 

Figure 1 shows behavioral data of the pleasantness points in the perspective taking task. For 
the pleasantness points, a 2 × 3 × 3 (perspective taking, social relationship, and facial 
expression) analysis of variance (ANOVA) showed main effects of the three factors. The 
analysis also showed a significant 3-way interaction. The results showed that taking the 
other’s perspective yielded no differences between high and low abilities of perspective 
taking. This indicated that the ability of perspective taking was not reflected in the 
behavioral data.  

Further analyses of the interaction indicated that for the cooperative others in both the self- 
and other-perspective taking, the mean score in the happy condition was higher than that in 
the neutral and anger conditions, and the mean score in the neutral condition was higher 
than that in the anger condition (all p < .05). However, for the uncooperative others, these 
differences between facial expressions were only significant in the other-perspective taking. 
Note that in the self-perspective taking condition to uncooperative others, there was no 
difference among the rating scores of the three facial expressions.  

 
Fig. 1. Behavioral evaluation of the validity of the mean value of each condition on a 7-point 
scale ranging from “pleasantness” to “unpleasantness.” Adapted from Nomura et al. (2010). 
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2.3.2 NIRS data 

Figure 2 shows the mean concentration change of the oxy-Hb in the right VLPFC. For the 
NIRS data, a 2 × 2 × 3 × 2 (perspective taking ability, perspective taking, social relationship, 
and hemisphere) ANOVA showed a significant 4-way interaction. No main effect was found 
in any of the factors. In the unfair condition, the oxy-Hb concentrations significantly 
increased in the right VLPFC while taking the other’s perspective as compared to the self-
perspective (Figure 3). Accordingly, taking the other’s perspective while perceiving the 
facial expressions of an unfair opponent significantly activated the right VLPFC only when 
the participants have high perspective-taking ability.  

 
Fig. 2. Mean concentration changes in oxy-Hb during hemodynamic response in the right 
VLPFC. Adapted from Nomura et al. (2010). 

 
Fig. 3. Averaged oxy-Hb concentration time changes in the right VLPFC hemodynamic 
response. Gray zone indicates task interval times and white zone indicates rest interval 
times in the unfair and other’s perspective condition. Adapted from Nomura et al. (2010). 
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3. Conclusions and future directions 
3.1 Neural mechanisms of empathic process and social relationships 

As described above, in line with individual differences in the ability of empathic processing, 
Nomura et al. (2010) revealed that for a person who has a high ability of perspective taking, 
the right VLPFC activates to take the other-perspective of the unfair other. Previous studies 
have presented evidence that the right VLPFC can modulate the activity of the amygdala 
even when emotional responses in the amygdala are implicitly evoked by emotional signals 
independent of the current conscious cognitive processing (Hariri, Bookheimer, & 
Mazziotta, 2000; Nomura, Ohira, Haneda, Iidaka, Sadato, Okada, & Yonekura, 2004).  

According to these findings, the results reported by Nomura et al. (2010) suggest that the 
amygdala activation in the participants with high perspective-taking ability is suppressed 
while taking the perspective of an unfair person, and this leads to a decrease in their 
subjective negative emotions. The suppression of negative emotion is formed by the 
cognitive appraisal of the social behaviors of others by top-down processing. It was found 
that because participants with a higher perspective-taking ability evaluate the valence of 
emotions from the others’ perspective when observing a happy facial expression by disliked 
others, they possibly use top-down intentional processing to effectively suppress the 
negative emotion evoked automatically by bottom-up processing. In contrast, participants 
with a lower perspective-taking ability could not suppress the negative emotion when they 
took the perspective of the disliked other. This reflects the decreased activation in the right 
VLPFC. In this way, the sensitivity to stimuli to evoke emotions varies according to the 
individual difference of the empathic ability, and this would produce different brain 
activities associated with the suppression of negative emotions. Further studies using fMRI 
and PET are needed to assess the neural basis related to the empathic process, including the 
activity of the amygdala. 

3.2 Application and prospects of NIRS 

We finally describe the advantages and disadvantages of brain imaging techniques using 
NIRS. Although fMRI and PET also measure the local bloodstream of the brain, each of 
these NIRS devices has its own advantages and disadvantages and is chosen depending on 
the purpose of research. 

The disadvantage of NIRS in comparison with other imaging techniques is that the spatial 
resolution is lower. In addition, NIRS cannot measure deep parts of the brain such as the 
amygdala, brainstem, and cerebellum because brain tissues can only be measured 
approximately 3 cm from the surface of the head. Furthermore, it is difficult to identify the 
detailed anatomical position associated with brain function. The brain regions cannot be 
identified precisely from the scalp, and it becomes necessary to measure three-dimensional 
MR images in order to confirm the positions between the probes and brain regions. 
However, the positions of the probes can be determined according to the international 10-20 
system for electroencephalogram recording, and at present, a number of studies using NIRS 
adopt this system. 

On the other hand, NIRS has some strong advantages. First, it is highly non-invasive and 
thus safe. The burden on participants is relatively low, since they are not injected with 
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radioisotopes into the blood-stream and do not need to be restricted in a noisy device like 
fMRI and PET. Accordingly, it is possible to examine brain activity during performance 
tasks with natural body movement (cf. Morioka, in this book), as well as the brain activity of 
infants and children (cf. Ozawa; Kaneko, Yoshikawa, Ito, Nomura, & Okada, in this book). 
The second advantage is that the temporal resolution of NIRS is higher than those of fMRI 
and PET. The third is that a NIRS device has high portability with its relatively compact size 
and does not need special laboratory equipment. In addition, it offers easy operation. As a 
result of these advantages, NIRS techniques are contributing to the progress of evaluations 
such as the embodiment and development of infants and children, which were difficult to 
examine by fMRI or PET in the early cognitive neuroscience. 

In this chapter, we discussed the neural basis underlying the empathic process based on the 
approach of social cognitive neuroscience. As explained above, given the limitations of 
NIRS, i.e., the lower spatial resolution and the inability to measure the deeper parts of the 
brain, it is difficult for this technology to contribute to brain function imaging studies on its 
own. In the future, we will need to construct a model of neural mechanisms underlying 
social cognition, adopting the evidence obtained from imaging techniques using fMRI or 
PET in a complementary manner. Furthermore, psychological and brain neuroimaging 
studies with concurrent biochemical and pharmacological measurement of both 
neurotransmitter functions, in particular those investigating the effect of gene 
polymorphisms, appear to be useful for clarifying the relationship between social brain 
functions and personality traits. 

NIRS can also be used with devices measuring eye movement and skin electricity activity at 
the same time. The use of these combinations with NIRS will enable us to investigate issues 
such as detection of intentionality and eye-direction, as well as emotion. Furthermore, it will 
be relatively easy to measure the brain activity of two persons cooperatively performing a 
task at the same time. Consequently, we can anticipate the application of NIRS to 
interpersonal relationships and cooperative behavior. Further research on social cognitive 
neuroscience will be expected to provide new evidence for the neural mechanisms 
underlying cognitive functions, including emotions, empathy and joint attention under a 
bidirectional situation.  
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1. Introduction 
The infrared light analysis has become an indispensable part of life for humankind. The 
infrared measurement has been studied in the worldwide, because can be qualitative and 
quantitative analysis for trace samples. Today, infrared spectrophotometer has been 
installed in many laboratories and universities, and being used over a very wide field. So, 
the number of papers on infrared spectroscopy is so many. We also are one of a research 
group of infrared measurement. Our research policy is "non-destructive measurement using 
infrared light". In general, blood glucose measurements of the human body to extract blood, 
and to determine the composition of textile products will break down to samples. If we can 
measure these value in  non-destructive, we can contribute to society. So I described our 
past "non-destructive measurement using infrared light" research in this document. 

2. Measurement system 
2.1 FT-IR (Fourier Transform Infrared Spectrophotometer) 

In this study, measuring systems are used a FT-IR (IR-Prestige-21 : SHIMADZU, Travel-IR : 
SensIR Technologies) as in Fig.1. The block diagram of measurement system is shown in 
Fig.2. The broadband infrared light is interfering by Michelson interferometer, and sent to 
the sample place. In the sample place, we selected the best method (ATR method, diffuse 
reflection method, IR fiber probe method) by each sample. We are only using the MCT 
(mercury cadmium tellurium) detector in IR fiber probe method, using the DLATGS 
(Deuterated L-Alanine Triglycine Sulphate) detector in other method. Absorption infrared 
interference light is detected by the optical detector, appear on the PC as an interferogram 
signal. This signal transformed by Fourier transformation, we get the IR absorption 
spectrum. The horizontal axis of spectrum is wavenumber, and the vertical axis is 
absorbance. 

2.2 Attenuated Total Reflectance method (ATR method) 

ATR method is performed as follows. We place to the sample on the prism. At this time, if 
there is a gap, the S/N ratio is lower. Infrared light goes into the prism, and goes forward by 
repeating the total reflection. When IR light repeats total reflection in the prism, evanescent  
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Fig. 1. FT-IR (IR-Prestige-21 (A), Travel-IR(B)) 

 
 

Fig. 2. The block diagram of measurement system 

lights goes into the sample. Evanescent light attenuates by absorbance in sample surface set 
on the prism. The absorbed infrared light from the sample is detected. 

In the ATR prism, we use the ZnSe prism of plate type and the prism of diamond mounted 
on ZnSe. Optical path length of the evanescent light to go into the sample is shown in 
equation 1. 

 dp=λ/2πn1[sin2θ-(n2/n1)2]1/2 (1) 

dp: depth of penetration of evanescent light, θ: angle of incidence 
λ: Wavelength, n1: refractive index of ATR prism, n2: refractive index of sample 

By the equation 1, optical path length of evanescent light in the sample will get longer as the 
long wavelength side. Therefore, the absorption by the sample is strong in the long 
wavelength side. Accordingly, coefficient of divide "Absorbance of standard wavenumber" 
by "Absorbance of each wavenumber" is multiplied by the absorbance at each wavelength. 
In this calculation, optical path length of the evanescent light is standardize, and to correct 
the absorbance of spectrum. This calculation method is "ATR correction". 

2.3 Diffuse reflection method 

If the infrared light irradiated to powder or fibers, we can be measured the diffused 
reflection light from sample inside and the regular reflection light from sample surface. 
Infrared light penetrate inside the sample, then repeated the transmission and reflection, 
and come out of sample. In diffuse reflection method, this light is measured. We used to the 
UP-IR (Pike Tech) in this method. 30mm diameter hole is in the top of the UP-IR, the sample 
is placed to cover the hole. 

(A) (B)

Michelson interferometer Sample place Detector 

Interferogram Fourier TransformationAbsorption spectrum
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2.4 IR fiber probe method 

The infrared light passes through the light source side fiber probe, and irradiated to the 
sample. The infrared light reflected from the sample goes into the detector side fiber probe, 
and detected by MCT detector. This method can be irradiated with infrared light directly on 
the sample for the movement of the measuring place. The fiber probe (REMSPEC IMM-07S) 
composed of 19 fibers (the light source side 7 and the detector side 12) made by the 
chalcogenide glass. A fiber diameter is 500 μm, and a fiber probe diameter is 5 mm. 

3. The spectrum analysis method 
The absorption spectrum has various information of sample by each wavelength. In other 
words, the absorption spectrum has multidimensional vector information. Therefore, it is to 
analyze the spectra by multivariate analysis. In multivariate analysis for the use of multiple 
explanatory variables, it is increasing the amount of information. Thereby to reduce noise to 
a relative, it is possible to build a greater precision calibration curve. We performed 
correction to the absorption spectrum, and used to the PLSR in quantitative analysis, and 
used to the SIMCA method and the KNN method in the pattern analysis.  

3.1 Spectral correction 

We can extract the maximum information from the spectrum by performed correction to the 
absorption spectrum. We used to the spectral correction to the normalization and the 
differential. In the normalization correction, the absorbance of the designated peak is "1", 
and the coefficient "1/(absorbance of the specified peak)" is multiplied to the absorbance of 
each wavenumber. For example, there are the measured spectra of sample including 
material A and B. When you want to get the results of material A, the information of 
material B in the spectrum is the noise. In here, normalized to all spectra by the absorption 
peak of material B, and appears only information of material A. In this correction, that can 
be minimized by measurement error. 

On the other hand, the differential correction is a correction of the slope of the spectrum, it is 
possible to eliminate the effects of baseline. Also, if the wavenumber of several absorption 
peaks is very close, is able to separate these peaks. The first differential correction is calculated 
at the slope of each wavenumber in spectrum, the intensity of absorption peaks wavenumber 
is "0". Derivative spectrum half-width of the higher orders is narrowed, and the noise increases 
for in lower S/N ratio. For these reasons, we used first differential correction in this study. 

3.2 Partial Least Squares Regression (PLSR) 

We are using PLSR for a quantitative analysis. PLSR has not the Multilinear regression 
(MLR) exists multicollinearity, Measurement accuracy of PLSR is better than Principal 
Components Regression (PCR) in a small number of factors. In the PLSR, the explanatory 
variables are the infrared spectra, the objective variables are the reference values. The 
explanatory variables and the objective variables are assumed to each have an error margin, 
extracted to PLS factors, calculate a regression, and new objective variables are calculated. 
Next, a similar calculation using the new objective variables and explanatory variables, add 
a PLS factor, re-calculate the objective variables. A number of PLS factors increase, and the 
Standard Error of Calibration (SEC) is smaller.  
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peak of material B, and appears only information of material A. In this correction, that can 
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possible to eliminate the effects of baseline. Also, if the wavenumber of several absorption 
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But, increasing the number of factors too, applies Standard Error of Prediction (SEP) 
increases (Over Fitting). Therefore, we validate the optimal number of PLS factors by Leave-
one-out method. The Prediction Residual Error Sum of Squares1 (PRESS1) values calculated 
from the objective variables by the following equation 2 

 PRESSn=Σ(yobs-yref)2 (2) 

yobs: new objective variables, yref: reference values 

After, the new objective variables are calculated by calibration curve adding a new PLS 
factor. PRESS2 value is calculated from the objective variables obtained again. If the residual 
is significant before and after (The difference between the PRESS1 and PRESS2), adding the 
PLS factor. If the residual is not significant before and after, select the model that was built 
before. After, we measured to the spectrum of sample of unknown amount, and calculated 
by using calibration curve and this spectrum. By the above process, it is possible to be 
measured quantitatively of unknown sample. 

3.3 Soft Independent Modeling of Class Analogy (SIMCA) 

We used SIMCA for the qualitative analysis. A class is made by infrared spectra of known 
sample and builds a classification model. Each class is analysed by analysis of principal 
component and the distinction space is set. This space is called SIMCA box. It is classified 
into the class suited most by applying infrared spectra of unknown sample to SIMCA box. 
Moreover, the rest error is calculated by applying each spectrum that composes the class to 
other classes. And, Discrimination Power that can specify the factor in which it distinguishes 
between classes is obtained. We confirmed the validity of the classification model 
constructed by using Discrimination Power. 

3.4 K-Nearest Neighbor method (KNN) 

KNN method is one of pattern analysis to determine the class by comparing the similarity 
between the patterns not based on specific statistical distributions. To determine the class 
of an unknown sample is made on "voting". First, calculate the Euclidean distance 
between samples for the known and unknown class samples. Next, select a known class 
samples for the number of "K" close to the distance from an unknown class sample. "K" is 
odd number. The class of an unknown sample is determined to a most numerous class in 
the "K". 

For example, if the "K=5", analyse the closest class of 5 samples from an unknown sample 
class. Five classes (1,2,3,3,3), (1,3,3,2,1) are classified at Class "3", (1,1,2,1,2), (2,1,3,1,1) are 
classified at Class "1". For such analysis, impact on the accuracy of the analysis is a 
combination of variables used to calculate the distance and the number of "K". 

4. Development of non-invasive measurement of blood glucose of diabetic 
4.1 Background 

Recently, increasing of diabetic has been brought to public attention. According to WHO, 
the number of diabetics is 170 million. To treat diabetes, diabetics should always check 
blood glucose monitoring. Therefore, they need to self-monitor blood glucose (SMBG).  
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SMBG is measured by blood sampling method, but this method the patient suffering and 
stress, including issues such as the risk of infection. And, the economic burden on patients 
is very large, because medical needles and measurement kit are disposable. Medical 
expenses of diabetes and its complications are estimated at about 3,000 billion dollars 
worldwide, and are expected to continue to increase in the future. Those various studies 
have been conducted around the world, because the medical expenses have become large 
economic markets. But, the effective blood glucose measurement method to overcome 
these problems, have not yet been developed. Therefore, it is desired to develop a method 
to measure non-invasive blood glucose measurement. Over the past few years, several 
studies have been made on non-invasive blood glucose measurement based on ATR 
infrared spectroscopy. The purpose of this study is to examine the accuracy of blood 
glucose in clinical trial.  

4.2 Measurement system for non-invasive measurement of blood glucose 

This study used FT-IR (Travel-IR) and ATR method. The block diagram of measurement 
system is shown in Fig.3. In the ATR prism, used to the prism of diamond mounted on ZnSe 
(3 times reflection).  

The measurement part is the tip of the left hand middle finger of subject. The middle finger 
was washed with ethanol. The 5μl squalene oil was applied on the prism by micropipette in 
each measurement. Squalene oil is used as an internal standard method described below. 
The measurement part of subject put on the prism, pressed from above with a constant 
pressure. We measured in this state, and got the absorption spectrum including the blood 
glucose value information.  

 
Fig. 3. Non-invasive measurement system for blood glucose 

The absorption spectrum was applied to the ATR correction. We used 1800 cm-1 
wavenumber in standard wavenumber of ATR correction, because absorption peak and 
noise are not in this wavenumber. After, all measured spectra were applied data correction 
between 2700 cm-1 and 1750 cm-1 to remove the absorption noise of diamond prism, and, 
were applied normalization correction in the absorption peak of squalene oil. We used these 
corrected absorption spectra in analysis. In the measurement condition, measurement 
wavenumber range is 4000~700 cm-1, resolution is 4 cm-1, and accumulation is 30 times. 

Prism 

Finger 
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studies have been made on non-invasive blood glucose measurement based on ATR 
infrared spectroscopy. The purpose of this study is to examine the accuracy of blood 
glucose in clinical trial.  

4.2 Measurement system for non-invasive measurement of blood glucose 

This study used FT-IR (Travel-IR) and ATR method. The block diagram of measurement 
system is shown in Fig.3. In the ATR prism, used to the prism of diamond mounted on ZnSe 
(3 times reflection).  

The measurement part is the tip of the left hand middle finger of subject. The middle finger 
was washed with ethanol. The 5μl squalene oil was applied on the prism by micropipette in 
each measurement. Squalene oil is used as an internal standard method described below. 
The measurement part of subject put on the prism, pressed from above with a constant 
pressure. We measured in this state, and got the absorption spectrum including the blood 
glucose value information.  

 
Fig. 3. Non-invasive measurement system for blood glucose 
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wavenumber range is 4000~700 cm-1, resolution is 4 cm-1, and accumulation is 30 times. 
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4.2.1 Internal standard method by squalene oil 

In measuring the subject's blood glucose value, the good accuracy calibration curve is 
essential. To improve the accuracy of the calibration curve must be accurately extract 
glucose information on the infrared absorption spectrum.  

In the ATR method, it is important to stick a sample to the prism. Many people of diabetes 
are elderly, person with dry skin on the fingertips are also often elderly. Squalene oil is used 
as internal standard method for the different dry skin of the subject's finger surface. To 
eliminate the effects of dry skin by applying the squalene oil, we can measure the subjects 
under the same conditions. And, there is no effect of squalene oil to apply normalization 
correction in the absorption peak of squalene oil. Furthermore, the S/N ratio of the 
spectrum is better, because to block the air from between the finger and prism by the oil. 

4.2.2 How to calculate the blood glucose value from the spectrum 

We calculated the blood glucose value by using absorption spectra and PLSR. The invasion 
type blood glucose sensor (Antsense-2, DAIKIN) by enzyme electrode method is used for 
the measuring the reference blood glucose value.  

First, we developed the calibration curve by PLSR, the measuring absorption spectra were 
used as the explanatory variable, measuring the blood glucose values by Antsense-2 were 
used as the objective variable. In calibration curve, the horizontal axis is the Antsense blood 
glucose value, and the vertical axis is the estimated blood glucose value by PLSR. Next, we 
measured to the new absorption spectra to measure the blood glucose value. Then, the 
blood glucose was calculated by using the measured absorption spectrum and calibration 
curve. And, we calculated the SEC and the SEP. Their values were used as the evaluated the 
accuracy of the calibration curve. 

4.2.3 Error Grid Analysis (EGA) 

EGA was developed by William L. Clarke in the University of Virginia. EGA is an indicator 
of clinical efficacy of blood glucose sensor. In fact, an error grid has been assembled to stay 
in the ideal range of 70 ~ 180 mg/dl blood glucose value.  

The Clarke grid of EGA is shown in Fig.4. The horizontal axis is the actual blood glucose, 
and the vertical axis is the blood glucose value obtained from the developed blood glucose 
sensors. In this study, when measuring the blood glucose must be clinically effective. We 
judged the efficacy as a blood glucose sensor using the EGA. 

4.3 Absorption spectra of glucose, squalene oil, and finger 

In measuring the blood glucose value, must know the absorption peak of glucose spectrum. 

In addition, we need to know the absorption wavelengths of squalene oil to be used as an 
internal standard method. Each sample was measured by ATR method (plate type prism). 
The absorption spectra of glucose powder and squalene oil are shown in Fig.5. The 
absorption spectrum of glucose has some absorption peaks in 1030 cm-1 (Fig.5-A, C-OH 
stretching vibration), 1130cm-1 (Fig.5-B, C-O-C antisymmetric stretching vibration), and 1450 
cm-1 (Fig.5-C, CH2 scissoring vibration). The absorption spectrum of squalene oil has some  
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Fig. 4. Clarke grid 

 
Fig. 5. The absorption spectra of glucose powder and squalene oil 

absorption peaks in 1377 cm-1 (Fig.5-D), 1462cm-1 (Fig.5-E), and 2922 cm-1 (Fig.5-F). The 
absorption peak of glucose and oil were not overlap. 

The absorption spectra of the finger in before and after coating to squalene oil are shown in 
Fig.6. In absorption spectrum of finger, absorption peaks in 1377 cm-1 and 1462 cm-1 did not 
appear. But, absorption spectrum of finger coated with squalene oil has absorption peaks in 
1377 cm-1 (Fig.6-D) and 1462 cm-1 (Fig.6-E). Therefore, it is possible to reduce individual 
differences in skin surface conditions due to the absorption spectra normalized at the 
absorption peak of squalene oil. We confirmed that the squalene oil is suitable as an internal 
standard method, and can measure the blood glucose value by absorption peaks of glucose. 

4.4 Non-invasive blood glucose measurement in subjects 

4.4.1 Development of calibration curve 

The subjects were healthy eight men in their 20s. When developing a calibration curve, 
glucose tolerance test were performed on each subjects. In glucose tolerance test, first, the  
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and the vertical axis is the blood glucose value obtained from the developed blood glucose 
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Fig. 6. The absorption spectra of the finger in before and after coating to squalene oil 

subjects fasted for 12 hours. Then, subjects are ingested 75 g glucose, temporary increases in 
blood glucose value of subject. After the glucose tolerance test, we measured to the infrared 
absorption spectra and the invasive blood glucose measurement in every three minutes 20 
times. Furthermore, after breakfast, before and after lunch, before and after dinner, we 
measured for four days (five times measurement in a day). We measured the total 40 times 
in one subject. The calibration curve is developed using these infrared absorption spectra. 

Fig.7 shows the calibration curve developed in 320 infrared absorption spectra by all 8 
subjects. In these results, the average blood glucose of the subjects was 120 mg/dl, 
correlation coefficient (CC) was 0.79, and measurement accuracy (SEC) was ± 21 mg / dl. 
This result in this sample scale has been obtained a significant correlation, but, this result 
was not satisfactory as a blood glucose measurement system. As the cause of this, it is 
considered to the individual differences by moisture content of each subject. Therefore, we 
developed each individual calibration curve using the infrared absorption spectrum of each 
subjects. The results of individual calibration curves are shown in Table 1. Comparing  
the individual calibration curves and all subjects calibration curve has improved the  

 
Fig. 7. The calibration curve developed by all subjects 
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All 0.79 21 77% 22% 0% 1% 0%
#1 0.90 13 90% 7% 0% 3% 0%
#2 0.95 16 90% 10% 0% 0% 0%
#3 0.71 22 68% 32% 0% 0% 0%
#4 0.71 14 83% 17% 0% 0% 0%
#5 0.90 7 100% 0% 0% 0% 0%
#6 0.84 16 90% 10% 0% 0% 0%
#7 0.67 28 60% 35% 0% 5% 0%
#8 0.96 9 95% 5% 0% 0% 0%

E zone

　(CC : Correlation coeficience, SEC : mg/dl)

SECCC A zone B zone C zone D zone

 
Table 1. The results of all subjects and individual calibration curves by PLSR 

measurement accuracy of 6 among 8 subjects. In addition, the EGA results have improved in 
the same 6 subjects. The individual differences are eliminated by the individual calibration 
curve, and may be considered to be developed the most suitable calibration curve of each 
subject. Therefore, we measure blood glucose value of subjects by using the all subject 
calibration curve and individual calibration curve. 

4.4.2 Non-invasive blood glucose measurement by calibration curve 

Each subject was measured again 20 times the infrared absorption spectra. We measured the 
blood glucose value by these absorption spectra and developing calibration curve in section 
4.4.1. The result by calibration curve in all subjects and individual calibration curve are 
shown in Fig.8. The average blood glucose value was 100 mg/dl.  

In the result of blood glucose value calculated by all subjects calibration curve in Fig.8-(A), 
the SEP was ±32 mg/dl. This result was not good. On the other hand, in the result of blood 
glucose value calculated by individual calibration curve in Fig.8-(B) the SEP was ±13 mg/dl,  

 
(A) The result by all subjects calibration curve  (B) The result by #8 calibration curve 
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this result was dramatically improved. And, by the EGA result, A-zone is 90%, and B-zone 
is 10%, this result was shown to be clinically effective. It is also considered to the impact of 
individual differences as this reason. Evanescent light is measured to invasion into the 
finger of about 0.3~2 μm in the ATR method, and, it is considered the infrared light not get 
to the blood vessel inside finger. Therefore, we are considered measured the interstitial 
tissue fluid. When the glucose comes out in tissue fluid from blood vessel, there is the time 
difference in between individual. So, if the subject measure the blood glucose by the 
calibration curve including other subjects information, the result have come to greatly affect 
these individual differences. For the above reasons, we measure the blood glucose value by 
using individual calibration curve of each subject. 

4.4.3 Verification of the calibration curve by loading vector 

In order to verify the validity of the calibration curve, we focused on the weighting of the 
loading vector obtained from the developed calibration curve. The loading vector is the 
calibration curve of data (infrared absorption spectra). In other words, the loading vector 
shows the wavenumber band to the impact to the calibration curve. The weighting of the 
loading vector by individual calibration curve in section 4.4.1 is shown in Fig.9-(A). The 
horizontal axis is the wavenumber, and the vertical axis is the weight of the loading 
vector. 

There are absorption spectra three weighting curves because the number of PLS factors 
(principal components) obtained are three factors. In Fig.9-(A), in this loading vector, the 
wavenumber in 1220 cm-1 (Fig.9-(A)-A), 1150 cm-1 (Fig.9-(A)-B), 1020 cm-1 (Fig.9-(A)-C) were 
found to significant impact on the calibration curve. 

 
(A) The weighting of the loading vector     (B) Absorption spectra 

Fig. 9. The weighting of the loading vector and each blood glucose value 

Fig.9-(B) shows the infrared absorption spectra in large discrepancy between the subjects 
blood glucose value. In Fig.9-(B), characteristic absorption peaks can be found in 1220 cm-1 
(Fig.9-(B)-A’), 1150 cm-1 (Fig.9-(B)-B’), 1020 cm-1 (Fig.9-(B)-C’). It is proportional to the blood 
glucose value and the absorbance in 1220 cm-1 and 1020 cm-1, and found a negative 
proportional relationship in 1150 cm-1. The weighting of the loading vector is almost 
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matched by changes in infrared absorption spectra of blood glucose variability. From the 
above, it has been shown to accurately measure the blood glucose value from the glucose 
information in this method. Therefore, we can be proposed as a non-invasive blood glucose 
measurement by the infrared spectral measurements. 

4.5 Clinical application of measurement system 

We have measured the diabetics that have been actually measured blood glucose. Subject is 
four diabetics. We were measured before and after meals for 4 to 5 days in each subject. 
First, we developed the individual calibration curve of each subjects by using the PLSR 
analysis and infrared absorption spectra obtained in the three-day measurement. Then, the 
measured infrared absorption spectra in the 1-2 day were substituted in the developed 
calibration curve, and the blood glucose value was estimated. 

Table 2 shows the blood glucose data for each subject obtained by the conventional method 
for three days from the first day, and the results of the developed calibration curve for each 
subject by using the measured infrared absorption spectra. And Fig.10 shows the calibration 
curve of subject #1. From these results, this measurement system can be constructed to 
calibration curve for measuring blood glucose of diabetics, because, significant correlation 
has been obtained in this sample scale. The result of subject #4 show very good results than 
the other subjects. As this cause, the number of samples is very few for construct calibration 

Subject # Number Ave. Max. Min. S.D. C.C SEC
1 15 226 339 156 56 0.758 ± 35
2 16 216 330 150 44 0.519 ± 37
3 10 157 221 108 41 0.645 ± 29
4 9 113 203 58 44 0.997 ± 3  

Table 2. The blood glucose data and the results of the calibration curve for each subject 

 
Fig. 10. The calibration curve of subject #1 
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matched by changes in infrared absorption spectra of blood glucose variability. From the 
above, it has been shown to accurately measure the blood glucose value from the glucose 
information in this method. Therefore, we can be proposed as a non-invasive blood glucose 
measurement by the infrared spectral measurements. 

4.5 Clinical application of measurement system 

We have measured the diabetics that have been actually measured blood glucose. Subject is 
four diabetics. We were measured before and after meals for 4 to 5 days in each subject. 
First, we developed the individual calibration curve of each subjects by using the PLSR 
analysis and infrared absorption spectra obtained in the three-day measurement. Then, the 
measured infrared absorption spectra in the 1-2 day were substituted in the developed 
calibration curve, and the blood glucose value was estimated. 
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for three days from the first day, and the results of the developed calibration curve for each 
subject by using the measured infrared absorption spectra. And Fig.10 shows the calibration 
curve of subject #1. From these results, this measurement system can be constructed to 
calibration curve for measuring blood glucose of diabetics, because, significant correlation 
has been obtained in this sample scale. The result of subject #4 show very good results than 
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curves, and the average blood glucose value is small. In addition, it is considered to over-
fitting, because the PLS factor number is 5. 

The spectra of diabetics as measured by the fourth day and fifth day were substituted in the 
individual calibration curve of each subject. Table 3 shows the accuracy of predicted blood 
glucose value and the EGA result. In addition, the scatter diagram of the Clark grid result of 
each subject is shown in Fig.11. From the EGA result, all data with one exception of subject #4 
data are plotted in A and B zone of clinically safety ranges. Improvement of measurement 
accuracy is better, but, the important in clinical practice is give first aid when the blood glucose 
value showed abnormal. Therefore, from a good EGA results, this system can be treated as a 
reasonable measurement method of blood glucose value in diabetics in clinical practice.  

A B C D E
1 ± 70 50% 50% 0% 0% 0%
2 ± 60 67% 33% 0% 0% 0%
3 ± 49 20% 80% 0% 0% 0%
4 ± 59 45% 45% 0% 10% 0%

Subject # SEP EGA-Zone

 
Table 3. The accuracy of predicted blood glucose value and the EGA result 

 
Fig. 11. The Clark grid result of each subject 
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blood glucose value very easily for diabetics in many elderly. In addition, the burden on 
nurses is reduced, because the patient can measure in their own. Since the measurement time 
is about 1 minute, it is possible to measure the many patients in a short time. This is a 
worthwhile part in the clinical practice. When this system is used as a self-monitor blood 
glucose sensor of diabetic patients, the measurement error is a large. In particular, SEC of the 
subject #4 was ± 3 mg/dl, but SEP has become extremely large forecast error in ± 59 mg/dl. 
This cause is considered to the over-fitting, when building a calibration curve as previously 
described. In PLSR, if the increasing the number of the PLS factor, SEC is a smaller, SEP 
becomes large. Therefore, it is necessary to construct a standard curve with the optimal 
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number of the PLS factors. From the comparison of the SEP and SEC, the optimal number of 
PLS factors for this measurement system is considered to be 2 or 3. Thus, with less data in after 
the start of measurement, we shall construct the calibration curve careful in the number of PLS 
factors. To improve measurement accuracy, we need to consider improving the system. If 
increased in the amount of information obtained from absorption spectra, we can be measured 
blood glucose value more accurately. That is, if increased the amount of infrared light obtained 
from the subjects' finger, the measurement accuracy is improved. 

4.6 Conclusion of non-invasive measurement for blood glucose by IR spectroscopy 

We can confirm non-invasive blood glucose measurement system developed in this study is 
effective tools in clinical practice. In this measurement system, there is no pain which was 
felt by many diabetics so far. Because measurement time is 1 minute, it can be measured 
very easily and quickly. There is no stress to the patient, can measure to blood glucose value 
several times a day because the measurement time is very short. 

Future challenges of this study are shown below. The number of subjects and the number of 
measurement times must be increasing. We must show in this measurement reproducibility. 
And, we must show that this system can be applied to any subject. If the blood glucose 
measurement sensor has been developed in this measurement method, future, this research 
will contribute significantly in community of increasing diabetics. 

5. Non-destructive analysis of the composition and mixture ratio for textile 
products based on infrared spectroscopy 
5.1 Background 

This section describes a Non-destructive analysis of the composition and mixture ratio for 
textile products. In Japan, the composition display of textile goods is obligated by the 
“Household Goods Labeling law”. Therefore, analysis of the composition and mixture ratio 
for textile products in accordance with JIS method (L 1030-1,-2) are executed. But, existing 
methods is the destructive inspection, and a lot of time (six hours or more) and proficiency 
is necessary for the analysis. Also has concern about the safety and the environmental 
impact of such tests to use chemicals such as organic solvents. In addition, if the amount of 
remaining dirt on the sample is very small, if the remaining dirt color is same color of 
sample, the dirt cannot be verified visually. 

In here, it proposes the application of the infrared spectroscopy for improve those problems. 
The method that we propose is non-destructive measurement, quickly and easy. We 
measured an infrared absorption spectrum of a textile by using a FT-IR. And we examined 
the possibility of a composition classification and a mixture ratio calculation by 
chemometrics. These experiments showed that the measurement system was effective. 

5.2 Analysis of the composition and mixture ratio for yarn products by ATR 

5.2.1 Measurement system for yarn products 

Measuring system in this study, FT-IR (IRPrestige-21) and ATR method (DuraSampler-IR) 
was used. Measuring system is shown in Fig.12. The measuring yarn is folded, and set to 
cover on the prism. After, the measurement part of the prism and yarns were contacted by  
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number of the PLS factors. From the comparison of the SEP and SEC, the optimal number of 
PLS factors for this measurement system is considered to be 2 or 3. Thus, with less data in after 
the start of measurement, we shall construct the calibration curve careful in the number of PLS 
factors. To improve measurement accuracy, we need to consider improving the system. If 
increased in the amount of information obtained from absorption spectra, we can be measured 
blood glucose value more accurately. That is, if increased the amount of infrared light obtained 
from the subjects' finger, the measurement accuracy is improved. 

4.6 Conclusion of non-invasive measurement for blood glucose by IR spectroscopy 

We can confirm non-invasive blood glucose measurement system developed in this study is 
effective tools in clinical practice. In this measurement system, there is no pain which was 
felt by many diabetics so far. Because measurement time is 1 minute, it can be measured 
very easily and quickly. There is no stress to the patient, can measure to blood glucose value 
several times a day because the measurement time is very short. 

Future challenges of this study are shown below. The number of subjects and the number of 
measurement times must be increasing. We must show in this measurement reproducibility. 
And, we must show that this system can be applied to any subject. If the blood glucose 
measurement sensor has been developed in this measurement method, future, this research 
will contribute significantly in community of increasing diabetics. 

5. Non-destructive analysis of the composition and mixture ratio for textile 
products based on infrared spectroscopy 
5.1 Background 

This section describes a Non-destructive analysis of the composition and mixture ratio for 
textile products. In Japan, the composition display of textile goods is obligated by the 
“Household Goods Labeling law”. Therefore, analysis of the composition and mixture ratio 
for textile products in accordance with JIS method (L 1030-1,-2) are executed. But, existing 
methods is the destructive inspection, and a lot of time (six hours or more) and proficiency 
is necessary for the analysis. Also has concern about the safety and the environmental 
impact of such tests to use chemicals such as organic solvents. In addition, if the amount of 
remaining dirt on the sample is very small, if the remaining dirt color is same color of 
sample, the dirt cannot be verified visually. 

In here, it proposes the application of the infrared spectroscopy for improve those problems. 
The method that we propose is non-destructive measurement, quickly and easy. We 
measured an infrared absorption spectrum of a textile by using a FT-IR. And we examined 
the possibility of a composition classification and a mixture ratio calculation by 
chemometrics. These experiments showed that the measurement system was effective. 

5.2 Analysis of the composition and mixture ratio for yarn products by ATR 

5.2.1 Measurement system for yarn products 

Measuring system in this study, FT-IR (IRPrestige-21) and ATR method (DuraSampler-IR) 
was used. Measuring system is shown in Fig.12. The measuring yarn is folded, and set to 
cover on the prism. After, the measurement part of the prism and yarns were contacted by  
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Fig. 12. Measurement system for yarn products 

pressing parts from above. IR spectrum is measured with this device. It is quickly because 
the measurement time is about two minute. The resolution, the accumulation, the measuring 
wavenumber range set at 4 cm-1, 50 times, 4000~500cm-1 (wavelength 2.5~20 μm) 
measurement condition. 

5.2.2 Analysis of the composition of yarn products 

We used 7 samples, Cotton, Silk, Hemp, Wool, Polyester, Rayon, and PET. We used the 
KNN method to determine the composition of textile products. Building a KNN space was 
divided into seven classes by type for each spectrum. KNN space was built by a total 140 
spectra by 20 spectra for each sample. 10 spectra of each sample as an unknown sample are 
put into space. We tried each spectrum to be divided into classes. KNN space was 
constructed in wavenumber range in 1800-650 cm-1. Because, there were characteristic peaks 
of each samples in this wavenumber range. 

The result of qualitative analysis for each sample is shown in Table 4. Results showed that 
all samples are classified correctly from Table 4. Therefore, it is possible to the qualitative 
evaluation in a single composition yarn by this measurement method. We were able to 
determine the cellulose yarns of cotton and hemp, is very good results. 

Infrared absorption spectra of cotton and hemp are shown in Fig.13. These spectra in Fig.13 
are very similar, because the main component of cotton and hemp is cellulose. Very 
different point is the absorbance intensity of 1180 cm-1 (Arrow in Fig.13). This absorbance  

Cotton Silk Wool Hemp Polyester Rayon PET
Cotton 10/10 0/10 0/10 0/10 0/10 0/10 0/10

Silk 0/10 10/10 0/10 0/10 0/10 0/10 0/10
Wool 0/10 0/10 10/10 0/10 0/10 0/10 0/10
Hemp 0/10 0/10 0/10 10/10 0/10 0/10 0/10

Polyester 0/10 0/10 0/10 0/10 10/10 0/10 0/10
Rayon 0/10 0/10 0/10 0/10 0/10 10/10 0/10

PET 0/10 0/10 0/10 0/10 0/10 0/10 10/10  
Table 4. The result of qualitative analysis for each sample by KNN 
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Fig. 13. Infrared absorption spectra of cotton and hemp 

intensity difference is the difference between the percentage of cellulose in cotton and hemp. 
And, the cotton and hemp has slightly different components (such as pectin) present, but 
those absorption peaks are very small. In this method to accurately measure this subtle 
difference, qualitative analysis for each yarn was possible. 

5.2.3 Measurement of mixture ratio of mixed yarn 

In textile products, the mixed yarn including multiple compositions is present. In the mixed 
yarn should seek the composition and percentage of each composition. Measurement of 
composition percentage of mixed yarn, we used cotton and polyester mixed yarn samples 45 
kinds. These yarns were measured 5 times each spectrum, the average of the measured 
spectra. Developing a calibration curve by PLSR, focusing on the absorbance wavenumber 
specific absorption peaks in the components of the cotton and polyester in average spectra. 
Substituting the spectrum of the unknown sample to the calibration curve, calculated the 
composition percentage of cotton. 

The absorption spectra of the yarn are shown in Fig.14. In the Fig.14, "C" shows for the 
percentage of cotton, and "P" shows for the percentage of polyester (C100P0 : 100% cotton 
yarn, C90P10 : 90% cotton and 10% polyester mixed yarn,... , C0P100 : 100% polyester yarn). 
These absorption spectra are changing the percentage of mixed of the cotton and polyester in 
increments of 10 %. There are several wavenumber ranges of absorbance changing just like the 
mixture ratio. The absorbance of 3392 cm-1, 1624 cm-1, 1226~1039 cm-1 peaks are proportional 
to the percentage of cotton. And, the absorbance of1738 cm-1, 1409 cm-1, 1298 cm-1 peaks are 
proportional to the percentage of polyester. Therefore, by analysis in the wavenumber range 
including these characteristic absorption peaks, we can determine the mixture ratio. Using the 
spectra of cotton and polyester mixed yarn, the results of PLSR in wavenumber range in 
3000~700 cm-1 is shown in Fig.15-A. The absorption spectrum was subjected to spectral 
correction and differential for the measurement S/N ratio in order to standardize. The 
horizontal axis represents the composition percentage of cotton, and the vertical axis is the 
estimated value of cotton from the PLSR. The results of the correlation coefficient and the 
measurement accuracy (SEC) were 0.988 and ±3.4%. This result indicates a highly significant 
correlation. This calibration curve is considered to be reasonable. Thus, this calibration curve is 
good result, we used this calibration curve of cotton and polyester mixed yarn.  
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Fig. 13. Infrared absorption spectra of cotton and hemp 

intensity difference is the difference between the percentage of cellulose in cotton and hemp. 
And, the cotton and hemp has slightly different components (such as pectin) present, but 
those absorption peaks are very small. In this method to accurately measure this subtle 
difference, qualitative analysis for each yarn was possible. 

5.2.3 Measurement of mixture ratio of mixed yarn 

In textile products, the mixed yarn including multiple compositions is present. In the mixed 
yarn should seek the composition and percentage of each composition. Measurement of 
composition percentage of mixed yarn, we used cotton and polyester mixed yarn samples 45 
kinds. These yarns were measured 5 times each spectrum, the average of the measured 
spectra. Developing a calibration curve by PLSR, focusing on the absorbance wavenumber 
specific absorption peaks in the components of the cotton and polyester in average spectra. 
Substituting the spectrum of the unknown sample to the calibration curve, calculated the 
composition percentage of cotton. 

The absorption spectra of the yarn are shown in Fig.14. In the Fig.14, "C" shows for the 
percentage of cotton, and "P" shows for the percentage of polyester (C100P0 : 100% cotton 
yarn, C90P10 : 90% cotton and 10% polyester mixed yarn,... , C0P100 : 100% polyester yarn). 
These absorption spectra are changing the percentage of mixed of the cotton and polyester in 
increments of 10 %. There are several wavenumber ranges of absorbance changing just like the 
mixture ratio. The absorbance of 3392 cm-1, 1624 cm-1, 1226~1039 cm-1 peaks are proportional 
to the percentage of cotton. And, the absorbance of1738 cm-1, 1409 cm-1, 1298 cm-1 peaks are 
proportional to the percentage of polyester. Therefore, by analysis in the wavenumber range 
including these characteristic absorption peaks, we can determine the mixture ratio. Using the 
spectra of cotton and polyester mixed yarn, the results of PLSR in wavenumber range in 
3000~700 cm-1 is shown in Fig.15-A. The absorption spectrum was subjected to spectral 
correction and differential for the measurement S/N ratio in order to standardize. The 
horizontal axis represents the composition percentage of cotton, and the vertical axis is the 
estimated value of cotton from the PLSR. The results of the correlation coefficient and the 
measurement accuracy (SEC) were 0.988 and ±3.4%. This result indicates a highly significant 
correlation. This calibration curve is considered to be reasonable. Thus, this calibration curve is 
good result, we used this calibration curve of cotton and polyester mixed yarn.  
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Fig. 14. The infrared absorption spectra of the mixed yarns 

And for the validated on calibration curve, the 10 samples were measured. The validation 
result of the calibration curve is shown in Fig.15-B. The result of SEP is ±6.2%. To view the 
percentage of mixed yarn in increments of 5 %, measurement error is preferably less than ± 
2.5%. This result cannot accurately display the percentage of mixed yarn. As a cause, it is a 
small number of spectrum using in the calibration curve. Therefore, the next a problem to be 
solved, increased the number of spectra without lowering the accuracy of the SEC, and to 
create a more reliable calibration. If we have overcome the challenges, it is possible to 
reduce the SEP of the percentage of mixed yarn, and possible to measure accurately the 
percentage of mixed yarn. 

 
(A)The calibration curve     (B) The validation result 

Fig. 15. The calibration curve and validation result for mixed yarn 
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5.3 Analysis of the composition and mixture ratio for fabric products by diffuse 
reflection method 

5.3.1 Measurement system for fabric products 

There are yarn products as well as a lot of fabrics products. We have to measure analysis of 
the composition and mixture ratio for fabric products. Measuring system for fabric 
products, FT-IR (IRPrestige-21) and diffuse reflection method (UP-IR) was used. Measuring 
system is shown in Fig.16. The sample fabric is placed to cover the hole of the top of the UP-
IR, and a mirror mounted on the sample fabric. 

 

 
 

Fig. 16. Measurement system for fabric products 

As test samples, we used 38 fabrics of cotton 100%, 42 fabrics of polyester 100%, 71 mixed 
fabrics of cotton - polyester (CP sample). In the sample, there are woven fabric and knitted 
fabric, colour and thickness is different respectively. The ratio of polyester and cotton in 
P/C sample is also various. In measurement of spectrum, measuring range, resolution, and 
accumulation were 4000~700 cm-1, 4 cm-1, and 20 times. In addition,we were measured in 
five points on each sample to measure the entire fabric. 

5.3.2 Analysis of the composition of cotton and polyester fabric products 

The composition of the fabric products were analysed using these absorption spectra and 
SIMCA. The fabric samples are classified into 100% cotton class (Class C), cotton and 
polyester mixed fabric class (Class CP), 100% polyester class (Class P). For the development 
to classification model, the absorption spectra of the 100% cotton and the 100% polyester 
were used each 20 samples (100 spectra), the absorption spectra of mixed fabric were used 
35 sample (175 spectra). The remaining sample spectra were used to validate the 
classification model. We constructed four times classification models by SIMCA, and tried 
the classification of the spectrum. Those models changed random the combination of 
spectrum for class making and spectrum for verification and were constructed. 

The result of constructed classification model is shown in Table 5. A high distinction rate 
was obtained in each model. From these results, the information on each sample was able to 
be extracted accurately by SIMCA. Especially, the percentage of correct answers in Class C  
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Fig. 14. The infrared absorption spectra of the mixed yarns 

And for the validated on calibration curve, the 10 samples were measured. The validation 
result of the calibration curve is shown in Fig.15-B. The result of SEP is ±6.2%. To view the 
percentage of mixed yarn in increments of 5 %, measurement error is preferably less than ± 
2.5%. This result cannot accurately display the percentage of mixed yarn. As a cause, it is a 
small number of spectrum using in the calibration curve. Therefore, the next a problem to be 
solved, increased the number of spectra without lowering the accuracy of the SEC, and to 
create a more reliable calibration. If we have overcome the challenges, it is possible to 
reduce the SEP of the percentage of mixed yarn, and possible to measure accurately the 
percentage of mixed yarn. 
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Fig. 15. The calibration curve and validation result for mixed yarn 
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As test samples, we used 38 fabrics of cotton 100%, 42 fabrics of polyester 100%, 71 mixed 
fabrics of cotton - polyester (CP sample). In the sample, there are woven fabric and knitted 
fabric, colour and thickness is different respectively. The ratio of polyester and cotton in 
P/C sample is also various. In measurement of spectrum, measuring range, resolution, and 
accumulation were 4000~700 cm-1, 4 cm-1, and 20 times. In addition,we were measured in 
five points on each sample to measure the entire fabric. 

5.3.2 Analysis of the composition of cotton and polyester fabric products 

The composition of the fabric products were analysed using these absorption spectra and 
SIMCA. The fabric samples are classified into 100% cotton class (Class C), cotton and 
polyester mixed fabric class (Class CP), 100% polyester class (Class P). For the development 
to classification model, the absorption spectra of the 100% cotton and the 100% polyester 
were used each 20 samples (100 spectra), the absorption spectra of mixed fabric were used 
35 sample (175 spectra). The remaining sample spectra were used to validate the 
classification model. We constructed four times classification models by SIMCA, and tried 
the classification of the spectrum. Those models changed random the combination of 
spectrum for class making and spectrum for verification and were constructed. 

The result of constructed classification model is shown in Table 5. A high distinction rate 
was obtained in each model. From these results, the information on each sample was able to 
be extracted accurately by SIMCA. Especially, the percentage of correct answers in Class C  
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1st 2nd 3rd 4th
Class C 97% 93% 93% 97%

Class CP 95% 94% 96% 97%
Class P 81% 81% 91% 88%  

Table 5. The result of constructed classification model 

and Class CP is all over 90 %. Meanwhile, the percentage of correct answers in Class P is 
lower than other classes. As this cause, it is considered the polyester included different 
components as the polyethylene terephthalate (PET) and poly trimethylene terephthalate 
(PTT). The first differential spectra of cotton and polyester and discrimination power are 
shown in Fig.17. Discrimination power indicates the magnitude of the effect of each 
wavelength, when the samples are classified into each class. By Fig.17, it was confirmed that 
it had been classified by composition information because main peak of discrimination 
power was corresponding to peak of spectra. Therefore, the validity of classification model 
was shown. 

 
Fig. 17. The first differential spectra of cotton and polyester, and discrimination power  

5.3.3 Measurement of mixture ratio of fabric products 

We must seek a mixture ratio of the sample, when the sample is classified as mixed fabric by 
SIMCA method. Therefore, mixed ratio determined using the PLSR. The samples and 
measurement method are same to section 5-3-1. However, the average spectrum of five 
spectra obtained from one sample was used as a measured absorption spectrum of this 
sample. We developed the calibration curve by using absorption spectra and known mixture 
ratio. In this time, the known mixture ratio is used the mixture ratio of the polyester. 
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The measurement result is shown in Fig.18-(A). In this Fig.18-(A), this result has a highly 
significant correlation. And, SEC is 2.9 %. To display in increments of 5 % to the product 
mixture ratio, SEC needs to be less than 2.5 %. If you check the Fig.18-(A), the sample near 
the reference mixture ratio 40~50 % is distant from Y = X. The absorption spectra of this 
sample (Sample-A) and sample of close to the Y = X (Sample-B) are shown in Fig.19. In 
Fig.19, the mixture ratio of two samples is very similar, but, the shape of the absorption 
spectra is different. This was the impact of textile design different of each sample. Ratio of 
the kind of strings that appear on the surface is different by two sides when the composition 
is different because of warp yarn and weft yarn. It influences the spectrum shape. 

 
(A) Calibration curve by normal spectra   (B) Calibration curve by AVE spectra 

Fig. 18. Prediction result of mixture ratio of polyester in normal spectra and average spectra 
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Fig. 19. The absorption spectra of sample A and B 

Consequently, the diffuse reflectance spectrum was acquired on both sides of these samples. 
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1st 2nd 3rd 4th
Class C 97% 93% 93% 97%

Class CP 95% 94% 96% 97%
Class P 81% 81% 91% 88%  

Table 5. The result of constructed classification model 
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in Y = X, and SEC has also improved. Furthermore, this system can be measured mixture 
ratio of mixed fabric products, because we could be obtained the good result which SEC is 
1.8%. 

5.4 Conclusion of non-destructive analysis of the composition and mixture ratio for 
textile product 

In this paper, qualitative analysis of a single composition yarn could determine the exact 
composition of all. And, the measurement of percentage of mixed yarn can build a good 
calibration curve, which can be mixed with non-destructive measurement. IR spectrum with 
each feature of polyester and cotton and CP fabric sample quickly was able to be acquired 
by using the diffused reflection method of FT-IR. It turned out that our method was able to 
be applied from this outcome of an experiment to textile goods. 

In the future, we need to build calibration curves for mixed yarn of other materials. If 
measurement method will be developed, could be proposed as a new method having better 
characteristics for measuring of textile products. The measurement time is about 10 minutes 
in this system. Since this system has the characteristics of these, bring significant benefits to 
such the samples of indestructible material determine the historical artefact and cultural 
heritage. From these results, we propose a new evaluation method of textile products not 
previously exist. 

6. Measurement system of remaining dirt on inner surface of a narrow tubule 
based on infrared spectroscopy 
6.1 Background 

There is surely remaining dirt on the used products. In order to use the product for long 
periods, you need to wash the dirt. Therefore, many studies have been done for the dirty 
washing techniques and cleaning agents, analysis of remaining dirt. It has been researched 
in so many fields as the industrial, medical, food, yarn sector. The study of wash technology 
is so many, but washed cleanliness assessment has been neglected. As one of the reasons, we 
are under the impression that convinced that the product which satisfactory results were 
obtained by visual evaluation has not remaining dirt. 

Especially, in the medical institutions, must be careful to hospital acquired infections. To 
prevent hospital acquired infections, cleanness is essential for all medical equipment. In 
particular, the instruments used in the human body must be aware of the cleanness. If you 
cannot detect small amounts of remaining dirt by visual evaluation, might be robbed a 
life. Therefore, the nurse must evaluate the cleanliness of the equipment used after 
cleaning and sterilizing. So far, the cleanness of medical equipment has been evaluated by 
visual inspection, test soil method or ATP method. But, these measurement methods have 
several disadvantages (individual differences, re-cleaning, numerical evaluation is 
difficult et al). This paper examines the application of qualitative and quantitative 
evaluation to residual contamination on the medical devices by infrared spectroscopy, 
and discussed the possibility of a new cleanness evaluation method. It is also difficult to 
evaluate the cleanness of a narrow tubule which is used by endoscope or drip tube. In this 
study, we developed a measurement system of the remaining dirt on the inner surface of 
narrow tubule. 
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6.2 Measurement system by IR fiber probe method 

By the measurement method of remaining dirt on inner surface of narrow tubule, devised a 
system that combines the cone-shaped mirror and IR fiber probe, as shown in Fig.20. This 
system is inserted into the narrow tubule. Infrared light passing through the fiber probe is 
reflected by the cone-shaped mirror, and to irradiate the inner surface of the narrow tubule. 
If the dirt remains on inner surface of tubule, the infrared light is absorbed by the amount of 
dirt. Absorbed infrared light is reflected by the cone-shaped mirror, and is detected after 
passing through the fiber probe. We measured four times for one measured value. The cone-
shaped mirror (Bottom diameter and Height: 4mm) placed inside the aluminium pipe. The 
fiber probe was arranged on 1 mm distance from the top of the aluminium pipe. We 
measured in this arrangement (1st time), and aluminium pipe was rotated 180 degrees (2nd 
times), and turn aluminium pipe upside down (3rd times), and aluminium pipe was rotated 
180 degrees again (4th times). We averaged the four IR spectra detected in the 
measurements. The resolution, the accumulation, the measuring wavenumber range set at 4 
cm-1, 100 times, 4000~900 cm-1 measurement condition. 

 
Fig. 20. Measurement system of remaining dirt on inner surface of narrow tubule 

6.3 Qualitative analysis of lard 

The remaining dirt of endoscope is excreted from the human body. For example, blood, 
protein and lipid dirt. We used the lard as a model of triolein contained in the lipid dirt. The 
absorption spectra of lard and triolein are shown in Fig.21. Many peaks by lard can be seen 
in spectra (2920 cm-1, 2850 cm-1 : stretching vibrations by CH2 groups, 1470 cm-1 : scissoring 
vibration by CH2 group, 750 cm-1 : bending vibration by CH, 1740 cm-1 : stretching 
vibrations by C=O, 1160 cm-1 : antisymmetric stretching vibrations by CO). From this 
absorption spectrum, lard is the ideal remaining dirt model because is very similar to 
triolein present in the human body. 

In the sample preparation, lard and aluminum pipe (ID: 5 mm, OD: 10mm, height: 8 mm) 
were used as the model substance of the human soil and narrow tubule. Model sample were 
prepared by the following process. Lard is dissolved in the hexane solution. The aluminum 
pipe has been kept in the solution for 1 minute. The sample pipe is left in the laboratory for 
five minutes until the residual hexane is fully evaporated. The dirt on the outer surface of 
aluminum pipe is wiped off. The weight of aluminum pipe before and after these processes 
was measured by using the electronic balance. The weight difference of aluminum pipe was 
used as the remaining amount of the lard (measured value). 
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Fig. 21. The absorption spectra of lard and triolein 

6.4 Cleanness evaluation of inner surface of the narrow tubule by PLSR 

This study uses the PLSR analysis to obtain more accurate information contained in the 
infrared absorption spectrum of contaminants. To measure the amount of remaining dirt on 
the inner surface of the narrow tubules, first, we measured the infrared absorption spectrum of 
a known amount of remaining dirt, and the calibration curve was made using the measured 
infrared spectra by PLSR. Then, measuring the infrared absorption spectrum of an unknown 
amount of remaining dirt samples, we calculated the amount of deposited from the calibration 
curve was constructed. The number of sample are 50 kinds, the average amount of remaining 
lard is 0.65mg. As a cleanness evaluation of inner surface of the tubule, calibration curves were 
constructed with the PLSR. The analysis wavenumber range is 1800~1000 cm-1.  

The correlation scatter diagram of the calibration curve is shown in Fig.22-(A). The 
absorption spectrum was subjected to spectral correction and differential for the 
measurement S/N ratio in order to standardize. The horizontal axis represents the amount 
of lard, the vertical axis is the estimated weight obtained from the PLSR. The results of the 
correlation coefficient and the SEC were 0.843 and ± 0.19 mg/cm2. This result indicates a 
highly significant correlation. This calibration curve is considered to be reasonable. The 
main causes of this, many lard information was considered obtained more than a single 
absorption peak because we analyzed a wide wavenumber band including a plurality of 
absorption peaks on the infrared spectra. 

And for the validated on calibration curve, the 10 samples were measured. The estimated 
remaining dirt value is calculated from assign the measured spectra to a calibration curve. 
And, we weighed the samples, obtained this weight as the reference value. The validation 
result of the calibration curve is shown in Fig.22-(B). The results of the correlation coefficient 
is 0.957, and the SEP is ± 0.10 mg. EI (Evaluation index) method was applied for validation 
of the calibration curve, the EI value was shown to 21.5%. This value is classified into highly 
practical rank B. Thus, the amount of remaining dirt on the inner surface of narrow tubule 
could be measured quantitatively. And shown in Fig.22-(B), substituting the infrared 
absorption spectrum of minimum coating weight was calculated 0.08 mg by the calibration 
curve, the detection limit of this method is considered to be less than 0.08mg, as well as 
other measurement method. These results lead us to the conclusion that the cleanness on the 
inner surface of narrow tubule can be measured by this measurement system. 
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(A) The calibration curve for cleanness     (B) The validation result of calibration curve 

Fig. 22. The calibration curve and the validation result 

6.5 Conclusion of cleanness evaluation by IR spectroscopy 

The results obtained in this study, this measurement system was only possible to evaluate 
the cleanness of the inner surface of a narrow tubule. 

The measurement time is about 2 minutes, which is shorter than the other measurement 
methods. In addition, this system is possible to measure in non-contact and non-destructive, 
because only the infrared light irradiation. And, we can detect the multiple dirt by using FT-
IR. Therefore, even if protein and blood are remained together with lipid contamination, 
respectively dirt can be detected by this measurement method. 

The next challenge is to integrate the fiber and the cone-shaped mirror. When we overcome 
the next challenges, this measurement system also can be used to long narrow tubules. If 
there is no dirt, the absorption peak is not detected, only if the dirt is remaining, to detect 
infrared spectra. From the position of the fiber probe when dirt is detected, the remaining 
dirt position can be identified. The type of remaining dirt can be identified from the shape of 
infrared absorption spectrum, and the amount of remaining dirt is detected by using a 
calibration curve. 

By the characteristics of more than, this measurement system has so many advantages, we 
report as a new method of measuring remaining dirt. Thus, this system is possible to 
evaluate the cleanliness of the inner surface in narrow tubules. And can be reduce the risk of 
nosocomial infections in clinical practice. 

7. Conclusion 
As has been mentioned above, a non-destructive measurement can perform in many areas 
by using FT-IR. And, Infrared spectroscopy can be measured in quickly, non-contact, non-
destructive. Therefore, various sensors will be able to develop by devise of measurement 
method and analysis method. Infrared spectroscopy can measure liquids and gases. In 
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Fig. 21. The absorption spectra of lard and triolein 
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addition, infrared spectroscopy can also detect very small concentrations and small 
quantities such as invisible. So, you will be able to be developed a better measurement 
systems and sensors that measure did not previously exist. 

Challenges of Infrared Spectroscopy, is miniaturization or lighter or less expensive. In the 
now, these challenges are resolved in the near infrared wavelength range. However, in the 
mid-infrared wavelength range has not yet been resolved. This is a challenge must be 
overcome if you want to commercialization. However, if you will be successfully to size 
down, would be used as more advanced sensors. By using infrared spectroscopy, it will be 
developed a sensor that can measure accurately than current sensors. We want to propose, 
the Infrared spectroscopy is not just equipment but can be applied to a variety of 
measurements. We are wishing, in the future, infrared spectroscopy research will be 
expanded, and, FT-IR become more familiar measuring device. If that era will be arrival, the 
people would be receiving significant benefits from the infrared spectroscopy. 
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Brain Activity and Movement Cognition – 
Vibratory Stimulation-Induced  

Illusions of Movements 
Shu Morioka 
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Japan 

1. Introduction 
Feedback information on movement from the musculoskeletal system plays an important 
role in appropriate control of movement as well as acquisition of new movements. 
Especially, information on limb movement and location of the movement conveyed from the 
musculoskeletal system to the brain is assumed to play an essential role in the creation of a 
body image in the brain. When human limbs actually move, multiple pieces of sensory 
information are input into the brain by the skin, muscles, joints, etc. Information from 
muscle spindles has been demonstrated to be most important for cognition of limb 
movement.1,2) 

A sense of movement can be intentionally aroused by imposing vibratory stimulus to the 
tendon, regardless of whether actual movement takes place. Such stimulation makes muscle 
spindles discharge signals as afferent impulses toward the brain. A human recipient of these 
impulses feels movement of the body in an illusion through perception of muscle extension. 
(Fig. 1)1) This illusion is elicited mainly by activation of Ia fibers from the muscle spindle. In 
usual movements, muscle spindles are activated as the muscle is extended. Therefore, if 
vibratory stimulus activates muscle spindles, information on movement is conveyed to the 
brain as if the muscle were extended. Hence, a subject can experience limb movement 
during vibratory stimulation of the tendon despite the absence of actual limb movement. 
Specifically, tendon stimulation by vibration can induce a sense of movement in the absence 
of real movement. If brain activity at that moment can be detected, it is possible to study 
brain activity at the time movement is perceived.  

In fact, it was demonstrated that the motor area contralateral to the stimulated limb was 
activated when illusory hand joint extension was produced by vibratory stimulation of the 
hand extensor tendon.3) It was, however, reported that the brain was predominantly active 
in the right hemisphere irrespective of which hand was stimulated as far as premotor and 
parietal areas were concerned.4) Such vibratory stimulation-based illusory movement-
induced activity of the brain is nearly identical to that occurring during real movement; this 
is especially true of premotor and supplementary motor areas, the cerebellum, and the 
parietal lobe.5) On the other hand, when the hand extensor tendon is stimulated with 
vibration while an object is being held by the hand, an illusory sense of both hand flexion  
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addition, infrared spectroscopy can also detect very small concentrations and small 
quantities such as invisible. So, you will be able to be developed a better measurement 
systems and sensors that measure did not previously exist. 

Challenges of Infrared Spectroscopy, is miniaturization or lighter or less expensive. In the 
now, these challenges are resolved in the near infrared wavelength range. However, in the 
mid-infrared wavelength range has not yet been resolved. This is a challenge must be 
overcome if you want to commercialization. However, if you will be successfully to size 
down, would be used as more advanced sensors. By using infrared spectroscopy, it will be 
developed a sensor that can measure accurately than current sensors. We want to propose, 
the Infrared spectroscopy is not just equipment but can be applied to a variety of 
measurements. We are wishing, in the future, infrared spectroscopy research will be 
expanded, and, FT-IR become more familiar measuring device. If that era will be arrival, the 
people would be receiving significant benefits from the infrared spectroscopy. 
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1. Introduction 
Feedback information on movement from the musculoskeletal system plays an important 
role in appropriate control of movement as well as acquisition of new movements. 
Especially, information on limb movement and location of the movement conveyed from the 
musculoskeletal system to the brain is assumed to play an essential role in the creation of a 
body image in the brain. When human limbs actually move, multiple pieces of sensory 
information are input into the brain by the skin, muscles, joints, etc. Information from 
muscle spindles has been demonstrated to be most important for cognition of limb 
movement.1,2) 

A sense of movement can be intentionally aroused by imposing vibratory stimulus to the 
tendon, regardless of whether actual movement takes place. Such stimulation makes muscle 
spindles discharge signals as afferent impulses toward the brain. A human recipient of these 
impulses feels movement of the body in an illusion through perception of muscle extension. 
(Fig. 1)1) This illusion is elicited mainly by activation of Ia fibers from the muscle spindle. In 
usual movements, muscle spindles are activated as the muscle is extended. Therefore, if 
vibratory stimulus activates muscle spindles, information on movement is conveyed to the 
brain as if the muscle were extended. Hence, a subject can experience limb movement 
during vibratory stimulation of the tendon despite the absence of actual limb movement. 
Specifically, tendon stimulation by vibration can induce a sense of movement in the absence 
of real movement. If brain activity at that moment can be detected, it is possible to study 
brain activity at the time movement is perceived.  

In fact, it was demonstrated that the motor area contralateral to the stimulated limb was 
activated when illusory hand joint extension was produced by vibratory stimulation of the 
hand extensor tendon.3) It was, however, reported that the brain was predominantly active 
in the right hemisphere irrespective of which hand was stimulated as far as premotor and 
parietal areas were concerned.4) Such vibratory stimulation-based illusory movement-
induced activity of the brain is nearly identical to that occurring during real movement; this 
is especially true of premotor and supplementary motor areas, the cerebellum, and the 
parietal lobe.5) On the other hand, when the hand extensor tendon is stimulated with 
vibration while an object is being held by the hand, an illusory sense of both hand flexion  
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Fig. 1. Schema of tendon stimulation-induced illusory movement 

and of the object moving in the same direction is felt. When an object is felt to move in an 
illusion, the left hemisphere is predominantly activated and regions of interest are the lobule 
of the inferior parietal lobe and Brodmann's area 44/45.6-8) 

However, when an object is placed within the angle of a self-experienced illusion without 
the object being grasped, it remains to be clarified how much such visual information 
influences the degree of illusory movement and how the brain is activated. This chapter 
reports such influences as well as brain activity as explored by functional near-infrared 
spectroscopy (fNIRS). 

2. Methods 
2.1 Subjects 

Eight healthy adults in their 20s were initially examined for the intensity of the sensation of 
illusory movement after vibratory stimulation of the hand extensor tendon using the 
vibratory stimulation apparatus described below. Intensity was graded on a 5-stage scale. 
The 7 individuals who were assessed as having scale 4 (strong illusory sensation) or greater 
were studied. These 7 subjects were observed for brain activity when they experienced 
illusory sensations and were found to have increased blood flow in the area that responded 
to illusory movement sensation.6) They were therefore considered eligible for this study. 
According to the Helsinki Declaration, they were given an explanation about the purpose of 
this study before providing written informed consent. 

2.2 Vibratory stimulation apparatus 

We used the SL-0105 LP (Asahifactory Corp., Tokyo) (Fig. 2) for vibratory stimulation under 
conditions of frequency of 80 Hz and intensity of 0.2 – 0.3, which was reported to most  
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         a)                b) 
a) Apparatus is in contact with the hand extensor tendon to elicit an illusion of hand joint flexion. 
(Situation 1) 
b) Illustration of illusory movement. 

Fig. 2. Application of vibratory stimulus  

efficiently excite illusions by an earlier study.4) There were two experimental situations. In 
situation 1, vibratory stimulation was imposed to the hand extensor tendon without placing 
an object near the subject; In situation 2, stimulation was similarly imposed with an object 
(umbrella) standing upright within range of illusory flexion. (Fig. 3) In either situation, the 
skin near the tendon was stimulated, which served as a control. The purpose of this 
stimulation was to acquire data on brain activity that was elicited when skin irritation 
receptors (Meissner corpuscles, Pacinian corpuscles, etc.) were excited that could be 
subtracted from data acquired by tendon stimulation so that pure illusory brain activity 
could be calculated.  

 
Fig. 3. An object (umbrella) is placed within range of illusory movement. Situa (tion 2) 

2.3 Protocol of tasks 

A task to create an illusion for a period of more than 20 seconds was imposed between two 
10-second resting times. This session was uninterruptedly repeated under each situation. 
The illusory flexion angle was estimated as follows. After accomplishment of a task, a 
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subject was requested to reenact with an actual motion the illusory limb movement and the 
flexion angle was measured with an electric geniometer (SG150, Biometrics, Phoenix).  

2.4 Measurement by fNIRS 

Cerebral blood flow was measured using fNIRS FOIRE-3000 (Shimazu Co., Kyoto). (Fig. 4) 
Probes were fixed using a flexible holder to cover the entire head, which was placed on the 
surface of the scalp covering the bilateral frontal and parietal lobes. (Fig. 4) The distance 
between the pair of emission and detector probes was 3.0 cm and the pair was set as a 
channel (ch). The Cz of the International 10-20 method for EEG was set at the point where a 
line drawn between the bilateral external auditory pores and a perpendicular line from the 
nose intersect. Emission probe #7 was placed at the Cz to allow measurement sites be shared 
equally by all the subjects. Fifteen emission probes (E) and detection probes (D), 
respectively, were placed in a 5X6 arrangement in order starting from the left forehead. It 
total, 49 channels were provided. (Fig. 5) To prevent the hair from protruding, fibers (multi-
component glass band fibers) were set through the hair to a fiber holder to ensure that 
their tips contacted the scalp.  

 
Emission and detector probes are placed at a distance of 3 cm from each other and each pair of probes 
works as a channel. 

Fig. 4. Subject wearing flexible probe holder covering the entire scalp.  

2.5 Data analysis 

Brain active sites were identified using 3 SPACE FASTRAK (POLHEMU Co., Vermont) and 
were superimposed on images obtained by magnetic resonance imaging (MRI) using 
FUSION imaging software (Shimazu, Co., Kyoto).  

Oxidized hemoglobin (oxy-Hb) levels at tendon stimulation acquired from 3 continuous 
task sessions were averaged to get an arithmetic mean from which another arithmetic mean, 
that which was similarly acquired as the skin was stimulated, was subtracted. Final values 
were statistically analyzed. Since it is known that there is a time lag of several seconds 
between the onset of neural activity and change in cerebral blood flow as detected by fNIRS,  
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   A                   B 
      red circle: emission probe 
      blue circle: detection probe 
      white band: ch 

Emission probe #7 was placed at the Cz (panel A) as defined by the International 10-20 method so that 
measurement sites were the same in all subjects (panel B).  

Fig. 5. Schematic arrangement of emission and detection probes. 

levels of oxy-Hb acquired over the first 5 seconds were discarded and levels obtained over 
another 5 seconds were subjected to analysis during both tasks and resting times. 
Furthermore, the issue of optical path length was solved by calculation of effect sizes (=[(an 
arithmetic mean value of oxy-Hb levels at a task ) – (that at a resting time)]/standard 
deviation at a resting time).9) In addition, effect sizes were separately averaged for each 
region of interest. Specifically they were analyzed as follows: ch 1, 2, 5, 6, 10, and 11 
representing the right parietal lobe; ch 3, 4, 8, 9, 12, and 13, the left parietal lobe; ch 14 -27, 
bilateral sensorimotor areas; ch 28, 29, 32, 33, 37, 38, 41, 46, and 47, the right premotor area; 
and ch 30, 31, 35, 36, 44, 45, 48, and 49, the left premotor area. (Fig. 6)  

Differences in brain activity between situations 1 and 2 were tested with Wilcoxon matched-
pairs signed-ranks test. Angles of illusions were analyzed by the t-test. Pearson's correlation 
coefficients were calculated to examine relations between differences in the angles of 
illusions between situations 1 and 2 and similar differences in the brain activity. Level of 
significance was set as p < 0.05. 

3. Results 
Angles of the illusion were significantly decreased in situation 2 compared to situation 1 
(Fig. 7, p < 0.05), while brain activity in the premotor area as assessed by effect size was 
reduced in situation 2. To confirm this finding, cerebral areas related to these channels were 
superimposed on MRI images and were identified as the right premotor area. (Fig. 8) On the 
other hand, there was a positive relationship, although not significant (p = 0.17), between a 
decrease in illusion angles and a reduction in activity in the right premotor area (r = 0.58). 
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Channels were grouped into 5 regions and effect sizes from each region were averaged. 

Fig. 6. Schema of regions of interest analysis 

 

 
 

* P<0.05 

Situation 1: No object is presented, Situation 2: An object is presented. 
There is a significant reduction of flexion angles in situation 2 compared to situation 1. In other words, 
object presentation reduces the degree of illusory hand joint flexion. 

Fig. 7. Differences in angles of hand joint flexion between Situations 1 and 2 
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           Situation 1     Situation 2 
Warm colors denote a relative increase in blood flow, while cold colors denote a relative decrease in 
blood flow. 
In situation 2, in the right premotor area there is a reduction in activity compared to situation 1. (Arrow 
within circle) 

Fig. 8. Comparison of cerebral cortical activities between situations 1 and 2. 

4. Discussion 
The present results clarified that the angle of illusion was decreased by placing a visible 
object within the range of illusory movement of the subject’s own hand. It is therefore 
evident that visual sensation can modify illusory movement, indicating that the 
environment largely influences movement cognition. The effect size of the channels 
corresponding to the right premotor area were significantly reduced when vibratory 
stimulation was given in the presence of a visible object in comparison with absence of an 
object. In summary, the reduction in activity of the right premotor area was assumed to 
have diminished illusory movement as suggested by a positive correlation between 
intensities of the area activity and those of the illusion. That this correlation was not 
significant may have been because of the small subject population. It was thus clear that the 
activity of the premotor area of the right hemisphere influenced perception of movement 
and that the degree of activation of the right premotor area was involved in formation or 
suppression of movement perception. 

The right premotor area is the region responsible for bodily self-attribution as evidenced by 
Ehrsson et al.10) Evidence of the predominance of the right hemisphere in illusory perception 
of limb movement elicited by tendon vibration was also reported.8) Our present study added 
new information that a decline in activity in the premotor area suppressed illusory 
movements. Pinocchio’s illusion11) helps explain this observation. When an illusory 
movement of elbow extension is provoked by vibratory stimulation with your nose being 
pinched, you feel as if your nose got longer. This phenomenon occurs to clear up a 
contradiction between illusory limb movements and constant input of tactile sensation from 
the nose. In this study, the subject should have touched an object due to illusory movements 
if it had existed within the illusory angle of the subject’s own hand. Our results suggested 
that the degree of illusory movements was lowered due to lack of tactile sensation and that 
the right premotor area might be involved in variability of illusory movements. 

From these results it was clarified that movement perception based on activity of muscle 
spindles was easily modified by a change in visual information even though the intensity of 
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movement of elbow extension is provoked by vibratory stimulation with your nose being 
pinched, you feel as if your nose got longer. This phenomenon occurs to clear up a 
contradiction between illusory limb movements and constant input of tactile sensation from 
the nose. In this study, the subject should have touched an object due to illusory movements 
if it had existed within the illusory angle of the subject’s own hand. Our results suggested 
that the degree of illusory movements was lowered due to lack of tactile sensation and that 
the right premotor area might be involved in variability of illusory movements. 

From these results it was clarified that movement perception based on activity of muscle 
spindles was easily modified by a change in visual information even though the intensity of 
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vibratory stimulus was fixed. Namely, bottom-up processing of sensory information from 
afferent fibers is influenced by its top-down processing. On the other hand, it remains 
unclear what directly reduced the activity of the right premotor area. To answer this 
question, it is necessary to examine if an object presented outside the angle of illusion 
changes the degree of illusory movements. In addition, it will be necessary to study the 
status of activities of visual cortical areas as well as of prefrontal areas rather than study 
premotor areas. 
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1. Introduction 
Breathing may have dramatic effects on the human cerebral blood flow (CBF) and cognition. 
This was already known long time ago to Chinese (Li Xiuling, 2003), Hindus 
(Kuvalayananda, 1983) and Tibetans (Mullin, 1996). The main parameter influencing the 
CBF is the arterial partial pressure of carbon dioxide (PaCO2). About 70% increase in PaCO2 
may double the blood flow (Sokoloff, 1989, Guyton, 1991). The increase of blood flow to the 
brain results in an increase of nutrients and oxygen, which may influence to great extent 
brain's physiology.  

On the other hand lowering the PaCO2 through hyperventilation found an application in 
neurosurgery (Feihl and Perret, 1994). 

An evaluation of the CBF dependence on PaCO2 was given by Gersten (Gersten, 2011). The 
human normal value of PaCO2 is about 40 mmHg. Fig. 1 depicts our estimation of the 
changes of CBF as a result of changing PaCO2 from normal. The estimate is based on the 
data of Refs. (Reivich  1964, Ketty and Schmidt 1948, Raichle et all 1970). An increase of only 
12.5% from normal in PaCO2 leads to the state of hypercapnia (PaCO2  above 45 mm Hg).  

With aging both CBF and PaCO2 tends to fall down, therefore breathing exercises (or 
procedures) with the aim to increase PaCO2 and CBF might be important in preventing and 
alleviating neurodegenerative diseases. They may be also important in improving 
intellectual abilities. The amount of PaCO2 in our arteries is proportional to the CO2 which 
was metabolized by the organism and inversely proportional to the lung ventilation (i.e. to 
the amount of air exchanged  between the lungs and the environment in one minute). 
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vibratory stimulus was fixed. Namely, bottom-up processing of sensory information from 
afferent fibers is influenced by its top-down processing. On the other hand, it remains 
unclear what directly reduced the activity of the right premotor area. To answer this 
question, it is necessary to examine if an object presented outside the angle of illusion 
changes the degree of illusory movements. In addition, it will be necessary to study the 
status of activities of visual cortical areas as well as of prefrontal areas rather than study 
premotor areas. 
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Fig. 1. Estimated changes of human CBF from normal (100%) against 2PaCO . Normal 

2PaCO =40 mm Hg is assumed, it corresponds to ordinate value of 100%. From (Gersten, 
2011). 

An instantaneous way to change PaCO2 can be accomplished by influencing the ventilation. 
Respiratory periodicities were observed  in fMRI, but they were treated as artifacts 
(Windischberger et al., 2002) or as a noise (Raj et al., 2001). The main research effort was 
directed towards the elimination of the effect of the respiratory periodicities. Our aim is to 
study the effect of respiration on brain's oxygenation and performance.  

Near infrared spectroscopy (NIRS) is an efficient way to probe brain's oxygenation (Rolfe, 
2000; Thavasothy et al., 2002; Elwell et al., 1996). Brain oxygenation increases with an 
increase of PaCO2 (Imray et al.,2000, Thavasothy et al., 2002). In this chapter we examine the 
dependence of brain's oxygenation on PaCO2.  

The technique of near infrared spectroscopy (NIRS) allows to measure the oxygenation of 
the brain tissue. The particular problems involved in detecting regional brain oxygenation 
(rSO2) are discussed. The dominant chromophore (light absorber) in tissue is water. Only in 
the NIR light region of 650-1000 nm, the overall absorption is sufficiently low, and the NIR 
light can be detected across a thick layer of tissues, among them the skin, the scull and the 
brain. In this region, there are many absorbing light chromophores, but only three are 
important as far as the oxygenation is concerned. They are the hemoglobin (HbO2), the 
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deoxy-hemoglobin (Hb) and cytochrome oxidase (CtOx). In the last 20 years there was an 
enormous growth in the instrumentation and applications of NIRS.  

The devices that were used in our experiments were : Somanetics's INVOS Brain Oximeter 
(IBO) and Toomim's HEG spectrophotometer. The performances of both devices were 
compared including their merits and drawbacks. The IBO is based on extensive efforts of an 
R&D group to develop a reliable device, which measures well the rSO2. It is now used 
efficiently in operating rooms, saving human lives and expenses. Its use for research 
however has two drawbacks: the sampling rate is too small and the readings are limited to 
only two significant digits. The HEG device does not have these drawbacks, but is not 
developed sufficiently at this time to measure rSO2. We have measured the HEG readings 
and compared them with the rSO2 readings of the IBO. Our findings show that the HEG can 
be used to measure relative changes of rSO2.  

Results of an experiment are presented whose aim is to explore the relationship between 
respiration and cerebral oxygenation. Measurements of end tidal CO2 (EtCO2) were taken 
simultaneously with cerebral oxygen saturation (rSO2) using the INVOS Cerebral Oximeter 
of Somanetics. Due to the device limitations we could explore only subjects who could 
perform with a breathing rate of around 2/min or less. Six subjects were used who were 
experienced in yoga breathing techniques. They performed an identical periodic breathing 
exercise including periodicity of about 2/min. The results of all six subjects clearly show a 
periodic change of cerebral oxygenation with the same period as the breathing exercises. 
Similar periodic changes in blood volume index were observed as well.  

We tested the hypothesis that simple breathing exercises may significantly increase cerebral 
blood flow (CBF) and/or cerebral oxygenation. Eighteen subjects ranging in age from 
nineteen to thirty nine participated in a four-stage study during which measurements of end 
tidal CO_2 (EtCO2 - by capnometer) and local brain oxygenation (by near-infrared 
spectroscopy (NIRS) sensor) were taken. The four stages were 1) baseline, 2) breathing 
exercises, 3) solving an arithmetic problem, and 4) biofeedback. During the breathing 
exercises there was a significant increase in EtCO2 indicating a significant increase in global 
CBF. The increase in global CBF was estimated on the basis of a theoretical model. During 
the arithmetic and biofeedback tasks there was a significant increase in the local (Fp1) 
oxygenation, but it varied between the different participants. The results may lead to new 
clinical applications of CBF and brain oxygenation monitoring and behavioral control.  

2. Fundamentals of NIRS 
The study of the human brain made a big step forward with the introduction of  
noninvasive techniques, among them the near-infrared  spectroscopy (NIRS). This technique 
allows to measure the oxygenation of the brain tissue (Alfano et al., 1997, 1998; Chance 1998, 
1998a; Delpy and Cope, 1997; Hoshi, 2003; Obrig, 2003; Rolfe, 2000; Strangman et al., 2002). 

The light, with wavelengths 650-1000 nm, penetrates superficial layers of the human body, 
among them the skin, the scull and the brain. It is either scattered within the tissue or 
absorbed by absorbers present in the tissue (chromophores).  

The visible light has wavelengths 400-700 nm, some individuals can see up to 760 nm. 
Formally, the red light extends within the wavelengths of 630-760 nm, and the near infrared 
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deoxy-hemoglobin (Hb) and cytochrome oxidase (CtOx). In the last 20 years there was an 
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compared including their merits and drawbacks. The IBO is based on extensive efforts of an 
R&D group to develop a reliable device, which measures well the rSO2. It is now used 
efficiently in operating rooms, saving human lives and expenses. Its use for research 
however has two drawbacks: the sampling rate is too small and the readings are limited to 
only two significant digits. The HEG device does not have these drawbacks, but is not 
developed sufficiently at this time to measure rSO2. We have measured the HEG readings 
and compared them with the rSO2 readings of the IBO. Our findings show that the HEG can 
be used to measure relative changes of rSO2.  

Results of an experiment are presented whose aim is to explore the relationship between 
respiration and cerebral oxygenation. Measurements of end tidal CO2 (EtCO2) were taken 
simultaneously with cerebral oxygen saturation (rSO2) using the INVOS Cerebral Oximeter 
of Somanetics. Due to the device limitations we could explore only subjects who could 
perform with a breathing rate of around 2/min or less. Six subjects were used who were 
experienced in yoga breathing techniques. They performed an identical periodic breathing 
exercise including periodicity of about 2/min. The results of all six subjects clearly show a 
periodic change of cerebral oxygenation with the same period as the breathing exercises. 
Similar periodic changes in blood volume index were observed as well.  

We tested the hypothesis that simple breathing exercises may significantly increase cerebral 
blood flow (CBF) and/or cerebral oxygenation. Eighteen subjects ranging in age from 
nineteen to thirty nine participated in a four-stage study during which measurements of end 
tidal CO_2 (EtCO2 - by capnometer) and local brain oxygenation (by near-infrared 
spectroscopy (NIRS) sensor) were taken. The four stages were 1) baseline, 2) breathing 
exercises, 3) solving an arithmetic problem, and 4) biofeedback. During the breathing 
exercises there was a significant increase in EtCO2 indicating a significant increase in global 
CBF. The increase in global CBF was estimated on the basis of a theoretical model. During 
the arithmetic and biofeedback tasks there was a significant increase in the local (Fp1) 
oxygenation, but it varied between the different participants. The results may lead to new 
clinical applications of CBF and brain oxygenation monitoring and behavioral control.  

2. Fundamentals of NIRS 
The study of the human brain made a big step forward with the introduction of  
noninvasive techniques, among them the near-infrared  spectroscopy (NIRS). This technique 
allows to measure the oxygenation of the brain tissue (Alfano et al., 1997, 1998; Chance 1998, 
1998a; Delpy and Cope, 1997; Hoshi, 2003; Obrig, 2003; Rolfe, 2000; Strangman et al., 2002). 

The light, with wavelengths 650-1000 nm, penetrates superficial layers of the human body, 
among them the skin, the scull and the brain. It is either scattered within the tissue or 
absorbed by absorbers present in the tissue (chromophores).  

The visible light has wavelengths 400-700 nm, some individuals can see up to 760 nm. 
Formally, the red light extends within the wavelengths of 630-760 nm, and the near infrared 
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light within 760-1400 nm. However, these terms are not precise, and are used differently in 
various studies. Here we will refer to the near infrared light as having the spectrum of 650-
1000 nm, i.e. the light that penetrates superficial layers of the human body. 

The dominant chromophore in tissue is water. It absorbs strongly below 300 nm and above 
1000 nm. The visible part of the light spectrum, between 400 and 650 nm, is almost non-
transparent due to strong absorption of hemoglobin and melanin. Only in the NIR light 
region of 650-1000 nm, the overall absorption is sufficiently low, and the NIR light can be 
detected across a thick layer of tissue.  

In the following pages, we will be concerned with utilizing the NIR light to determine the 
oxygenation of the brain tissue. In the rather transparent NIR region, there are many 
absorbing light chromophores, but only three are important as far as the oxygenation is 
concerned. They are the hemoglobin (HbO2), the deoxyhemoglobin (Hb) and cytochrome 
oxidase  (CtOx), Hb and HbO2 (which carries the oxygen) are found inside the red blood 
cells. CtOx is the enzyme which ends the cellular respiratory chain, and is located in the 
mitochondrial membrane. Quantitatively important is the difference between the absorption 
spectra of the oxidised and reduced forms of CtOx. The concentration of cytochrome 
oxidase in living tissue is usually at least an order of magnitude below that of hemoglobin 
(Sato et al., 1976); therefore, its contribution is often neglected.  

In the last 20 years there was an enormous growth in the instrumentation and applications 
of NIRS. A separate section will be devoted to the instrumentation. We will compare two 
NIRS devices: the INVOS Brain Oximeter (IBO) of Somanetics and the HEG device of H. 
Toomim. 

3. Oxygen utilization 
The amount of oxygen in the arterial blood depends upon the inspired oxygen and the 
pulmonary gas exchange. It depends on the arterial blood gas partial pressures of oxygen 
(PaO2) and carbon dioxide (PaCO2). The units of partial pressures may cause some 
confusion. Three types of units are in use. One unit is kiloPascal (kPa) equivalent to 7.5006 
mmHg (or Torr). It can be measured also in %, when 100% corresponds to atmospheric 
pressure of 760 mmHg (Torr), i.e 1% corresponds to 7.6 Torr (mmHg). The arterial 
hemoglobin saturation (SaO2 ) is measured in %. The normal value is about 95%. A typical 
oxygen carrying capacity of the blood is 19.4 ml of O2 per dl of blood with 19.1 ml O2/dl 
carried by hemoglobin and only 0.3 ml O2/dl dissolved in plasma (Cope, 1991). It should be 
noted that the oxygen delivery to the tissues is by diffusion and the hemoglobin acts as a 
buffer to maintain plasma’s oxygen which is extracted by the tissue. 

A typical averaged value for adult cerebral blood flow (CBF) is 47.7 ml/100 ml/min 
(Frackowiak et al., 1980) corresponding to total oxygen delivery 9.25 ml O2/100 ml/min. 
(Cope, 1991). Typical oxygen consumption of the adult brain is 4.2 ml O2/100 ml/min 
(Frackowiak et al., 1980). CBF, cerebral blood volume (CBV) and cerebral oxygen extraction 
(COE) are significantly greater in grey matter compared to white matter in normal human 
adults (Lammertsma et al., 1983; cope, 1991). The CBF and the cerebral blood volume (CBV) 
of grey matter in normal human adults is approximately 2.5 times that of white matter, 
while the cerebral oxygen extractions (COE) are 0.37 and 0.41 for grey and white matter 
respectively (Lammertsma et al., 1983; cope, 1991). Only part of the arterial oxygen which 
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arrives in the brain is absorbed and utilized. The fraction which is utilized, known as the 
oxygen extraction fraction (OEF), is defined as 

OEF=( SaO2 – SvO2)/SaO2 , 

where SaO 2 and SvO2 are the arterial and venous oxygen saturations respectively. 

According to Derdeyn et al (Derdeyn et al, 2002) the EOF, measured in their normal control 
subjects, was 0.41±0.03. Assuming SaO2 equal to 0.95 the SvO2 will be, using Eq. (6), equal to 
0.56±0.03. In the brain tissue the absorption of the oxygenated and deoxygenated 
hemoglobin is mostly venous. Assuming a 75% venous contribution, the brain tissue 
regional oxygen saturation (rSO2) in the frontal region will be about 66±3%, a mean value 
which is observed in experiments. With a decrease of CBF there is a bigger demand for 
oxygen and EOF will increase (Kissack et al, 2005). Accordingly, with an increase of CBF the 
OEF will decrease. 

4. NIRS Instrumentation 
Several types of NIRS equipment, based on different methods, are commercially available. 
They measure the concentrations of Hb, HbO2  and the total hemoglobin tHb. If the redox 
state of CytOx  is also taken into account, then measurements with 3 wavelengths has to be 
done. Instruments with 2 wavelengths do not evaluate the CytOx contribution.  

Three types of instruments are in use according to the used method : continuous intensity, 
time resolved and intensity modulated. For details, see (Delpy and Cope, 1997). Most of the 
commercial instruments utilize continuous wave (CW) light. In combination with the 
modified Lambert-Beer law it allows to measure changes in Hb and HbO2. In a biological 
tissue, quantification of the NIRS signal is difficult. Different methods have been proposed 
to improve the resolution. One of them is the spatially resolved spectroscopy (SRS), which 
uses CW light and a multi-distance approach. With this method the rSO2 (the absolute ratio 
of HbO2 to the total Hb content-tHb), can be evaluated (Suzuki et al., 1999).  

A further distinction among the instruments can be made. The simplest are the photometers, 
which use single-distance and CW, light, usually with one sensor (channel). 

The oximeters are more sophisticated. They use multi-distance (SRS) techniques with CW 
and usually two sensors (channels). For details, see (Ferrari et al., 2004; Delpy and Cope, 
1997; Rolfe, 2000). Recently several groups have begun to use multi-channel CW imaging 
systems generating images of a larger area of the subject's head with high temporal 
resolution up to 10 Hz (Ferrari et al., 2004; Miura et al., 2001; Obrig and Villringer, 2003; 
Quaresima el al., 2001a. 2002a). 

In the following we will compare two instruments: the INVOS Cerebral Oximeter of 
Somanetics (www.somanetics.com; Thavasothy et al., 2002), and the hemoencelograph 
(HEG) (Toomim and Marsh, 1999; Toomim et al., 2004). 

4.1 The INVOS oximeter 

The Somanetics INVOS Cerebral Oximeter (ICO) system measures regional hemoglobin 
oxygen saturation (rSO2) of the brain in the area underlying the sensor and uses two 
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light within 760-1400 nm. However, these terms are not precise, and are used differently in 
various studies. Here we will refer to the near infrared light as having the spectrum of 650-
1000 nm, i.e. the light that penetrates superficial layers of the human body. 

The dominant chromophore in tissue is water. It absorbs strongly below 300 nm and above 
1000 nm. The visible part of the light spectrum, between 400 and 650 nm, is almost non-
transparent due to strong absorption of hemoglobin and melanin. Only in the NIR light 
region of 650-1000 nm, the overall absorption is sufficiently low, and the NIR light can be 
detected across a thick layer of tissue.  

In the following pages, we will be concerned with utilizing the NIR light to determine the 
oxygenation of the brain tissue. In the rather transparent NIR region, there are many 
absorbing light chromophores, but only three are important as far as the oxygenation is 
concerned. They are the hemoglobin (HbO2), the deoxyhemoglobin (Hb) and cytochrome 
oxidase  (CtOx), Hb and HbO2 (which carries the oxygen) are found inside the red blood 
cells. CtOx is the enzyme which ends the cellular respiratory chain, and is located in the 
mitochondrial membrane. Quantitatively important is the difference between the absorption 
spectra of the oxidised and reduced forms of CtOx. The concentration of cytochrome 
oxidase in living tissue is usually at least an order of magnitude below that of hemoglobin 
(Sato et al., 1976); therefore, its contribution is often neglected.  

In the last 20 years there was an enormous growth in the instrumentation and applications 
of NIRS. A separate section will be devoted to the instrumentation. We will compare two 
NIRS devices: the INVOS Brain Oximeter (IBO) of Somanetics and the HEG device of H. 
Toomim. 

3. Oxygen utilization 
The amount of oxygen in the arterial blood depends upon the inspired oxygen and the 
pulmonary gas exchange. It depends on the arterial blood gas partial pressures of oxygen 
(PaO2) and carbon dioxide (PaCO2). The units of partial pressures may cause some 
confusion. Three types of units are in use. One unit is kiloPascal (kPa) equivalent to 7.5006 
mmHg (or Torr). It can be measured also in %, when 100% corresponds to atmospheric 
pressure of 760 mmHg (Torr), i.e 1% corresponds to 7.6 Torr (mmHg). The arterial 
hemoglobin saturation (SaO2 ) is measured in %. The normal value is about 95%. A typical 
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arrives in the brain is absorbed and utilized. The fraction which is utilized, known as the 
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modified Lambert-Beer law it allows to measure changes in Hb and HbO2. In a biological 
tissue, quantification of the NIRS signal is difficult. Different methods have been proposed 
to improve the resolution. One of them is the spatially resolved spectroscopy (SRS), which 
uses CW light and a multi-distance approach. With this method the rSO2 (the absolute ratio 
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A further distinction among the instruments can be made. The simplest are the photometers, 
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wavelengths, 730 and 810 nm. The sensor, ( “SomaSensor”), is applied to the forehead with 
an integrated medical-grade adhesive. Two sensors can be placed in the forehead near Fp1 
and Fp2. The spatially resolved spectroscopy (SRS) method is applied by using in the sensor 
two source-detector distances: a "near" (shallow), 3 cm from the source and a "far" (deep), 4 
cm from the source. Both sample almost equally the shallow layers in the tissue volumes 
directly under the light sources and detectors in the sensor, but the distant "far" penetrates 
deeper into the brain. Using the SRS method, subtraction of the near signal from the far 
should leave a signal originating predominantly in the brain cortex. The measurement takes 
place in real time, providing an immediate indication of a change in the critical balance of 
oxygen delivery and oxygen consumption. 

According to the producers: “Using the model at a 4 cm source-detector spacing and no 
signal subtraction, the overlying tissue and skull contribute, on average, about 45 percent 
of the signal while 55% is cerebral in origin. Subtracting the data from the 3 cm spacing 
(as the Oximeter does) reduces this extracerebral contribution to less than 15 percent. 
While the potential exists to develop an instrument that will reduce the extracerebral 
contribution to zero, subject-dependent variations in anatomy and physiology will likely 
cause variations of ±10%. While the extracerebral contribution is not zero, the  
noninvasive Somanetics INVOS Cerebral Oximeter provides a "predominately cerebral"  
measurement where over 85 percent of the signal, on average, is exclusively from the 
brain” (www.somanetics.com). 

The INVOS Cerebral Oximeter is an important tool in surgery rooms, saving lives and 
expenses. The producers explain: “ Declining cerebral oximeter values occur frequently in 
cardiac surgery and reflect the changing haemodynamic profile of the balance between 
brain oxygen delivery and consumption. Since low rSO2 values correlate with adverse 
neurological and other outcomes, continuous assessment is a valuable patient management 
tool. Declining or low cerebral oximeter values are corrected with simple interventions”.  

4.2 The HEG 

The hemoencephalograph (HEG) is a single-distance CW spectrophotometer, which uses 
NIR light with two wavelengths, 660 and 850 nm. The light source consist of closely spaced 
emitting diodes (LED optodes). The source and an optode light receiver are mounted on a 
headband. The distance between the source and receiver is 3 cm. 

The HEG measures the ratio of the intensity of the 660 nm light to the intensity of the 850 
nm light.  

The HEG is not intended to measure rSO2. Nevertheless it is an important tool in the 
biofeedback research. 

Hershel Toomim, the inventor of HEG has noticed that he can influence the outcome by 
looking at the results. Since then many people were able to increase the HEG readings via 
such a biofeedback. 

The HEG became an important tool for training local brain oxygenation. The HEG is a very 
sensitive device. The distance between the source and receiver is the same as the distance of 
the shallow detector of the Somanetics INVOS Cerebral Oximeter. Therefore the INVOS 
Oximeter covers larger brain tissue and is more stable and less influenced by biofeedback. 
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What is the HEG measuring? According to the producers: “The HEG ratio is the basis of 
blood flow training. A normalized basis for HEG was established using measurements at 
Fp1 of 154 adult attendees at professional society meetings. A normalized reference value of 
100 (SD=20) was thus established and served to calibrate all further spectrophotometers”. 
The calibration was achieved by multiplying the intensities ratio by 200. We have  shown 
(Gersten et. al. 2006) that one can relate the readings of the HEG to rSO2 and even calibrate it 
separately for each individual. 

5. Experimental detection of oxygen waveforms 
We started this research in Israel in the Pulmonary Unit of the Soroka University Hospital in 
Beer-Sheva. The study protocol was approved by the Helsinki (Ethics) Committee of the 
Soroka University Hospital. The investigation conforms with the principles outlined in the 
Declaration of Helsinki. The nature of the study was explained, and all subjects gave written 
consent to participate. 

At the beginning our research was based on capnometer measurements of end tidal CO2 
(EtCO2). The capnometer measures the CO2 concentration of the expired air. During the 
inspiration or breath holding the capnometer indications are zero. The capnometer enable us 
to follow the breathing periodicity. 

We continued the research in the USA using the INVOS Cerebral Oximeter model 5100B of 
Somanetics Corporation and a capnometer of Better Physiology, Ltd. Both devices are 
noninvasive. The INVOS Cerebral Oximeter is based on most recent technological 
developments of near infrared spectroscopy (NIRS). With this device data are collected of 
regional oxygen saturation (rSO2) near the forehead with two optical sensors (for more 
details see www.somanetics.com). In addition to rSO2 one can determine the Blood Volume 
Index (BVI), which is an indicator of blood changes in the brain. This is a relative quantity, 
which could not be normalized with our oximeter.  

The fastest recording rate of the 5100B oximeter is every 12 seconds from both left and right 
sensors. This time is much longer then the average period of about 4 seconds of normal 
respiration. In order to detect oxygenation periodicity we had to study respiration periods 
of about 36 seconds or larger (i.e. 3 data points or more for each breathing period). This is 
still a rather small amount of data points per respiration period. We have compensated for 
this small number by using a cubic spline interpolation of the data points, adding new 
interpolation points through this method. The cubic spline interpolation is a very effective 
method of smooth interpolation. 

We found six people well acquainted with yoga pranayama, who could easily  perform 
breathing exercises with periods around 36 seconds. All of them performed the following 
routine which lasted for 15 minutes. 

They were asked to breathe in the following way: to inhale for 4 units of time (UOT), to hold 
the breath for 16 UOT and to exhale for 8 UOT, this we denote as the 4:16:8 (pranayama) 
routine.  

The unit of time (UOT) is about 1 second. The yoga practitioners develop an internal feeling 
of UOT which they employ in their practices. They learn to feel their pulse or they learn to 
count in a constant pace. Often they practice with eyes closed. In order not to distract or 
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The HEG measures the ratio of the intensity of the 660 nm light to the intensity of the 850 
nm light.  

The HEG is not intended to measure rSO2. Nevertheless it is an important tool in the 
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Hershel Toomim, the inventor of HEG has noticed that he can influence the outcome by 
looking at the results. Since then many people were able to increase the HEG readings via 
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sensitive device. The distance between the source and receiver is the same as the distance of 
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Soroka University Hospital. The investigation conforms with the principles outlined in the 
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At the beginning our research was based on capnometer measurements of end tidal CO2 
(EtCO2). The capnometer measures the CO2 concentration of the expired air. During the 
inspiration or breath holding the capnometer indications are zero. The capnometer enable us 
to follow the breathing periodicity. 

We continued the research in the USA using the INVOS Cerebral Oximeter model 5100B of 
Somanetics Corporation and a capnometer of Better Physiology, Ltd. Both devices are 
noninvasive. The INVOS Cerebral Oximeter is based on most recent technological 
developments of near infrared spectroscopy (NIRS). With this device data are collected of 
regional oxygen saturation (rSO2) near the forehead with two optical sensors (for more 
details see www.somanetics.com). In addition to rSO2 one can determine the Blood Volume 
Index (BVI), which is an indicator of blood changes in the brain. This is a relative quantity, 
which could not be normalized with our oximeter.  

The fastest recording rate of the 5100B oximeter is every 12 seconds from both left and right 
sensors. This time is much longer then the average period of about 4 seconds of normal 
respiration. In order to detect oxygenation periodicity we had to study respiration periods 
of about 36 seconds or larger (i.e. 3 data points or more for each breathing period). This is 
still a rather small amount of data points per respiration period. We have compensated for 
this small number by using a cubic spline interpolation of the data points, adding new 
interpolation points through this method. The cubic spline interpolation is a very effective 
method of smooth interpolation. 

We found six people well acquainted with yoga pranayama, who could easily  perform 
breathing exercises with periods around 36 seconds. All of them performed the following 
routine which lasted for 15 minutes. 

They were asked to breathe in the following way: to inhale for 4 units of time (UOT), to hold 
the breath for 16 UOT and to exhale for 8 UOT, this we denote as the 4:16:8 (pranayama) 
routine.  

The unit of time (UOT) is about 1 second. The yoga practitioners develop an internal feeling 
of UOT which they employ in their practices. They learn to feel their pulse or they learn to 
count in a constant pace. Often they practice with eyes closed. In order not to distract or 
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induce additional stress we preferred not to supply an external uniform UOT. The primary 
concern for this research was to have a constant periodicity and in this case the practitioners 
have succeeded to maintain it. The data were analyzed with spectral analysis which took 
into account non-stationary developments, which were subtracted from rSO2 and BVI data. 
Sharp picks corresponding to the breathing periodicity were found in the spectral analysis 
of EtCO2 (the amount of CO2 during expiration).  

The motivation for this exercise was to see the relation of rSO2 (oxygenation) to the increasing 
amount of PaCO2. Actually instead of PaCO2 the end tidal CO2 (EtCO2) was measured (the 
maximal CO2 at exhalation), a quantity which approximate well the PaCO2. The periodicity of  
rSO2 was studied during the 4:16:8 respiration period (of approximately 32 UOT).  

The rSO2 was measured with the aid of two sensors placed on the forehead, detecting 
oxygenation from the left hemisphere (frontal part in about 3 cm depth) and the right 
hemisphere (frontal part in about 3 cm depth). At the same time data for evaluation of BVI 
were collected. In Fig. 2 the results of simultaneous measurements of EtCO2, rSO2 and 
differences in BVI are presented for the 6 subjects.  

In order to check more precisely the periodic behavior, spectral analysis was performed on the 
EtCO2 data and the interpolated rSO2 and BVI data. The rSO2 and BVI data have a non-
stationary component. The spectral analysis was performed on the raw EtCO2 data and on 
rSO2 and BVI interpolated data from which the non-stationary components were subtracted. 
The results are shown in Fig. 2a., Fig. 2b, Fig. 2c, Fig. 2d, Fig. 2e, Fig. 2f and Table 1. There is a 
clear overlapping between the periodicity of EtCO2 and the periodicities of rSO2 and BVI. 

 
Fig. 2a. On the left hand side are given from the bottom to top: the readings of the 
capnometer in mm Hg, rSO2 from the right sensor (subtracted with 8%), rSO2 from the left 
sensor, the difference of BVI from the right sensor, and the difference of BVI from the left 
sensor (increased by 10). On the right hand side the corresponding spectral analyses of the 
waveforms are given.  
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Fig. 2b. As Fig.2a. 

 
Fig. 2c. As Fig.2a. 
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Fig. 2b. As Fig.2a. 

 
Fig. 2c. As Fig.2a. 
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Fig. 2d. As Fig.2a. 

 
Fig. 2e. As Fig.2a. 
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Fig. 2f. As Fig.2a. 
 

 PaCO2 rSO2 right rSO2 left BVI right BVI left 
AG 1.47 (1.42-1.51) 1.49 (1.45-1.53) 1.48 (1.45-1.54) 1.49 (1.42-1.53) 1.42 (1.38-1.47) 
NK 2.15 (2.12-2.18) 2.14 (2.12-2.17) 2.14 (2.12-2.17) ------------------ 2.14 (2.11-2.17) 
ML 2.03 (1.98-2.07) 2.05 (2.01-2.15) 2.03 (1.95-2.08) 2.03 (1.99-2.07) 2.03 (2.00-2.06) 
JM 1.30 (1.26-1.34) 1.30 (1.26-1.33) 1.30 (1.17-1.40) 1.33 (1.29-1.37) 1.35 (1.31-1.38) 
DZ 1.62 (1.59-1.65) 1.62 (1.59-1.67) 1.62 (1.60-1.65) 1.63 (1.61-1.67) 1.61 (1.57-1.65) 
DG 1.70 (1.65-1.73) 1.79 (1.65-1.82) 1.70 (1.62-1.82) 1.66 (1.62-1.89) 1.71 (1.61-1.74) 

Table 1. The position of the dominant frequencies (in units of 1/minute) of Fig. 2 in the 
spectral analysis, in parenthesis the extension of the half width is given. 

6. Simple exercises 
Can simple exercises be devised to increase cerebral blood flow (CBF) and/or cerebral 
oxygenation? We investigated exactly that question by using three different techniques, 
namely: a simple breathing procedure, solving an arithmetic problem and biofeedback. 

Elsewhere (Gersten , 2011) we have analyzed the influence of arterial partial pressure of CO2 
(PaCO2) on CBF and found that it may dramatically change the CBF. The changes involve 
the blood flow of the whole brain. It is a global effect. These results were used in another 
investigation (Gersten et al., 2011) in which yoga practitioners were increasing their PaCO2 
through periodic yoga (pranayama) breathing techniques.  
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Fig. 2d. As Fig.2a. 

 
Fig. 2e. As Fig.2a. 
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We will demonstrate that significant increase of PaCO2 (and of total CBF) can be achieved 
with untrained people using very simple breathing procedures. The reason for that is the 
dependence of PaCO2 on ventilation (West, 1992) 
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where 2COV  is the CO2 production (dependent on the metabolism) and AV  is the alveolar 
ventilation. This means that the PaCO2 is inversely proportional to ventilation. Therefore it 
is possible to control the PaCO2 by either breathing slowly (and not increasing the tidal 
volume substantially) or by holding the breath. Untrained people increase their tidal volume 
while breathing more slowly, but the overall effect is usually a slight increase in PaCO2. 
People trained in breathing exercises may increase their PaCO2 considerably by learning to 
control their tidal volume. For very small ventilation a correction is needed to the PaCO2 
formula (Riggs, 1970), 
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where DV  is the contribution of the dead space. 

It is well known that concentrating on a mental problem changes brain's oxygenation locally 
(Chance et al, 1993). This finding was also applied further to solving a simple arithmetic 
problem on local brain oxygenation near the Fp1 area.  

Hershel Toomim (Toomim et al., 2004) developed the device called hemoencephalograph 
(HEG), whose readings is related to regional cerebral oxygenation (Gersten et. al, 2007c). 
The device has many advantageous features which allowed us to use it in our experiment. 
Toomim has observed that he can influence the results by looking at the HEG display, 
which is essentially a biofeedback technique used by us as well. As a result of Toomim 
findings many biofeedback experiments were conducted with the HEG, confirming the 
effect. The readings of the HEG are very sensitive to changes in the range of normal 
oxygenation of the brain. This is not the case with INVOS brain oximeters used in operation 
rooms whose main aim is to detect abnormally low oxygenation states. For that reason we 
preferred to use the HEG to detect biofeedback effects even though it is much simpler and 
less sophisticated compared with INVOS cerebral oximeters (Gersten et al., 2009). 

The readings of the HEG are normalized to 100 (SD=20), the average on 154 adult attendants 
at professional meetings (Toomim et al, 2004). We have compared (Gersten et al., 2009) the 
readings of HEG with the regional saturation of oxygen (rSO2) readings of the INVOS 
cerebral oximeter of Somanetics. This allowed us to make estimates of the ratios of rSO2 
using the HEG. We found, 

 x1/x2 =  ln(y1/32.08)/ln(y2/32.08), x ≡ rSO2, y ≡  HEG readings, (3) 

where ln is the natural logarithm, but the ratio of logarithms does not depend on 
logarithm’s basis. 

Measurements were taken using HEG and a capnometer (a device measuring end tidal 
CO2) simultaneously. End tidal CO2 is closely related to PaCO2. Eighteen subjects 

 
Probing Brain Oxygenation Waveforms with Near Infrared Spectroscopy (NIRS) 123 

participated in the experiment in which HEG and CO2 data were recorded for 5 intervals 
of baseline, simple breathing exercises, simple arithmetic tasks and biofeedback. The 
results show that almost all participants could increase their brain oxygenation or CBF, 
but in each case it was strongly dependent on one of the three methods used. We can 
conclude that it is possible to substantially increase local oxygenation or global CBF using 
one of the three methods described above, but the preferred method is highly individual. 
The protocol of this research was approved by the IRB of Hunter College of the City 
University of New York. 

6.1 Methods and materials 

It is well known that breathing patterns affect the CO2 levels in the arteries (Fried and 
Grimaldi, 1993), which in turn can affect cerebral (brain's) blood circulation and 
oxygenation. Mental work and biofeedback may affect both local as well as global oxygen 
levels in the brain. 

The influence of breathing exercises, problem solving and biofeedback on brain oxygen and 
CO2 arterial levels were considered in an experiment outlined below. The experiment dealt 
with 3 topics  

1. The physiological effects of mild breathing exercises on increasing CO2 and oxygen 
levels in the brain.  

2. The physiological effects of problem solving (a particular case of mental performance) 
on the CO2 and oxygen levels in the brain. 

3. The physiological effects of biofeedback on the CO2 and oxygen levels in the brain. 

An experiment dealing with the second and third topic gives qualitative information about 
how much the oxygen levels will rise during problem solving and biofeedback, while an 
experiment dealing with the first topic will give the same information, but this time, from 
breathing exercises. It is important to note that in the first topic global CBF is concerned, 
while in the second and third topic the local brain oxygenation at the Fp1 area. 

The participants were connected to the two devices needed for the experiment: the 
capnometer that measured end tidal CO2 and the Cerebral Oximeter. The connection used 
was made via a sensor placed on the forehead at Fp1. The CO2 levels were estimated using a 
capnometer produced by Better Physiology LTD, which measures end tidal CO2 (EtCO2) of 
the exhaled air (EtCO2 is highly correlated with the PaCO2 levels of the arteries). All 
participants received their own new nasal insert which were sterilized before each use and 
connected to the capnometer. The data were detected via USB output cable connected to the 
computer and stored for subsequent review. 

The oxygen levels were estimated using two devices: the HEG which was calibrated to the 
INVOS Cerebral Oximeter produced by Somanetics Corp. (see www.somanetics.com) and 
based on advanced near infrared spectroscopy (NIRS) technology. A sensor was attached to 
the forehead measuring the oxygenation in a depth of about one inch inside the brain. The 
devices that were used were non-invasive and FDA approved, fully automated and did not 
require special precautions. The data were stored on a computer. 

The data of the capnometer and oximeters were combined together and analyzed using 
Matlab subprograms. The participants were asked to do paced breathing exercises as 
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We will demonstrate that significant increase of PaCO2 (and of total CBF) can be achieved 
with untrained people using very simple breathing procedures. The reason for that is the 
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where DV  is the contribution of the dead space. 

It is well known that concentrating on a mental problem changes brain's oxygenation locally 
(Chance et al, 1993). This finding was also applied further to solving a simple arithmetic 
problem on local brain oxygenation near the Fp1 area.  

Hershel Toomim (Toomim et al., 2004) developed the device called hemoencephalograph 
(HEG), whose readings is related to regional cerebral oxygenation (Gersten et. al, 2007c). 
The device has many advantageous features which allowed us to use it in our experiment. 
Toomim has observed that he can influence the results by looking at the HEG display, 
which is essentially a biofeedback technique used by us as well. As a result of Toomim 
findings many biofeedback experiments were conducted with the HEG, confirming the 
effect. The readings of the HEG are very sensitive to changes in the range of normal 
oxygenation of the brain. This is not the case with INVOS brain oximeters used in operation 
rooms whose main aim is to detect abnormally low oxygenation states. For that reason we 
preferred to use the HEG to detect biofeedback effects even though it is much simpler and 
less sophisticated compared with INVOS cerebral oximeters (Gersten et al., 2009). 

The readings of the HEG are normalized to 100 (SD=20), the average on 154 adult attendants 
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readings of HEG with the regional saturation of oxygen (rSO2) readings of the INVOS 
cerebral oximeter of Somanetics. This allowed us to make estimates of the ratios of rSO2 
using the HEG. We found, 

 x1/x2 =  ln(y1/32.08)/ln(y2/32.08), x ≡ rSO2, y ≡  HEG readings, (3) 

where ln is the natural logarithm, but the ratio of logarithms does not depend on 
logarithm’s basis. 

Measurements were taken using HEG and a capnometer (a device measuring end tidal 
CO2) simultaneously. End tidal CO2 is closely related to PaCO2. Eighteen subjects 
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participated in the experiment in which HEG and CO2 data were recorded for 5 intervals 
of baseline, simple breathing exercises, simple arithmetic tasks and biofeedback. The 
results show that almost all participants could increase their brain oxygenation or CBF, 
but in each case it was strongly dependent on one of the three methods used. We can 
conclude that it is possible to substantially increase local oxygenation or global CBF using 
one of the three methods described above, but the preferred method is highly individual. 
The protocol of this research was approved by the IRB of Hunter College of the City 
University of New York. 

6.1 Methods and materials 

It is well known that breathing patterns affect the CO2 levels in the arteries (Fried and 
Grimaldi, 1993), which in turn can affect cerebral (brain's) blood circulation and 
oxygenation. Mental work and biofeedback may affect both local as well as global oxygen 
levels in the brain. 

The influence of breathing exercises, problem solving and biofeedback on brain oxygen and 
CO2 arterial levels were considered in an experiment outlined below. The experiment dealt 
with 3 topics  

1. The physiological effects of mild breathing exercises on increasing CO2 and oxygen 
levels in the brain.  

2. The physiological effects of problem solving (a particular case of mental performance) 
on the CO2 and oxygen levels in the brain. 

3. The physiological effects of biofeedback on the CO2 and oxygen levels in the brain. 

An experiment dealing with the second and third topic gives qualitative information about 
how much the oxygen levels will rise during problem solving and biofeedback, while an 
experiment dealing with the first topic will give the same information, but this time, from 
breathing exercises. It is important to note that in the first topic global CBF is concerned, 
while in the second and third topic the local brain oxygenation at the Fp1 area. 

The participants were connected to the two devices needed for the experiment: the 
capnometer that measured end tidal CO2 and the Cerebral Oximeter. The connection used 
was made via a sensor placed on the forehead at Fp1. The CO2 levels were estimated using a 
capnometer produced by Better Physiology LTD, which measures end tidal CO2 (EtCO2) of 
the exhaled air (EtCO2 is highly correlated with the PaCO2 levels of the arteries). All 
participants received their own new nasal insert which were sterilized before each use and 
connected to the capnometer. The data were detected via USB output cable connected to the 
computer and stored for subsequent review. 

The oxygen levels were estimated using two devices: the HEG which was calibrated to the 
INVOS Cerebral Oximeter produced by Somanetics Corp. (see www.somanetics.com) and 
based on advanced near infrared spectroscopy (NIRS) technology. A sensor was attached to 
the forehead measuring the oxygenation in a depth of about one inch inside the brain. The 
devices that were used were non-invasive and FDA approved, fully automated and did not 
require special precautions. The data were stored on a computer. 

The data of the capnometer and oximeters were combined together and analyzed using 
Matlab subprograms. The participants were asked to do paced breathing exercises as 
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instructed by the experimenters. Before the 3 experiments baseline data were taken for 5 
minutes using the INVOS oximeter, and another 5 minutes using the HEG and capnometer. 
The participants were prevented from seeing the screens of the devices in order to avoid 
biofeedback. 

In the first experiment (lasting 5 minutes) participants were asked to walk slowly, breathe in 
for 3 steps, hold their breath during the next 3 steps, exhale during the next 3 steps, and 
hold their breath for the next 3 steps after exhaling. We made sure that the participants 
understood these instructions. The participants also did not see the screens of the devices in 
order to avoid biofeedback. 

In the second experiment (lasting 5 minutes) participants were given an arithmetical 
problem to solve while being attached to the HEG and capnometer. The theoretical basis for 
this experiment is that more oxygen is needed while solving problems. A simple 
arithmetical problem of subtracting the number 7 continuously, starting from 1200 
(1193,1186,...) was used. The participants were again prevented to see the screens of the 
devices in order to avoid biofeedback. 

In the third experiment (lasting 5 minutes) participants were asked to look at the HEG 
display trying to raise the curve by mental feedback. This time they were allowed to look at 
the display.  

6.2 Participants 

The participants were 18 participants from the introductory course to psychology (PSY 100) 
in Hunter College of the City University of New York. All participants had to sign an 
informed consent. At least two experimenters were present during each experiment. The 
confidentiality of the participants was protected. 

6.3 Results 

All experimental results of all participants can be found in (Gersten et al., 2011a). 

To better illustrate the results a few examples of HEG  and CO2  data will be included. In 
Fig. 3, subplot HC31, the baseline data of participant No. 3 are displayed. The HEG baseline 
was not constant during the 5 minutes of data taking. 

In the subplot HC32 the result of the breathing exercise are displayed. Even though this was a 
first trial, the CO2 pattern seems to be quite periodic. The CO2 pattern has a periodicity of 
about 15 secs per period, while normal breathing has a periodicity of about 4 secs per period. 
The prolongation of the respiratory period should lead to an accumulation of arterial CO2 and 
an increase of global CBF, provided there is no greater increase in the tidal volume. In this case 
there was only small increase in arterial CO2 but a significant increase in oxygenation (HEG). 
The increase of arterial CO2 depends on the control over the tidal volume. Individuals trained 
in this breathing exercise, can easily increase their arterial CO2 by about 20-30%. 

Solving the arithmetic problem (see Fig. 3, subplot HC33) led to an increase of the HEG 
readings (oxygenation), but we notice that the respiration was speeded up probably due to 
increased tension. After all, to subtract 7 and calculate and evaluate the result in the mind is 
not a very pleasant enterprise.  
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Fig. 3. The HEG readings and the capnometer displays (EtCO2) of participant No. 3are 
shown for the 4 cases: baseline (subplot HC31), breathing exercise (subplot HC32), arithmetic 
problem (subplot HC33) and biofeedback (subplot HC34). The upper curves are the HEG 
readings, the lower curves the CO2 values (at exhale). The numbers with  numbers in 
parenthesis are the mean values and standard deviations respectively.  

Subplot HC34 of Fig. 3 is very interesting. In this case the subject was looking at the display 
of the HEG line trying mentally to raise it up. The performance (without previous training) 
is very impressive. Starting from baseline values the HEG readings were climbing up for 
about 2.5 minutes to values about 30% higher (a local increase of oxygenation at the Fp1 
area). This case teaches us that in the evaluation of the results we must not only consider 
average values but also the maximal values which are an indicative of the possible potential. 
The respiration pattern indicates a slow but a very deep breathing (hyperventilation). The 
arterial CO2 decreased for more than 20% which should lead to a significant decrease of 
global CBF. The biofeedback was very successful in spite of the hyperventilation.  

While analyzing the data we must take into account that the participants were performing 
their tasks for the first time. Most of the tasks were performed relatively well. Most 
participants were able to increase their mean HEG readings in at least one task. When 
averaging all participant’s data there were no significant changes were found, indicating 
that no one method was preferable.  

More informative, are the ratios of the maxima to the mean of the baseline. The maxima 
indicate the potential of the exercises. These maximal values should be easily reached with 
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practice. There was a maximal increase of 30% during breathing exercises, 32% during 
solving the arithmetic problem and 28% during the biofeedback.  

Results with rSO2 ratios determined according to Eq. (3) are quite similar to the HEG ratios, 
indicating that the HEG ratios are quite reliable in estimating the rSO2 changes.  

Of the 18 participants 14 were able to increase the HEG readings by at least 10% during one 
of the exercises (5 during the breathing exercise, 9 while solving the arithmetic problem, 8 
during the biofeedback). Of the 18 participants 7 were able to increase the HEG readings by 
at least 18% during one of the exercises (3 during the breathing exercise, 6 while solving the 
arithmetic problem, 5 during the biofeedback).  

The breathing exercise was the most difficult for the participants. It took them an average of 
6 minutes to fully understand the instructions. The exercise required some discipline and 
experience. Most of the participants performed it relatively well.  

Fig. 4 shows that participant No. 9 has performed the breathing exercises relatively well 
(subplot HC92). His CO2 pattern was periodic and amplitude stable. The pattern was not 
completely smooth. This is understandable, since it was his first attempt to perform the 
exercise. In the same subplot, the corresponding HEG curve is very interesting. The HEG 
waveform has the same period as the CO2 pattern.  

 
Fig. 4. The HEG readings and the capnometer displays (EtCO2) are shown for the 4 cases: 
baseline (subplot HC91), breathing exercise (subplot HC92), arithmetic problem (subplot 
HC93) and biofeedback (subplot HC94). The upper curves are the HEG readings, the lower 
curves the CO2 values (at exhale). 
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Fig. 5. The HEG readings and the capnometer displays (EtCO2) are shown for the 4 cases: 
baseline (subplot HC21), breathing exercise (subplot HC22), arithmetic problem (subplot 
HC23) and biofeedback (subplot HC24). The upper curves are the HEG readings, the lower 
curves the CO2 values (at exhale). 

In Fig. 5 participant No. 2 had difficulty performing the breathing exercise (the CO2 pattern 
in subplot HC22). Although the 3 step pattern was kept correctly, the participant was 
inhaling during some of the breath holding periods. When done correctly the 3 step 
breathing cycle should last for about 15 seconds. As the participant was breathing in 
between, the average breath length was only 7.2 seconds. Interestingly the HEG waveform 
of subplot HC22 has a period of about 15 seconds irrespective of the breathing in between 
the 3 step pattern.  

The performance of the breathing exercises, when well performed, the period should be 
longer than 10 seconds. Twelve of 18 participants have performed the breathing exercise 
well. 

Interestingly the HEG waveform has the same periodicity as the CO2 pattern. This 
coincidence is well presented in Fig. 6, where the correlation between the power spectra of 
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the EtCO2 periodic pattern and the corresponding HEG periodic pattern is depicted by their 
multiplication. The power spectra are normalized to unity. Maximal correlation is achieved 
when the multiplication is equal to one. 

 

 
Fig. 6. The correlation between the power spectra of the EtCO2 periodic pattern and the 
corresponding HEG periodic pattern is depicted by their multiplication. The power spectra 
are normalized to unity. Maximal correlation is achieved when the multiplication is equal to 
one. 

7. Conclusions 
The near infrared spectroscopy (NIRS) is a powerful non-invasive method that probes brain 
oxygenation. The subject is of great interest to researchers and the medical profession, 
resulting in many clinical, neuroscience and physiology of exercise studies and publications. 
NIRS is a noninvasive and easy to handle method, and  will provide a new direction for 
functional mapping. 

We have verified that breathing may affect to great extent the brain physiology. With 
breathing exercises the arterial CO2 can be increased, which in turn increases CBF and brain 
oxygenation.  

 
Probing Brain Oxygenation Waveforms with Near Infrared Spectroscopy (NIRS) 129 

The most important finding of our experiments is the periodic correlation between 
respiration, oxygenation and blood volume changes. The results clearly show a periodic 
change of cerebral oxygenation with the same period as the breathing exercises, indicating 
that with each breath the brain oxygenation was periodically changing. Similar periodic 
changes in blood volume indicate that the brain pulsates with a frequency of respiration. 

Present results were achieved by using very slow breathing patterns with the INVOS 
Cerebral Oximeter (ICO). If the present ICO devices will be modified to allow sampling of 
rSO2 at frequencies higher than the frequency of normal respiration and higher than the 
heart rate, it will be possible to observe new types of brain waveforms. These waveforms 
may have new information about brain oxygenation, cognitive function, brain pulsation 
and brain motion. Under these circumstances it will be possible to understand much 
better the correlations between respiration and brain physiology. The sampling of rSO2 
should go up to, or preferably above 4 Hz. The accuracy of the reading device also should 
be changed from 2 significant digits to 3 digits. We believe that these changes will enable 
new explorations and new insights on the influence of respiration on brain's physiology. 
The HEG, which does not measure directly the rSO2  can serve this purpose by using Eq. 
(3), which determines the ratios of rSO2. The difference between the ICO and the HEG is 
that the ICO penetrates dipper into the brain, while the HEG penetrates only the surface 
near the probe. The ICO results are more stable and are related to larger volumes in the 
brain. 

Neurodegenerative diseases are characterized by low CBF, in our research we have found 
effective ways to increase CBF. We will continue our research in order to explore the 
possibilities of increased CBF and its influences on intellectual abilities and on fighting 
degenerative diseases. Devices displaying the oxygenation periodic waveforms should be 
developed for new diagnostic and research purposes. 

Our method to obtain the above results is through the use of human subjects. This is a new 
avenue in approaching the study of CBF, brain oxygenation, improving the cognitive 
function and especially in view of the growing elderly population. 

Our three methods used in simple execises can be used on the general population, are non-
invasive, without the use of pharmaceuticals and have no side effects. They differ from each 
other in that the breathing affects mostly the global blood flow, arithmetic problem solving 
and biofeedback affects the regional blood flow (in our case the Fp1 region). 

Both our theoretical and experimental work differs from other studies due the specific 
instrumentation and our experimental procedure. Most of the results came close to our 
expectation.  

We concluded that breathing can be used effectively to control CBF by the ventilatory 
control of end tidal CO2. This research may have implications for complementary diagnosis 
and treatment of conditions involving regional cerebral metabolism such as cerebral 
vascular ischemia, seizures disorders, stroke, Alzheimer's disease, and more. Following that 
thought could lead us to improved cognitive function through a higher supply of oxygen to 
specific regions of the brain. 

We foresee future more detailed investigations to be made in the area of the effect of CO2 on 
specific regions of the brain. This would be of great interest because a higher CO2 supply 
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and treatment of conditions involving regional cerebral metabolism such as cerebral 
vascular ischemia, seizures disorders, stroke, Alzheimer's disease, and more. Following that 
thought could lead us to improved cognitive function through a higher supply of oxygen to 
specific regions of the brain. 

We foresee future more detailed investigations to be made in the area of the effect of CO2 on 
specific regions of the brain. This would be of great interest because a higher CO2 supply 



 
Infrared Spectroscopy – Life and Biomedical Sciences 130 

results in a higher blood flow and thus to more oxygen and better overall brain function, 
specifically cognitive function. 
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1. Introduction 
Non-invasive brain imaging technologies have become an increasingly important part of 
research in neurosciences. The thirst for information about brain function is universal, and 
imaging of the human brain has been used by many as a medium for the discussion. So far, 
Functional brain imaging with positron emission tomography (PET), functional magnetic 
resonance imaging (fMRI), electroencephalographic (EEG), and Magnetoencephalography 
(MEG) have greatly increased scientists’ ability to study localized brain activity in humans 
and carry out studies for better understanding of the neural basis of mental states. They 
have been used extensively to map regional changes in brain activity, not only in 
neuroscience researches, as well as in social sciences to objectively and quantitatively 
evaluate psychological problems. PET and fMRI are based on changes in local circulation 
and metabolism (Raichle & Mintun, 2006). PET produces detailed three-dimensional images 
of certain processes in the brain by detecting gamma rays emitted indirectly by radioactive 
material which has been injected into the person’s blood stream prior to scanning. fMRI 
produces high quality pictures of the brain's delicate soft tissue structures using strong 
magnets and pulses of radio waves to manipulate the natural magnetic properties of 
hydrogen, creating useful images of organs and soft tissues. MEG and EEG image electrical 
activity in the brain. MEG measures magnetic fields generated by small electrical currents in 
neurons of the brain using arrays of SQUIDs (superconducting quantum interference 
devices). EEG uses multiple electrodes fixed to the person’s scalp to measure the dynamic 
pattern of electrical fields in the brain. In cognitive neuroscience, researchers use EEG 
technology to study event-related potentials (ERPs)—brain measurements that are 
associated with a response to a stimulus. 

These methods provide information about changes in electrical, hemodynamic and 
metabolic activities. Each of these techniques has its advantages and disadvantages, but 
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helps to elucidate certain aspects of the capacity of neural networks to process 
information. MEG and EEG provide unique insights into the dynamic behaviour of the 
human brain as they are able to follow changes in neural activity on a millisecond time-
scale. In comparison, PET and fMRI are limited in temporal resolution to time scales on 
the order of one second by physiological and signal-to-noise considerations. On the other 
hand, MEG, PET and fMRI provide high resolution brain images. The resolution of fMRI 
is about 2-3 mm at present, limited by the spatial spread of the hemodynamic response to 
neural activity. However, MEG, PET and fMRI techniques are very expensive, highly 
sensitive to motion artifact, confine participants to restricted positions, which severely 
limits their application in daily use outside hospitals and research centers. Although EEG 
is much cheaper, it is highly sensitive to artifacts whose amplitude can be quite large 
relative to the size of amplitude of the cortical signals of interest. The artifacts include 
both biological artifacts such as eye-induced artifacts, cardiac artifacts and muscle 
activation induced artifacts, and environmental artifacts such as body movement, settling 
of the electrodes, and electrical appliances. Therefore, EEG, MEG, PET and fMRI are 
difficult to measure brain activity in natural environment. A brain imaging technology, 
which is non-invasive, less constrictive, low-cost, with a relatively higher temporal and 
spatial resolution, is desirable. 

Functional near-infrared spectroscopy (fNIRS) is an emerging brain imaging technology 
monitoring concentration changes of oxygenated hemoglobin (oxy-Hb) and deoxygenated 
hemoglobin (deoxy-Hb) at the cortex by measuring the absorption of near infrared light 
between 650nm and 950nm through the intact skull (Chance et al., 1993; Villringer et al, 
1993). Specifically, the transmission and absorption spectra of oxy-Hb and deoxy-Hb are 
distinct in this wavelength region. The fundamentals of the optical topography system 
utilize the phenomenon, using the better penetrating near infrared light, rather than 
visible light, to measure changes in blood hemoglobin concentrations in the brain. As 
shown in Fig.1, a laser optode is illuminated onto head from optical fibers attached to the 
scalp. The near infrared light passes through the skull and reaches the cerebral cortex. It is 
scattered by hemoglobin in the blood. The light is partially reflected back through the 
scalp. The reflected light back on the scalp contains the information about the cerebral 
cortex. When a specific area of the brain is activated, the localized blood volume in that 
area changes quickly. It can thus be detected, where and how active the specific regions of 
the brain are, by continuously monitoring the blood hemoglobin levels according to the 
absorption level of near infrared light, while having the examinee do some specific action 
or task paradigm. 

Emitter Detector
Skull

Cortex

 
Fig. 1. Cortical activation measurement with near infrared light. 
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fNIRS has several unique advantages over current measurement methods. It is non-
invasive, and can be used under a variety of conditions with minimal restriction on the 
examinee. Measurements can be made under more natural conditions, giving more freedom 
in task design. It also enables simultaneous measurements with other testing modalities 
such as EEG, fMRI and MEG because near infrared light is not interfered by EEG, fMRI and 
MEG, and does not interfere them. fNIRS facilitates longitudinal studies and monitoring 
over extended time periods. Therefore, fNIRS technology allows the design of portable, safe, 
affordable and accessible monitoring systems. These qualities pose fNIRS as an ideal 
candidate for monitoring cognitive activity-related hemodynamic changes not only in 
laboratory settings but also under natural conditions. The reliability of fNIRS signals has in 
most cases been proven to be sufficient at a group level for observation of brain activity 
(Plichta et al., 2006; Sato et al., 2005; Sato et al., 2006). 

The authors and their colleagues have been developing machines for walking rehabilitation 
and walking support. In an aging society with a low birth rate in countries like Japan, 
people suffering from walking impairments due to illness or accident are increasing and the 
number of physical therapist cannot meet with the demand for walking rehabilitation. 
Therefore, rehabilitation machines, which can help with early recovery and relieve burden 
of physical therapists, have drawn great attentions (Okada et al., 2001; Horst, 2009). In 
previous studies, we have developed omnidirectional walkers for standing exercise (Tan et 
al., 2011) and seated exercise, shown in Fig. 2(a) and Fig. 2(b) respectively. The walker for 
standing exercise is designed for those able to keep standing posture by themselves, and the 
walker for sitting exercise is designed for the severe patients unable to stand. 
Omnidirectional walking exercise has been proved effective for early recovery of walking 
disabilities (Ishida et al., 2008). 

        
(a) For standing exercise     (b) For seated exercise 

Fig. 2. Omnidirectional walkers. 

The causes for walking disabilities include not only muscle weakness but also neural 
dysfunctions due to stroke or Alzheimer's disease. 58% of walking disabilities are caused by 
problems in the neural system. However, up to now, most of the developed walking 
rehabilitation machines aim at enhancing muscle strength, neglecting the recovery of the 
neural system. Thus it is necessary to consider the brain activities besides muscle strength in 
walking rehabilitation, in order to improve the efficiency of walking rehabilitation. 
Furthermore, for the severe patients who are completely bed-ridden, it is important to 
activating their neural system related to walking movement. A hybrid walking 
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rehabilitation system is proposed which includes both muscle strength enhancement by 
walking rehabilitation machines and neurological rehabilitation by imaginary of walking. 
This system has the following most prominent advantages compared with traditional 
rehabilitation methods considering only physical rehabilitation. 

 Early rehabilitation of cognitive functions related to walking. After falling ill (stroke et 
al.), surgery or injure, physical rehabilitation might not be able to performed in a certain 
period of time according to the patient’s condition. During this period, neurological 
rehabilitation by imaginary of walking is considered to be an effective method to keep 
the brain areas related to walking active and maintain the cognitive functions related to 
walking. 

 Quickening walking rehabilitation. Walking is a complex cognitive task that is 
associated with higher-level cognitive function (Fukuyama, 1997; Riecker et al., 2003). 
Even routine walking is suggested to be considered as a relatively complex task that 
involves higher-level cognitive input (Hausdorff et al., 2005 ). In hospitals or 
rehabilitation facilities, physical rehabilitation time is limited due to the schedule of the 
physical therapist or the condition of the patients. However, there is no such limit in 
neurological rehabilitation. Therefore, the combination of physical rehabilitation and 
neurological rehabilitation may lead to earlier recovery of walking ability. 

However, the neural mechanism of neurological rehabilitation is yet to be elucidated and 
there is no standard method to carry out neurological rehabilitation.  

Recently, motor imagery, as a method of neurological rehabilitation, is drawing more and 
more attention.Motor imagery is widely used in sport to improve performance, which raises 
the possibility of applying it as a rehabilitation method. The effectiveness of motor imagery 
training at restoring motor function after stroke has been indicated by several studies 
(Sharma et al., 2006; Dickstein et al., 2004). However, the underlying mechanism of motor 
imagery training-induced improved performance remains unexplained. Understanding the 
effect of rehabilitative techniques on brain plasticity is potentially important in providing a 
neural substrate to underpin rehabilitation and hence in developing novel rehabilitation 
strategies. An fMRI study has shown that premotor cortex (PM) and supplementary motor 
area (SMA), as shown in Fig. 3, are involved in the observation of gait and related conditions 
in combination with motor imagery of gait (Iseki et al., 2008; Wagner et al., 2008). However, 
since the MRI environment excluded real gait movement, the comparison between brain 
activities involved in walking and imaginary walking was still insufficient. In this chapter, 
we compared the activation in motor area of the brain during real walking and imaginary 
walking by means of fNIRS. Two experiments were conducted.  

 
Fig. 3. Activated brain regions by mental imagery of walking (Iseki et al., 2008;). 
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In the first experiment, we compared the activation in motor area of the brain during real 
walking (RW) and walking observation (WO) (Jiang et al., 2010). Two subjects participated 
in the experiment. During WO, the subjects were instructed to imagine that they were 
walking with the same pace to a person in the video being shown to the subjects. As a result, 
the concentration of oxygenated hemoglobin in motor area during WO was higher than that 
during RW in both of the subjects. This was because that it was not necessary to pay 
attention to the movements of the legs and feet during normal walking on the plain road 
without any obstacles, while movement planning was required when the subjects imagined 
their walking in the same way to another person. The experiment result indicated that it is 
possible to quicken walking rehabilitation by mental imagery of walking. 

In the second experiment, we compared the activation in motor area during RW, virtual 
walking (VW), and WO. Subjects stood on a treadmill throughout the experiment (Jiang et 
al., 2011). In the VW, subjects were shown moving scenes of a virtual visual environment in 
which subjects easily imagined as if they were actually walking from the first-person 
perspective. In the WO, subjects were instructed to imagine that they were walking with the 
same pace to a person in the video being shown to the subjects (third-person perspective). 
Four subjects participated in the experiment. As a result, the oxy-Hb in motor area during 
both VW and WO were higher than that during RW on the average. This was because that it 
was not necessary to pay attention to the movements of the legs and feet during normal 
walking, while movement planning was required when the subjects imagined their walking 
according to the videos. There was no significant difference between the oxy-Hb during VW 
and that during WO. The importance of stimulus diversity in mental imagery of walking 
was suggested. 

2. fNIRS measurement 
Regional hemodynamic changes in brain tissue were monitored using fNIRS system ETG-
7100 (Hitachi Medical Corporation) (Fig. 4). This system uses two wavelengths of near-
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rehabilitation system is proposed which includes both muscle strength enhancement by 
walking rehabilitation machines and neurological rehabilitation by imaginary of walking. 
This system has the following most prominent advantages compared with traditional 
rehabilitation methods considering only physical rehabilitation. 
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walking by means of fNIRS. Two experiments were conducted.  

 
Fig. 3. Activated brain regions by mental imagery of walking (Iseki et al., 2008;). 
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In the first experiment, we compared the activation in motor area of the brain during real 
walking (RW) and walking observation (WO) (Jiang et al., 2010). Two subjects participated 
in the experiment. During WO, the subjects were instructed to imagine that they were 
walking with the same pace to a person in the video being shown to the subjects. As a result, 
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al., 2011). In the VW, subjects were shown moving scenes of a virtual visual environment in 
which subjects easily imagined as if they were actually walking from the first-person 
perspective. In the WO, subjects were instructed to imagine that they were walking with the 
same pace to a person in the video being shown to the subjects (third-person perspective). 
Four subjects participated in the experiment. As a result, the oxy-Hb in motor area during 
both VW and WO were higher than that during RW on the average. This was because that it 
was not necessary to pay attention to the movements of the legs and feet during normal 
walking, while movement planning was required when the subjects imagined their walking 
according to the videos. There was no significant difference between the oxy-Hb during VW 
and that during WO. The importance of stimulus diversity in mental imagery of walking 
was suggested. 
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changes independently. The distance between the detector optode and emitter optode was 
30 mm, which enabled cerebral blood volume measurement at a 2 to 3 cm depth from the 
surface of cerebral cortex (Toronov et al., 2001). The midpoints of pairs of emitter-detector 
optodes were regarded as the points of measurement (channels). Data were measured with 
a sampling rate of 10 Hz. Light emitters and detectors were alternated at an equal distance 
of 3 cm to give one 4×4 optode probe sets (Fig. 4). All of the transmitted intensities of the 
two wavelengths that left the tissue were continuously recorded over 24 channels to 
estimate changes in the concentrations of oxy-Hb and deoxy-Hb. 

Data collection by this system is comfortable for subjects, since it requires less constrictive 
circumstances of measurements and fewer movement restrictions, yielding more 
ecologically valid conditions. The whole system is fixed on a platform installed with casters 
so that the system can move with the subject in moving tasks. In our study, the subjects 
walked in the experiment. Therefore fNIRS is more suitable for this study (Suzuki et al., 
2004; Miyai et al., 2001). 

3. Cortical activation during real walking and mental imagery of walking 
This section introduces two experiments in which we compared the cortical activation 
during real walking and that during mental imagery of walking. 

3.1 Experiment 1 

We compared the activation in the primary motor area and the primary somatosensory area 
of the brain during RW and WO by means of fNIRS. The possibility to quickening walking 
rehabilitation by mental imagery of walking is discussed based on the experiment results. 

3.1.1 Subjects 

Two male graduate students (SL and ZJ) of Kochi University of Technology participated in 
the experiment. Their ages were 27 to 28 years. All were right-handed and had no medical 
history of neurological or psychiatric disorders. 

3.1.2 fNIRS measurement 

As shown in Fig. 5, the optodes were fixed with a plastic shell and placed on the subject’s 
left frontal areas according to the international 10-20 system, which is widely used in EEG 
measurement (Homan et al., 1987; Steinmetz et al., 1989; Okamoto et al., 2004). The numbers 
between the emitters and detectors were channel numbers. Channels were labelled from 
front to back as CH1-CH24. Data were measured with a sampling rate of 10 Hz. CH16 was 
placed on Cz． The areas measured by CH11, 12, 15, 18, 19 and CH13, 14, 17, 20, 21 covered 
the primary somatosensory cortex which processes the sensory information and the primary 
motor cortex which plans and executes movements related to walking. 

3.1.3 Stimuli 

The experiment scene is shown in Fig. 6. During the RW task, the subjects walked along a 
straight line at 0.3 m/s. The ETG-7100 system was pushed to follow the subject 
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Fig. 5. Schematic placement of the emitter and detector optodes on the subject’s head 
 

   
(a) Real walking               (b) Walking observation 

Fig. 6. Experiment scene 

in the task. During the WO task, the subjects were shown a video (Fig. 7) in which a person 
walks along a line at the same speed (0.3 m/s). The subjects were instructed to imagine that 
they were walking the same as the person in the video, especially to match their gaits to the 
video, while keep standing on the ground. The video was shot in a corridor against the wall. 

3.1.4 Task paradigm 

The experiment procedure is shown in Fig. 8. During the experiment, a 20 s real walking 
task and a 20 s imaginary walking task were performed, with a 60 s rest period before and 
after each task. In order to avoid the influence by the order of the tasks, two procedures 
were conducted. In procedure 1, the real walking task was before the imaginary walking 
task while in procedure 2 the order was reversed. 
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in the task. During the WO task, the subjects were shown a video (Fig. 7) in which a person 
walks along a line at the same speed (0.3 m/s). The subjects were instructed to imagine that 
they were walking the same as the person in the video, especially to match their gaits to the 
video, while keep standing on the ground. The video was shot in a corridor against the wall. 
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The experiment procedure is shown in Fig. 8. During the experiment, a 20 s real walking 
task and a 20 s imaginary walking task were performed, with a 60 s rest period before and 
after each task. In order to avoid the influence by the order of the tasks, two procedures 
were conducted. In procedure 1, the real walking task was before the imaginary walking 
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Fig. 7. Walking video shown to the subjects during WO task 
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Fig. 8. Walking video shown to the subjects during WO task 

3.1.5 Data analysis 

According to previous studies, oxy-Hb is more useful for analysis of cortical activation than 
deoxy-Hb because of its higher reproducibility (Plichta 2006; Sato 2005), lower inter-subject 
variability (Sato 2006), and higher correlation with fMRI signals. Therefore, in the present 
study, oxy-Hb was measured as an indicator of changes in blood volume. The 
measurements of the subjects were checked visually for artifacts due to body movements. 
Obtained data were analyzed using the “integral mode” in the ETG-7100 software. We 
defined a 48 s measurement block made up of a 9 s pretask baseline period before task 
period (20 s), a 12s recovery period and a 7 s posttask baseline period (Fig. 9). Linear fitting  

( 9 s ) ( 20  s) ( 7 s )
Pre Task PosRec
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Total Period

Statistical Period
( 32 s )
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Fig. 9. Parameters of the integral mode in the ETG-7100 analysis software 
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was applied to the data between these two baselines. The data in the statistical period, 
which was made up of task and recovery periods, were considered as the activation signals 
which were used to analyze the cerebral blood volume difference between real walking and 
imaginary walking. In the analysis we compared the average oxy-Hb of CH11, 12, 15, 18, 19 
and CH13, 14, 17, 20, 21 between the RW task and the WO task. 

3.1.6 Results and discussions 
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Fig. 10. Results of procedure 1 
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      (a) Imaginary walking          (b) Real walking 

Fig. 11. Results of procedure 2 

The average oxy-Hb of subject SL and ZJ during the statistical period of procedure 1 and 2 
are shown in Fig. 10 and Fig. 11, respectively. In Fig. 10 and Fig. 11, the horizontal axis is the 
time shown in Fig. 9. Both oxy-Hb and deoxy-Hb, and their sum total-Hb are shown. It can 
be seen from the experiment results that both in procedure 1 and procedure 2, oxy-Hb 
increased significantly no matter the subject really walked or just imagined walking. The 
experiment results suggest that the cortical areas related to walking is activated by both RW 
and WO. The possibility of brain exercise for walking rehabilitation by mental imagery of 
walking was implied. 
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Fig. 8. Walking video shown to the subjects during WO task 
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measurements of the subjects were checked visually for artifacts due to body movements. 
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was applied to the data between these two baselines. The data in the statistical period, 
which was made up of task and recovery periods, were considered as the activation signals 
which were used to analyze the cerebral blood volume difference between real walking and 
imaginary walking. In the analysis we compared the average oxy-Hb of CH11, 12, 15, 18, 19 
and CH13, 14, 17, 20, 21 between the RW task and the WO task. 
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Fig. 11. Results of procedure 2 

The average oxy-Hb of subject SL and ZJ during the statistical period of procedure 1 and 2 
are shown in Fig. 10 and Fig. 11, respectively. In Fig. 10 and Fig. 11, the horizontal axis is the 
time shown in Fig. 9. Both oxy-Hb and deoxy-Hb, and their sum total-Hb are shown. It can 
be seen from the experiment results that both in procedure 1 and procedure 2, oxy-Hb 
increased significantly no matter the subject really walked or just imagined walking. The 
experiment results suggest that the cortical areas related to walking is activated by both RW 
and WO. The possibility of brain exercise for walking rehabilitation by mental imagery of 
walking was implied. 
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The average oxy-Hb of subject SL and ZJ during the statistical period are listed in Table 
1．We can conclude from Table 1 that although individual difference was significant, the 
oxy-Hb during the imaginary walking task was higher than that during the real walking 
task, regardless of the order of the tasks. 

 

 
Procedure 1 Procedure 2 

RW WO RW WO 

Subject SL 0.027 0.147 0.056 0.114 

Subject ZJ 0.043 0.135 -0.087 -0.062 

**oxy-Hbs are given in mM·mm 

Table 1. Average oxy-Hb during RW and WO tasks 

fNIRS measures cerebral blood volume. When we walk along a straight line on a level road 
without any obstacles, the primary somatosensory cortex and the primary motor cortex do 
not involve much, with the cerebellum controlling the movement of the legs. On the other 
hand, during the imaginary walking task of the experiment, the subjects have to conceive 
their movement to match their gaits with those in the video. Although the subjects did not 
move, they have to plan their walking in their brain. This might be the reason why the oxy-
Hb during the WO task was higher than that during the RW task. However, at present since 
fNIRS can only measure cerebral blood flow in cortex, not in deeper structures, how the 
other neural systems, such as cerebellum, the spinal cord and the peripheral nervous 
system, involve in mental imagery of walking is still not clear. 

3.2 Experiment 2 

In the second experiment, we compared the activation in the primary motor area and the 
primary somatosensory area of the brain during RW, VW and WO by means of fNIRS, in 
order to find an effective way to activate the motor area in mental imagery. The difference 
between VW and WO is that VW is first-person perspective, imaging oneself is walking 
following the visual scene in the video, while WO is third-person perspective, imaging 
oneself is following the gait of the person in the video. We quantitatively compared their 
brain activation effect based on the experiment results. 

3.2.1 Subjects 

Four students (YJ, RL, QQ and LS) of Kochi University of Technology participated in the 
experiment. Their ages were 28 to 31 years. All were right-handed and had no medical 
history of neurological or psychiatric disorders. 

3.2.2 fNIRS measurement 

As shown in Fig. 12, the concentrations of oxy-Hb and deoxy-Hb were measured by ETG-
7100 system. The subject stood on a treadmill throughout the experiment. Data were 
measured with a sampling rate of 10 Hz. 
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Fig. 12. Experiment scene 
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Fig. 13. Schematic placement of the emitter and detector optodes on the subject’s head 

Fig. 13 shows the positions of optodes on the head of the subjects. The optodes were fixed 
with a plastic shell and placed on the subject’s head according to the international 10-20 
system. The numbers between the emitters and detectors were channel numbers. Channels 
were labelled from front to back as CH1-CH24. The midpoint between CH12 and CH13 was 
placed on Cz of the International 10-20 system. According to the correlation between the 
international 10–20 system and cortical region, the areas measured by CH4, 5, 8, 11, 12 and 
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The average oxy-Hb of subject SL and ZJ during the statistical period are listed in Table 
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Fig. 13. Schematic placement of the emitter and detector optodes on the subject’s head 

Fig. 13 shows the positions of optodes on the head of the subjects. The optodes were fixed 
with a plastic shell and placed on the subject’s head according to the international 10-20 
system. The numbers between the emitters and detectors were channel numbers. Channels 
were labelled from front to back as CH1-CH24. The midpoint between CH12 and CH13 was 
placed on Cz of the International 10-20 system. According to the correlation between the 
international 10–20 system and cortical region, the areas measured by CH4, 5, 8, 11, 12 and 
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CH6, 7, 10, 13, 14 covered PM, SMA and the primary motor cortex (M1) which plans and 
executes movements related to walking. 

3.2.3 Stimuli 

There were three tasks, real walking (RW), virtual walking (VW), and walking observation 
(WO) in the experiment. During the RW task, the subjects walked on a treadmill at 1.0 
km/h. For the VW task, a video clip was taken by a cameraman who was naturally walking 
down a corridor at 1.0km/h (Fig.14). Subjects were instructed to imagine as if they were 
actually walking from the first-person perspective. For the WO task, a video clip in which a 
person walks down the same corridor at 1.0 km/h was taken (Fig.14). Subjects were 
instructed to imagine that they were walking the same as the person in the video, especially 
to match their gaits to the video. 

 
(a) Shooting location of the video 

  
(b) Scene for walking observation.      (c) Scene for virtual walking. 

Fig. 14. Walking videos shown to the subjects during imaginary walking 

The subjects wore a video eyewear (Wrap920, Vuzix Corporation, NY, USA) with lightshield 
to block distracting outside light (Fig. 12), to display the video stimuli. This eyewear displays 
the video on a virtual 67-inch screen as seen from 10 feet. During the rest period between the 
tasks, a video clip in which there is a cross mark on a white board was displayed. 

3.2.4 Task paradigm 

RW, VW and WO tasks were performed 40 s every time, with a 30 s of rest before and after 
each task. In order to avoid the influence by the order of the tasks, two procedures were 
carried. Procedure 1 was performed in the following order.  
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Rest (30s) →VW (40s) →Rest (30s) →RW (40s) → Rest (30s) →WO (40s) →Rest (30s) →RW 
(40s) →Rest (30s)  

Procedure 2 was performed in the following order. 

Rest (30s) →RW (40s) →Rest (30s) →VW (40s)→ Rest (30s) →RW (40s)→Rest (30s) →WO 
(40s) →Rest (30s) 

3.2.5 Data analysis 

Oxy-Hb was considered as an indicator of changes in blood volume. The measurements of 
the subjects were checked visually for artifacts due to body movements. Obtained data 
were analyzed by calculating the average oxy-Hb level during RW, VW and WO. In the 
analysis we compared the average oxy-Hb of CH4, 5, 6, 7, 8, 10, 11, 12, 13, 14 which 
covered PM, SMA and M1 involved in planning and execution of movements related to 
walking. 

3.2.6 Results and discussions 

In Fig.15 and Fig.16, the color maps of typical activation pattern of oxy-Hb were extracted. 
These maps were created by interpolation to the measurement data of 24 measure points. It  
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CH6, 7, 10, 13, 14 covered PM, SMA and the primary motor cortex (M1) which plans and 
executes movements related to walking. 

3.2.3 Stimuli 

There were three tasks, real walking (RW), virtual walking (VW), and walking observation 
(WO) in the experiment. During the RW task, the subjects walked on a treadmill at 1.0 
km/h. For the VW task, a video clip was taken by a cameraman who was naturally walking 
down a corridor at 1.0km/h (Fig.14). Subjects were instructed to imagine as if they were 
actually walking from the first-person perspective. For the WO task, a video clip in which a 
person walks down the same corridor at 1.0 km/h was taken (Fig.14). Subjects were 
instructed to imagine that they were walking the same as the person in the video, especially 
to match their gaits to the video. 

 
(a) Shooting location of the video 

  
(b) Scene for walking observation.      (c) Scene for virtual walking. 

Fig. 14. Walking videos shown to the subjects during imaginary walking 

The subjects wore a video eyewear (Wrap920, Vuzix Corporation, NY, USA) with lightshield 
to block distracting outside light (Fig. 12), to display the video stimuli. This eyewear displays 
the video on a virtual 67-inch screen as seen from 10 feet. During the rest period between the 
tasks, a video clip in which there is a cross mark on a white board was displayed. 

3.2.4 Task paradigm 

RW, VW and WO tasks were performed 40 s every time, with a 30 s of rest before and after 
each task. In order to avoid the influence by the order of the tasks, two procedures were 
carried. Procedure 1 was performed in the following order.  
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(40s) →Rest (30s)  

Procedure 2 was performed in the following order. 
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3.2.5 Data analysis 

Oxy-Hb was considered as an indicator of changes in blood volume. The measurements of 
the subjects were checked visually for artifacts due to body movements. Obtained data 
were analyzed by calculating the average oxy-Hb level during RW, VW and WO. In the 
analysis we compared the average oxy-Hb of CH4, 5, 6, 7, 8, 10, 11, 12, 13, 14 which 
covered PM, SMA and M1 involved in planning and execution of movements related to 
walking. 

3.2.6 Results and discussions 

In Fig.15 and Fig.16, the color maps of typical activation pattern of oxy-Hb were extracted. 
These maps were created by interpolation to the measurement data of 24 measure points. It  
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can be observed from the experiment results that both in procedure 1 and procedure 2, oxy-
Hb increased significantly no matter the subject really walked or just imagined walking in 
first-person perspective and third-person perspective. The experiment results suggest that 
the cortical areas related to walking was activated by both real walking and imaginary 
walking. The oxy-Hb in procedure 2 was generally lower that in procedure 1. The same 
video clips were used in procedures 1 and 2. The adaptation of the subject to the tasks might 
be the reason for the decrease in oxy-Hb. 

The average oxy-Hb of the 4 subjects during the tasks in procedures 1 and 2 are listed in 
Table 2. In procedure 1, for all the subjects, oxy-Hb during VW and RW were higher that 
that during the RW before them. In procedure 2, although the oxy-Hb was generally lower 
than procedure 1, the same pattern (oxy-Hb were higher during VW and RW than the RW 
after them.) was observed except one subject QQ with oxy-Hb during WO of -0.054 and oxy-
Hb during RW of -0.031. We can conclude from Table 2 that although individual difference 
was significant, on the average, the oxy-Hb levels during VW and WO were higher than the 
RW, regardless of the order of the tasks. There was no significant difference observed in the 
oxy-Hb during VW and WO. Whether the subjects imagined from first-person perspective 
or from third-person perspective did not lead to significant difference in cortical activation 
of the brain regions we measured. 

 
 

 Procedure 1 Procedure 2 

 RW VW RW WO VW RW WO RW 

YJ -0.062 0.124 0.109 0.310 -0.050 -0.130 0.015 -0.038 

RL 0.043 0.179 0.101 0.105 0.030 -0.092 -0.005 -0.090 

QQ 0.182 0.286 0.387 0.443 -0.047 -0.090 -0.054 -0.031 

LS -0.047 0.002 0.002 0.056 -0.180 -0.300 -0.284 -0.311 

Avg 0.029 0.148 0.150 0.228 -0.062 -0.153 -0.082 -0.117 

 
**oxy-Hbs are given in mM·mm 

Table 2. Average oxy-Hb during RW, VW and WO tasks 

4. Conclusion 
In our study, in order to verify the possibility of conducting neurological rehabilitation by 
mental imagery of walking and to find an effective way to activate the motor area in 
mental imagery, we compared the activation in motor areas during RW, VW, and WO, 
making use of the advantages of fNIRS. fNIRS measures cerebral hemodynamics non-
invasively by monitoring the attenuation of near infrared light passing through tissue. 

Comparison of Cortical Activation During Real Walking and Mental Imagery of  
Walking – The Possibility of Quickening Walking Rehabilitation by Mental Imaginary of Walking 

 

147 

fNIRS measurement is comfortable for subjects, since it requires less constrictive 
circumstances of measurements and fewer movement restrictions. These advantages 
allow us to measure the cortical activation during real walking. The experiment results 
showed that the oxy-Hb during the mental imagery of walking task (VW and WO) was 
higher than that during the RW task. No significant difference was observed in the oxy-
Hb during VW and WO, showing that they have the similar effect on the brain regions we 
measured. The importance of stimulus diversity was suggested in continuous stimulation 
of mental imagery of walking because the oxy-Hb level decreased with the adaptation of 
the brain to the stimuli. 

On the other hand, the disadvantage of fNIRS is that it can only monitor limited brain areas 
and the spatial resolution is relatively low. fNIRS can only measure cerebral blood flow in 
the cortices, not in deeper structures. We need another method to find out how the other 
neural systems, such as cerebellum, the spinal cord and the peripheral nervous system, 
involve in mental imaginary of walking. Recently, a lot of studies which combined fNIRS 
with EEG (Wallois et al., 2011; Fazli et al., 2011) or fMRI with EEG (Horovitz et al, 2008; 
Mantini et al., 2010) have been reported. These combinations enable to make the best use of 
the advantages of each technology. The advantage of simultaneous EEG-fNIRS 
measurement is to provide a better temporal resolution and quantitative information about 
oxy-Hb and deoxy-Hb. The combination of EEG and fMRI is to make use of the high 
temporal resolution of EEG and the high spatial resolution of fMRI. A multimodal approach 
is necessary for better understanding the similarity and difference between RW, VW and 
WO. 
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first-person perspective and third-person perspective. The experiment results suggest that 
the cortical areas related to walking was activated by both real walking and imaginary 
walking. The oxy-Hb in procedure 2 was generally lower that in procedure 1. The same 
video clips were used in procedures 1 and 2. The adaptation of the subject to the tasks might 
be the reason for the decrease in oxy-Hb. 
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Table 2. In procedure 1, for all the subjects, oxy-Hb during VW and RW were higher that 
that during the RW before them. In procedure 2, although the oxy-Hb was generally lower 
than procedure 1, the same pattern (oxy-Hb were higher during VW and RW than the RW 
after them.) was observed except one subject QQ with oxy-Hb during WO of -0.054 and oxy-
Hb during RW of -0.031. We can conclude from Table 2 that although individual difference 
was significant, on the average, the oxy-Hb levels during VW and WO were higher than the 
RW, regardless of the order of the tasks. There was no significant difference observed in the 
oxy-Hb during VW and WO. Whether the subjects imagined from first-person perspective 
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1. Introduction 
This chapter aims to shed light on developmental cognitive neuroscience studies that use 
near-infrared spectroscopy (NIRS) to examine the cortical response in developmental 
psychology and child psychiatry. NIRS was first applied to the human brain in 1977 (Jöbsis, 
1977) for the noninvasive measurement of the haemodynamic activation in the cerebral 
cortex. NIRS is advantageous over other neuroimaging methods in terms of its ease of 
measurement and low cost. Therefore, extensive studies have investigated neural correlates 
using the NIRS technique in healthy people and in neurological or psychiatric patients. 
Furthermore, NIRS has been applied to multiple age groups from neonates to adults. It is 
beyond the scope of this chapter to provide an exhaustive list of the neuroscience research 
based on NIRS. Here, we focus mainly on the studies that examine cognitive function from 
the viewpoint of developmental cognitive neuroscience. 

We believe that studies on brain function in children from birth to adolescence who are 
healthy or have psychiatric disorders provides knowledge about the trajectory of cognitive 
and neural development. The advantages of NIRS over magnetoencephalography (MEG) or 
functional magnetic imaging (fMRI) include easy measurement and less susceptibility to 
signal distortion by motion artefacts (Gervain et al., 2011; Lloyd-Fox et al., 2010). 
Furthermore, NIRS enables the measurement of human cerebral activity in less restricted 
and less noisy conditions. This advantage is particularly important in studies that 
investigate children from infancy to adolescence. NIRS enables researchers to easily present 
auditory stimuli (Kaneko et al., 2011) and to conduct experiments in relatively natural social 
settings (Ito et al., 2011). NIRS can be performed on infants even while they sit upright on 
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the lap of a parent. Therefore, NIRS is especially suited for research on children from birth 
to the toddler years (Lloyd-Fox et al., 2010).  

2. Techniques for assessment of brain function 
Compared to other clinical neurological methods such as electroencephalography (EEG), 
positron emission tomography (PET), fMRI, and MEG, NIRS was recently developed. EEG is 
a noninvasive method that directly measures the electrical activity of the brain via electrodes 
placed on the scalp. EEG has a high temporal resolution but poor spatial resolution. PET is 
an invasive method that uses radioactive tracers to measure the metabolism of the brain. 
PET provides high specific spatial resolution but poor temporal resolution. fMRI is a 
noninvasive method that measures the changes in blood oxygenation, and provides good 
spatial resolution but limited temporal resolution. MEG is a noninvasive method that 
measures the magnetic fields induced by electrical activity in the brain. MEG has good 
spatial and temporal resolution; however, MEG also requires the participants to remain very 
still during measurement.  

NIRS is completely noninvasive, more patient-friendly, and can be performed very easily 
compared to other neurological techniques. It is relatively inexpensive compared to fMRI, 
making it possible to measure haemodynamic changes at a low cost. Furthermore, the NIRS 
instrument is portable; measurements can be obtained in situ, for example, at the bedside. In 
addition, the NIRS probe for assessing brain activity is very flexible, and does not require 
the patient to be still or maintain the head in any particular position (Minagawa-Kawai et 
al., 2008). These attributes are especially useful when the patients are children, as it enables 
them to feel relaxed even in an experimental setting. fMRI and MEG studies are difficult to 
perform in children, because these techniques require the patients to be still. Most fMRI 
studies in infants have been performed while they are asleep or are sedated inside the 
imaging tunnel (Lloyd-Fox et al., 2010; Minagawa-Kawai et al., 2008).  

NIRS has a higher temporal resolution than fMRI. Haemodynamic changes at 10 Hz can be 
measured with commercially available products, whereas a typical fMRI instrument 
provides a temporal resolution of a few seconds. NIRS provides the concentration changes 
in both oxy-haemoglobin and deoxy-haemoglobin, whereas fMRI measures only deoxy-
haemoglobin. NIRS is not as noisy as fMRI, and the NIRS signal is less affected by motion 
artefacts compared to signals of fMRI or MEG. Additionally, NIRS permits continuous and 
repeated measurement.  

However, one limitation of NIRS is that it assesses brain function indirectly by measuring 
the haemodynamic changes in haemoglobin via an optical fibre probe attached to the scalp. 
The working principle of NIRS is that neural activation requires oxygen consumption; 
therefore, the haemoglobin concentration in the blood vessels depends on the neural activity. 
EEG, in contrast, assesses brain function directly by measuring the electrical potential of 
neurons via electrodes attached to the scalp. Additionally, although NIRS assesses brain 
activity via haemodynamic changes in the cerebral cortex, it is unable to examine deep brain 
activation. Specifically, NIRS allows the assessment of haemoglobin concentrations up to only 
2 or 3 cm below the skull; therefore, the activation in the deep brain regions cannot be 
measured. Furthermore, NIRS has a low spatial resolution compared to fMRI or MEG; the 
spatial resolution of NIRS is 20–30 mm, whereas that of fMRI is 1–2 mm.  
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3. NIRS: Principles and methods in the assessment of the human cerebral 
cortex 
Biological tissue is relatively transparent to light in the near-infrared range. In NIRS, light at 
wavelengths of 700–900 nm is illuminated onto the scalp. Oxy-haemoglobin and deoxy-
haemoglobin chromophores have different absorption spectra that are used to assess the 
attenuated light levels via changes in the chromophore concentration; these concentration 
changes can be used to determine the haemodynamic response. 

Because oxygen consumption increases in the region of the brain with the greatest activity, 
changes in the oxygen content of the blood can be used to measure the relative levels of 
brain activity. The specific parameters of the response monitored with NIRS represent 
changes in the levels of oxygenated and deoxygenated haemoglobin at specific regions 
across the cerebral cortex during stimulation. The detailed principles of NIRS have been 
described previously (e.g. Gervain et al., 2011; Hoshi, 2007; Minagawa-Kawai et al., 2008; 
Strangman et al., 2002).  

4. Applications in developmental psychology 
4.1 Functional brain activity in infants 

After Jöbsis first applied NIRS to the human brain (Jöbsis, 1977), there has been an 
increasing interest in measuring the haemodynamic response in the cerebral cortex of 
humans, especially in neonatal patients in the neonatal intensive care unit (NICU). NIRS is 
especially suitable for studies in neonates and is increasingly used in high-risk neonates, 
including low-birth-weight infants, neonates with congenital heart defects, and neonates 
with other pathological states (Goff et al., 2010; Wyatt et al., 1986). The neonatal skull is 
thinner than that of adults; therefore, near-infrared light can penetrate deeper into the 
neonatal cortex than into the adult cortex. The first study to use NIRS to evaluate cerebral 
oxygenation saturation in pre-term infants was published in 1985 (Brazy et al., 1985). 
Subsequently, extensive research has revealed that NIRS is highly effective for monitoring 
cerebral oxygenation saturation in the NICU (Brazy et al., 1985). 

Although numerous studies have demonstrated that NIRS is valuable for the assessment of 
neonates in the NICU, the use of NIRS in measuring cognitive function in infants has not 
been fully investigated. Early NIRS studies examined infants who were presented with 
stimuli while they were asleep (Aoyama et al., 2010; Homae et al., 2007; Saito et al., 2007a, 
2007b, 2009). 

Over the last decade, NIRS has been successfully applied to awake infants in experimental 
settings (Homae et al., 2010; Hyde et al., 2010; Nakano et al., 2009; Taga et al., 2003; Taga & 
Asakawa, 2007; Watanabe et al., 2010; Wilcox et al., 2008, 2009, 2010). Figure 1 shows an 
experimental setting where infants can sit upright on the lap of a parent wearing NIRS 
probes and headgear designed for infants.  

In the next section, we address the neural activation during face recognition in infants. Face 
recognition is important for infants and adults, because the face represents not only the 
personal identity but also the emotional expressions of an individual. In social 
communication, it is essential to understand the thoughts of a person via their facial 
expressions. Although many event rerated potential (ERP) studies in infants have examined  



 
Infrared Spectroscopy – Life and Biomedical Sciences 

 

152 
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Fig. 1. Experimental setting using NIRS for awake infants 

the neural substrates of facial recognition (de Haan et al., 2003), relatively few NIRS studies 
have been documented. However, NIRS has been applied to other research areas such as 
cerebral lateralization and speech acquisition (Minagawa-Kawai et al., 2008). 

4.2 Haemodynamic responses in infants during face recognition 

Haemodynamic changes during the face recognition process as assessed by NIRS have been 
documented in several studies (Blasi et al., 2007; Csibra et al., 2004; Grossmann et al., 2008; 
Honda et al., 2010; Ichikawa et al., 2010; Nakato et al., 2009, 2011a, 2011b; Otsuka et al., 
2007). Newborns showed a spontaneous preference for face-like stimuli over non-face-like 
patterns (Fantz, 1961). It is crucial for infants to discriminate the face of their caregiver face 
from the faces of other persons to elicit care. The ability to recognise emotion in facial 
expressions is also important for infants to communicate effectively to caregivers, and this 
represents the emergence of social communication. Numerous behavioural and 
electrophysiological studies have demonstrated that 5–7-month-old infants can visibly 
discriminate different facial expressions and exhibit an attention bias towards salient facial 
expressions (Leppanen & Nelson, 2009). Recent NIRS studies have demonstrated that 
infants show different haemodynamic responses to different facial stimuli (Nakato et al., 
2009, 2011a, 2011b). 
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Infants respond to happy faces and angry faces with distinct haemodynamic changes in 
their cortical regions (Nakato et al., 2011b). Nakato et al. found that the left temporal region, 
particularly the left superior temporal sulcus, was significantly activated in response to 
happy faces, whereas the right temporal region was activated in response to angry faces. 
Furthermore, happy faces increased the haemodynamic response gradually, and the 
response was maintained even after the happy face stimuli disappeared. In contrast, when 
angry face stimuli were presented, the haemodynamic response peaked quickly and 
decreased more rapidly after the angry faces disappeared. 

The infants’ response to their mother’s face and to the faces of unfamiliar women was also 
accompanied by haemodynamic changes in the cortical regions (Nakato et al., 2011a). In 
response to the mother’s face, the oxy-Hb and total-Hb concentrations increased in the right 
and left temporal cortices. In contrast, in response to the faces of unfamiliar women, no 
activation was observed in the left temporal cortex, although the total-haemoglobin 
concentration in the right temporal cortex was increased. 

Moreover, infants have shown developmental changes in haemodynamic activity during 
the recognition of faces in frontal view and profile view (Nakato et al., 2009). The oxy-
haemoglobin and total-haemoglobin concentrations in 5-month-old infants only increased 
for the frontal view in the right temporal regions. However, the oxy-haemoglobin and 
total-haemoglobin concentrations in 8-month-old infants increased for both frontal and 
profile views. These studies suggest that the right temporal hemisphere is specialised for 
face recognition in infants (Carlsson et al., 2008; Nakato et al., 2011; Nakato et al., 2009; 
Otsuka et al., 2007). Previous neuroimaging studies in adults also indicated that the right 
temporal cortex is involved in face recognition. Thus, it is suggested that the components 
of the facial recognition system that adults possess emerge as precursors in the early 
infant periods.  

Although accumulating evidence indicates that infants respond to face stimuli differently in 
terms of the haemodynamic changes in the temporal cortex, other brain areas, e.g. the 
fusiform face area and lateral occipital cortex, have not been fully investigated. The fusiform 
face area is considered to play a crucial role in face perception, especially in face 
identification (Johnson, 2005; Kanwisher & Yovel, 2006; Tsao & Livingstone, 2008). 
However, the fusiform face area is deeply located, and hence, its activity cannot be 
measured by NIRS. The orbitofrontal cortex and amygdala areas of that have been 
implicated in the recognition of the emotions of facial expressions (Leppanen & Nelson, 
2009).  

4.3 Neural basis of infant-mother attachment 

Infant-mother attachment is essential for the development of infants. Infants use attachment 
behaviours to deepen the intimacy with their caregiver, thereby eliciting ample care from 
their caregiver and increasing their prospect for surviving. Many researchers have 
investigated the attachment behaviour of infants in developmental psychology; however, 
few studies have investigated the neural substrates of infant-mother attachment. fMRI 
studies have indicated that the brains of mothers are more activated by their own infants 
than by other infants stimuli (Kim et al., 2011; Lenzi et al., 2009; Noriuchi et al., 2008). 
Noriuchi et al. found that the right orbitofrontal cortex, periaqueductal gray, anterior insula, 
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Infant-mother attachment is essential for the development of infants. Infants use attachment 
behaviours to deepen the intimacy with their caregiver, thereby eliciting ample care from 
their caregiver and increasing their prospect for surviving. Many researchers have 
investigated the attachment behaviour of infants in developmental psychology; however, 
few studies have investigated the neural substrates of infant-mother attachment. fMRI 
studies have indicated that the brains of mothers are more activated by their own infants 
than by other infants stimuli (Kim et al., 2011; Lenzi et al., 2009; Noriuchi et al., 2008). 
Noriuchi et al. found that the right orbitofrontal cortex, periaqueductal gray, anterior insula, 
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and dorsal and ventrolateral putamen of mothers responded more positively to video clips 
of their own infants than to clips of unfamiliar infants (Noriuchi et al., 2008).  

In contrast, surprisingly, little research is available about the neural correlates of infant brain 
activity associated with infant-mother attachment. Recently, using NIRS for awake infants, 
Minagawa-kawai et al. found that infants showed greater activation in the orbitofrontal 
cortex when they were presented with movie clips in which their own mothers smiled 
(Minagawa-Kawai et al., 2009).  

Additionally, an fMRI study on adults revealed that the orbitofrontal cortex is activated 
by attractive faces (O'Doherty et al., 2003; Tsukiura & Cabeza, 2011). Similarly, the 
orbitofrontal cortex has been shown to have various functions, such as social cognition, 
motivational evaluation, emotional processing, and decision-making (Adolphs, 2003; 
Kringelbach, 2005).  

Infant-mother attachment underpins the basis for life-long interpersonal relationships. 
Infants begin their life with affectionate social interactions with their mothers immediately 
after delivery. Many studies have shown that social interaction with caregivers is essential 
for healthy development in children (e.g. Smyke et al, 2007). However, little is known about 
how the brains of children develop continually until adulthood through social interaction 
with caregivers. 

Face-to-face communication between mothers and infants is highly complicated, and is 
affected by many confounding variables, such as face expression, pitch of speech, and 
contingency of turn-taking. Therefore, it is technically difficult in experimental paradigms to 
examine the effects of face-to-face communication of mothers and infants. Further research 
is required to improve experimental paradigms that better approximate real life (Grossmann 
& Johnson, 2007) and to examine effects of face-to-face communication with the mother on 
the development of the brain of the infant. 

4.4 Cognitive development in preschool children 

In contrast to infant studies, studies on cognitive development in preschool children have 
largely not used neuroimaging methods. However, several studies have examined 
haemodynamic changes of the cerebral cortex using NIRS during cognitive shifting 
(Moriguchi & Hiraki, 2009, 2011) or working memory tasks (Tsujii et al., 2009, 2010; 
Tsujimoto et al., 2004). 

Moriguchi & Hiraki (2009) found that 3-year-old children who committed perseverative 
errors lacked activation in their inferior prefrontal regions during cognitive shifting tasks, 
whereas those who performed the tasks correctly displayed activation of the right inferior 
prefrontal regions. Furthermore, a longitudinal study of prefrontal function in 3–4-year-old 
children showed that children who performed better tasks at 3 years of age showed 
significant activation of the right inferior prefrontal regions at 3 years of age, and significant 
activation of the both inferior prefrontal regions at 4 years of age (Moriguchi & Hiraki, 
2011). Children who showed poorer performance at 3 years of age exhibited no significant 
inferior prefrontal activation at 3 years of age, but significant left inferior prefrontal 
activation at 4 years of age. It was therefore suggested that inferior prefrontal activation on 
either the right or left side may be more important for successful cognitive shifting than 
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sustained right inferior prefrontal activation. Moreover, multiple patterns of prefrontal 
activation were observed during the cognitive shifting tasks. 

Tsujimoto et al. (2004) examined the cortical response of preschool children aged 5–6 years 
during spatial working memory tasks and found that the oxy-haemoglobin concentration 
was increased in the lateral prefrontal cortex, which is associated with working memory 
processes in adults. In another research group, Tusjii et al. found that the frontal activation 
was greater in 5-year-old children than in 7-year-old children during a spatial working 
memory task (Tsujii et al., 2009). Furthermore, right hemisphere dominance was observed in 
older children, but no significant hemispheric differences were observed in younger 
children. Children with strong lateralization showed improved performance from 5 to 7 
years of age. These findings suggest that right lateralization for spatial working memory 
may start between 5 and 7 years of age.  

Although NIRS is better suited for use in preschool children compared to other 
neuroimaging methods, brain function in preschool children measured by NIRS has not 
been well-documented. Numerous investigations have examined various aspects of brain 
function in human adults using fMRI or MEG. However, to date, no studies have addressed 
how the human brain develops and organises diverse cognitive ability from birth to 
adulthood. Further research needs to elucidate the development of brain function in 
preschool children.  

5. Applications in child psychiatry 
5.1 Brain dysfunction in children with autism spectrum disorders 

Autism spectrum disorders (ASDs), including autistic disorder and Asperger disorder, are 
diagnosed by cataloguing behavioural features including the impairment of reciprocal social 
interaction and communication, as well as the presence of repetitive ritualistic behaviour or 
interests. Methodological differences make it difficult to compare epidemiological studies; 
therefore, there are discrepancies in the reported prevalence of ASDs. However, the 
prevalence of ASDs has been conservatively estimated at 36.4/10,000 (Fombonne, 2005). The 
severity of impairment varies greatly among patients, and they occasionally show mental 
retardation. The impairment is evident at least prior to the age of 3 years, and its effects 
persist life-long. 

ASDs are characterised by pervasive impairments in social behaviour. Accumulating 
evidence suggests that adults with ASDs have altered brain activity in regions related to 
social interactions (Neuhaus et al., 2010), such as the superior temporal gyrus (Meresse et 
al., 2005), fusiform gyrus (Koshino et al., 2008), amygdala (Pinkham et al., 2008), and 
prefrontal cortex (Gilbert et al., 2009). Although previous studies have elucidated that 
adults with ASDs show reduced or altered activation in the aforementioned regions 
compared with healthy adults, surprisingly, little neuroimaging data are available for 
autistic children.  

Kawakubo et al. examined prefrontal haemodynamic activation during a verbal fluency task 
in children and adults with ASDs (Kawakubo et al., 2009). In children, there were no 
significant differences in the haemodynamic changes between patients with ASDs and 
healthy controls. However, the concentration of oxy-haemoglobin in adults with ASDs was 
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and dorsal and ventrolateral putamen of mothers responded more positively to video clips 
of their own infants than to clips of unfamiliar infants (Noriuchi et al., 2008).  

In contrast, surprisingly, little research is available about the neural correlates of infant brain 
activity associated with infant-mother attachment. Recently, using NIRS for awake infants, 
Minagawa-kawai et al. found that infants showed greater activation in the orbitofrontal 
cortex when they were presented with movie clips in which their own mothers smiled 
(Minagawa-Kawai et al., 2009).  

Additionally, an fMRI study on adults revealed that the orbitofrontal cortex is activated 
by attractive faces (O'Doherty et al., 2003; Tsukiura & Cabeza, 2011). Similarly, the 
orbitofrontal cortex has been shown to have various functions, such as social cognition, 
motivational evaluation, emotional processing, and decision-making (Adolphs, 2003; 
Kringelbach, 2005).  

Infant-mother attachment underpins the basis for life-long interpersonal relationships. 
Infants begin their life with affectionate social interactions with their mothers immediately 
after delivery. Many studies have shown that social interaction with caregivers is essential 
for healthy development in children (e.g. Smyke et al, 2007). However, little is known about 
how the brains of children develop continually until adulthood through social interaction 
with caregivers. 

Face-to-face communication between mothers and infants is highly complicated, and is 
affected by many confounding variables, such as face expression, pitch of speech, and 
contingency of turn-taking. Therefore, it is technically difficult in experimental paradigms to 
examine the effects of face-to-face communication of mothers and infants. Further research 
is required to improve experimental paradigms that better approximate real life (Grossmann 
& Johnson, 2007) and to examine effects of face-to-face communication with the mother on 
the development of the brain of the infant. 

4.4 Cognitive development in preschool children 

In contrast to infant studies, studies on cognitive development in preschool children have 
largely not used neuroimaging methods. However, several studies have examined 
haemodynamic changes of the cerebral cortex using NIRS during cognitive shifting 
(Moriguchi & Hiraki, 2009, 2011) or working memory tasks (Tsujii et al., 2009, 2010; 
Tsujimoto et al., 2004). 

Moriguchi & Hiraki (2009) found that 3-year-old children who committed perseverative 
errors lacked activation in their inferior prefrontal regions during cognitive shifting tasks, 
whereas those who performed the tasks correctly displayed activation of the right inferior 
prefrontal regions. Furthermore, a longitudinal study of prefrontal function in 3–4-year-old 
children showed that children who performed better tasks at 3 years of age showed 
significant activation of the right inferior prefrontal regions at 3 years of age, and significant 
activation of the both inferior prefrontal regions at 4 years of age (Moriguchi & Hiraki, 
2011). Children who showed poorer performance at 3 years of age exhibited no significant 
inferior prefrontal activation at 3 years of age, but significant left inferior prefrontal 
activation at 4 years of age. It was therefore suggested that inferior prefrontal activation on 
either the right or left side may be more important for successful cognitive shifting than 
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sustained right inferior prefrontal activation. Moreover, multiple patterns of prefrontal 
activation were observed during the cognitive shifting tasks. 

Tsujimoto et al. (2004) examined the cortical response of preschool children aged 5–6 years 
during spatial working memory tasks and found that the oxy-haemoglobin concentration 
was increased in the lateral prefrontal cortex, which is associated with working memory 
processes in adults. In another research group, Tusjii et al. found that the frontal activation 
was greater in 5-year-old children than in 7-year-old children during a spatial working 
memory task (Tsujii et al., 2009). Furthermore, right hemisphere dominance was observed in 
older children, but no significant hemispheric differences were observed in younger 
children. Children with strong lateralization showed improved performance from 5 to 7 
years of age. These findings suggest that right lateralization for spatial working memory 
may start between 5 and 7 years of age.  

Although NIRS is better suited for use in preschool children compared to other 
neuroimaging methods, brain function in preschool children measured by NIRS has not 
been well-documented. Numerous investigations have examined various aspects of brain 
function in human adults using fMRI or MEG. However, to date, no studies have addressed 
how the human brain develops and organises diverse cognitive ability from birth to 
adulthood. Further research needs to elucidate the development of brain function in 
preschool children.  

5. Applications in child psychiatry 
5.1 Brain dysfunction in children with autism spectrum disorders 

Autism spectrum disorders (ASDs), including autistic disorder and Asperger disorder, are 
diagnosed by cataloguing behavioural features including the impairment of reciprocal social 
interaction and communication, as well as the presence of repetitive ritualistic behaviour or 
interests. Methodological differences make it difficult to compare epidemiological studies; 
therefore, there are discrepancies in the reported prevalence of ASDs. However, the 
prevalence of ASDs has been conservatively estimated at 36.4/10,000 (Fombonne, 2005). The 
severity of impairment varies greatly among patients, and they occasionally show mental 
retardation. The impairment is evident at least prior to the age of 3 years, and its effects 
persist life-long. 

ASDs are characterised by pervasive impairments in social behaviour. Accumulating 
evidence suggests that adults with ASDs have altered brain activity in regions related to 
social interactions (Neuhaus et al., 2010), such as the superior temporal gyrus (Meresse et 
al., 2005), fusiform gyrus (Koshino et al., 2008), amygdala (Pinkham et al., 2008), and 
prefrontal cortex (Gilbert et al., 2009). Although previous studies have elucidated that 
adults with ASDs show reduced or altered activation in the aforementioned regions 
compared with healthy adults, surprisingly, little neuroimaging data are available for 
autistic children.  

Kawakubo et al. examined prefrontal haemodynamic activation during a verbal fluency task 
in children and adults with ASDs (Kawakubo et al., 2009). In children, there were no 
significant differences in the haemodynamic changes between patients with ASDs and 
healthy controls. However, the concentration of oxy-haemoglobin in adults with ASDs was 
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significantly lower than that in healthy controls. These findings suggest that developmental 
changes in prefrontal activity of individuals with ASDs emerge before adulthood, i.e. they 
appear during adolescence. 

5.2 Brain dysfunction in children with attention-deficit hyperactivity disorder  

Attention-deficit hyperactivity disorder (ADHD) is a neurodevelopmental disorder whose 
prevalence has been estimated to be 3% to 7% of school-age children (American Psychiatric 
Association [APA], 2000). The essential clinical symptoms include inattention and/or 
hyperactivity-impulsivity. Some hyperactive-impulsive or inattentive symptoms must be 
present before the age of 7 years, although some symptoms that cause impairment tend to 
persist life-long. Some impairment from the symptoms is typically evident at school and at 
home, with behaviour that is clearly inappropriate for the developmental age in social, 
academic, or occupational settings.  

In particular, ADHD is characterised by impairments in executive function, i.e. the failure 
of inhibitory control and the dysregulation of brain systems mediating reward and 
response (Sonuga-Barke, 2003). The Go/NoGo task, stop-signal task, and Stroop colour-
word task have been used to investigate the inhibition process in these patients. Some 
studies have examined brain function in ADHD children during the Stroop colour-word 
task using NIRS. Moser et al. examined the brain activation in the dorsolateral prefrontal 
cortex (Moser et al., 2009), and showed that the oxy-haemoglobin concentration peaked 
later in ADHD children than in healthy children. Additionally, the concentration of 
deoxy-haemoglobin increased just after the onset of stimulation in ADHD children but 
decreased in healthy children. Negoro et al. examined the activation of frontal regions in 
the brain using 24-channel NIRS during the Stroop colour-word task (Negoro et al., 2010), 
and showed that the concentration of oxy-haemoglobin in the inferior prefrontal cortex in 
ADHD children decreased compared with that in healthy children, especially in the both 
the inferior lateral prefrontal cortex.  

The trail-making test, which assesses executive function, has been used for the measurement 
of brain activation in ADHD children. Weber et al. showed that the concentration of oxy-
haemoglobin increased in ADHD children during the short attention phase, whereas no 
significant change was observed in healthy children (Weber et al., 2005). A significant 
increase in oxy-haemoglobin was also reported for both groups during the extended 
attention phase, although an additional increase was observed in deoxy-haemoglobin level 
only in the healthy children.  

These findings suggest that during tasks involving executive function, the haemodynamic 
responses in ADHD children are different from those in healthy children.  

6. Conclusions 
NIRS can greatly aid in extending our existing experimental paradigms. With NIRS, we can 
measure haemodynamic changes in the cerebral cortex of children, and accumulate more 
information on brain activity from infancy to adolescence. Such information is of great 
importance in studying brain function from a developmental perspective. However, 
surprisingly, the available research, even on topics like the typical trajectory of functional 
brain development, is less. 
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Furthermore, research on atypical brain function in ASDs or ADHD is needed to clarify 
the differences between typical and atypical functional brain development. The 
understanding of brain function in children with psychiatric disorders is key to 
developing effective intervention methods. For early intervention, we need to elucidate 
the process of cognitive neurodevelopment in the early stages of development. Thus, 
NIRS is a valuable modality for monitoring and investigating brain activity in children 
with psychiatric disorders. 
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significantly lower than that in healthy controls. These findings suggest that developmental 
changes in prefrontal activity of individuals with ASDs emerge before adulthood, i.e. they 
appear during adolescence. 

5.2 Brain dysfunction in children with attention-deficit hyperactivity disorder  

Attention-deficit hyperactivity disorder (ADHD) is a neurodevelopmental disorder whose 
prevalence has been estimated to be 3% to 7% of school-age children (American Psychiatric 
Association [APA], 2000). The essential clinical symptoms include inattention and/or 
hyperactivity-impulsivity. Some hyperactive-impulsive or inattentive symptoms must be 
present before the age of 7 years, although some symptoms that cause impairment tend to 
persist life-long. Some impairment from the symptoms is typically evident at school and at 
home, with behaviour that is clearly inappropriate for the developmental age in social, 
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In particular, ADHD is characterised by impairments in executive function, i.e. the failure 
of inhibitory control and the dysregulation of brain systems mediating reward and 
response (Sonuga-Barke, 2003). The Go/NoGo task, stop-signal task, and Stroop colour-
word task have been used to investigate the inhibition process in these patients. Some 
studies have examined brain function in ADHD children during the Stroop colour-word 
task using NIRS. Moser et al. examined the brain activation in the dorsolateral prefrontal 
cortex (Moser et al., 2009), and showed that the oxy-haemoglobin concentration peaked 
later in ADHD children than in healthy children. Additionally, the concentration of 
deoxy-haemoglobin increased just after the onset of stimulation in ADHD children but 
decreased in healthy children. Negoro et al. examined the activation of frontal regions in 
the brain using 24-channel NIRS during the Stroop colour-word task (Negoro et al., 2010), 
and showed that the concentration of oxy-haemoglobin in the inferior prefrontal cortex in 
ADHD children decreased compared with that in healthy children, especially in the both 
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The trail-making test, which assesses executive function, has been used for the measurement 
of brain activation in ADHD children. Weber et al. showed that the concentration of oxy-
haemoglobin increased in ADHD children during the short attention phase, whereas no 
significant change was observed in healthy children (Weber et al., 2005). A significant 
increase in oxy-haemoglobin was also reported for both groups during the extended 
attention phase, although an additional increase was observed in deoxy-haemoglobin level 
only in the healthy children.  

These findings suggest that during tasks involving executive function, the haemodynamic 
responses in ADHD children are different from those in healthy children.  

6. Conclusions 
NIRS can greatly aid in extending our existing experimental paradigms. With NIRS, we can 
measure haemodynamic changes in the cerebral cortex of children, and accumulate more 
information on brain activity from infancy to adolescence. Such information is of great 
importance in studying brain function from a developmental perspective. However, 
surprisingly, the available research, even on topics like the typical trajectory of functional 
brain development, is less. 
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Furthermore, research on atypical brain function in ASDs or ADHD is needed to clarify 
the differences between typical and atypical functional brain development. The 
understanding of brain function in children with psychiatric disorders is key to 
developing effective intervention methods. For early intervention, we need to elucidate 
the process of cognitive neurodevelopment in the early stages of development. Thus, 
NIRS is a valuable modality for monitoring and investigating brain activity in children 
with psychiatric disorders. 
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1. Introduction 
The application of near infrared spectroscopic technique for the quantitative analysis of food 
products and commodities is nowadays widely accepted. However, 160 years passed from 
the discover of near infrared part of the spectrum to its first analytical application which is 
related to the work of Karl Norris who firstly demonstrated the potential of the NIRS in 
quantitative analysis particularly for prediction of moisture and protein content in wheat. 
The intense development of this technique during the last 50 years has been challenged by 
the development of powerful computers, softwares and chemometric tools, since the NIRS 
data processing is quite demanding task. The near infrared spectroscopy is an instrumental 
technique based on measuring the intensity of reflectance or intensity of transmission of 
radiation from the near infrared region of the electromagnetic spectrum (800-2500 nm) by 
the test sample. The intensity of the reflection and transmission depends on the rate of 
absorption of radiation by the sample, which leads to excitation of hydrogen bonds (CH, 
NH, OH). As the tested samples are very complex in composition, it happens that on the 
same wavelength, several organic bonds involving hydrogen vibrate producing overlapped 
spectral bands. Therefore, the resulting NIR spectrum looks like a slightly wavy line with no 
clearly defined features, with very broad and overlapped molecular overtone and 
combination bands, which complicate to assign them to specific chemical constituent and 
make impossible to determine the direct relationship between the concentration of 
ingredients of interest and the absorbed radiation energy (Fig. 1). 

Due to the significant overlapping of NIR bands, the prerequisite for the NIRS application is 
the development of the calibration model which relates the concentration of certain analyte 
found in a sample to the spectral data collected from that sample. Calibration model 
development process implies the extraction of useful information from the NIR spectra by 
applying chemometrics methods. Multivariate calibration techniques (e.g. principal 
components analysis, partial least squares, or artificial neural networks) are often employed 
to extract the desired chemical information from the spectral data. Calibration model allows 
relating the NIR optical data with the compound (or property) of interest that is used to 
define the quality of the sample:  

 [C] = [A][] + []  (1) 
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Fig. 1. NIR reflectance spectrum of wheat flour (1100-2500 nm) recorded by FOSS’s 
NIRSystem 6500 

Also, the application of NIRS technique has been extended to determination of certain 
functional properties of tested samples which do not represent the unique chemical entities 
which manifest absorption in NIRS spectral region, but manifest relationship with certain 
constituents that can be used as a basis for calibration model development. So far, a number 
of applications of the NIRS technique have been demonstrated having commercial and/or 
scientific significance that was developed on the basis on different NIR spectral ranges, 
different ways of recording and processing of spectra, different sample presentations, 
various chemometrics techniques used for calibration development and different use of 
validation statistics.  

2. Near infrared spectroscopy: A rapid analytical tool in cereal quality control 
In the 60s, the initial application of the NIRS technique in routine analysis was 
demonstrated and it was related to the determination of moisture and protein in cereals. The 
first stage of commercial application of the NIRS technique, during the 1970s, was 
predominantly related to the prediction of protein, moisture and oil content in cereals. In the 
second stage, during the 1980s, the NIRS prediction of more complex constituents such as 
complex carbohydrates was enabled. The third stage of NIRS application in cereal 
technology has been related to the prediction of functional properties of grains. The success 
of this technique lays in numerous advantages it offers over wet chemical analysis such as: 

 Significant reduction of testing time, 
 No requirement for the use of chemicals and their preparation, 
 No requirement for the sample preparation 
 No requirement for additional technical expertise to carry out examination 

However, the application of NIR spectroscopy is characterized by the relevant restrictions, 
which are primarily related to the nature of NIRS as an indirect method (Dowell et al., 2006; 
Jirsa et al., 2008; Miralbés, 2008; Pierce et al., 1996; Pojić et al. 2002; Pojić et al., 2003). To 
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facilitate the application of this method, it is necessary to develop the calibration model by 
which the obtained spectral data are translated into the required result – the content of the 
selected compound of interest, and it is often necessary to check and update the calibration 
models due to changes in the sample matrix. However, this restriction has been significantly 
overcome by development and application of calibration models based on artificial neural 
networks that handle very large data set and proved to be very accurate, stable, transferable 
and therefore globally applicable (Büchman et al, 2001).  

The potential of wheat to be processed in wide range of different final products gives it the 
significance of upmost grain of commerce (Williams, 2002). Application of the NIRS technique 
in wheat quality control has been characterized by rapid development from prediction of 
major constituents in wheat grains (moisture, protein, oil starch, cellulose) to prediction of 
functional properties of wheat that define its capability to meet the requirements of the 
intended purposes (production of bread, pastry, cookies, pasta). Since the functionality of the 
commodity is strongly affected by its physico-chemical properties which do not manifest 
characteristics absorption in NIR spectral region, the use of NIRS to predict functionality is 
based on the relationship between physico-chemical properties and certain constituent having 
absorptions in NIR region (protein, oil, starch etc) (Williams, 2007). The value of wheat grain is 
dependent on its composition, functionality and safety, that all have an equal importance in 
wheat breeding, trade and processing (Fig. 2) (Williams, 2002).  

 
Fig. 2. The relationship between different NIRS applications in wheat quality control 

2.1 The role of NIRS in cereal breeding 

The breeding purposes require the knowledge on both composition and functional 
properties of grain, whilst the functionality of wheat grain has always been an issue of a 
great concern for wheat breeders. Functionality in wheat includes prediction of milling 
yield, kernel texture, rheological parameters of dough, loaf volume, product appearance, 
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etc. Most of these parameters are dependent on the protein-proteinase complex of wheat 
grain and the condition of carbohydrate complex as well (Williams, 2007).  

First attempt to determine the functional properties of wheat was made by Rubenthaler and 
Pomeranz (1987) by development of NIRS model for prediction of water absorption, mixing 
time and loaf volume. The following work presented by Williams et al. (1988) showed the 
potential of NIRS to predict Farinograph stability, Extensigraph energy and Alveograph 
deformation energy. Further research reported by Pawlinsky and Williams (1998), Hrušková 
et al. (2001), Hrušková and Šmejda (2003), Miralbés (2003, 2004), Dowell et al. (2006) and 
Vázquez et al. (2007) were carried out by using analyzers of higher generation – scanning 
monochromators. The efficiency of the models developed were affected by the form of the 
samples used (whole grain, ground grain or flour), by the composition of the sample sets 
which were insufficiently variable and by the inherent variability of the reference 
rheological methods. 

One of the first attempts to develop NIRS calibration model for prediction of protein 
composition was made by Delwiche et al. (1998). It was possible due to the fact that the main 
fractions of gluten - glutenin and gliadin, exhibit some differences in their NIR spectra 
which enable them to be determined in mixtures with starch (Wesley et al., 1999) Total 
glutenin, insoluble glutenin and gliadin contents can also be measured in whole wheat 
kernel by NIRS against HPLC as a reference method (Delwiche et al., 1998; Dowel et al., 
2006; Wesley  et al., 1999; Seabourn  et al., 1998; Wesley, 2001) with sufficient accuracy for 
screening purposes in breeding programs. Although some authors has recommended the 
use of instrument with a monochromator in reflectance mode over the range of 2000 to 2300 
nm for these application (Wesley, 2001),it has been proved that use of instruments in 
transmittance mode with narrower spectral range below 2000 nm could also be applicable 
(Dowell et al., 2006; Scholz et al., 2007). Concerning the carbohydrate complex of grain, the 
NIR spectra of amylose and amylopectin are very similar since they consist of the same 
glucose unit. Therefore, very little progress has been made in estimating the quality of 
carbohydrate components in wheat. Scanning visible–NIR spectrophotometers are often 
applicable for research and development purposes, since this application requires wider 
spectral ranges such as 400-2500 nm, 400-1700 nm, 1100-2500 or 1000-2600 nm. Also, since 
breeders commonly face with insufficient quantity of samples, the development of NIRS 
single kernel characterization systems has been initiated.  

2.2 The role of NIRS in cereal trade  

Methods based on near infrared spectroscopy are accepted worldwide for cereal quality 
control in trade, especially according to the fact that it is capable of generating results for 
several quality parameters rapidly and in a non-destructive way. Although different 
countries established their own systems for classifying wheat on the basis of different 
quality parameters, wheat grading systems is commonly based on the wheat protein content 
(Williams, 2007; Hulasare et al., 2003; Váradi et al., 1999). The price of wheat is dependent on 
the protein content, often with substantial price increments between grades. Measuring 
protein content in wheat and wheat flour has been demonstrated as successful NIRS 
application due to its strong and broad absorption bands in the NIR region which affect easy 
calibration model development. Therefore, the segregation or blending grain prior to 
delivery is inconceivable without the use of NIR technology. When using NIR analysis for 
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above mentioned purposes, special attention must be paid to demonstrate that it generates 
technically valid results satisfying the regulatory requirements for analytical procedures. 
Stand-alone bench type instruments, designed for testing whole grains by measuring the 
intensity of transmission of NIR radiation from the spectral range 850-1050 nm are the most 
suitable for cereal trade purposes. Moreover, the measurement infrastructure comprised of 
the network of NIRS instrument significantly improved the cereal testing in trade.  

2.2.1 The role of NIRS networks 

A significant advance in the application of the NIRS technique in cereal trade has been 
achieved by the development of global ANN calibration models, and by the establishment 
of measurement infrastructure composed of multiple NIRS devices interconnected in the 
network. Operation of the NIRS instruments through the network significantly improved 
the routine application of NIRS method, eliminated specified shortcomings and significantly 
facilitated the application of the NIRS method for the end-users. Hence, the independent 
measurements of protein content that are internationally equivalent have triggered off the 
establishment the NIRS networks in many countries around the world (Büchman, 1996; 
Pojić & Mastilović, 2006).  

NIRS networks are formed in order to: 

 ensure metrological traceability of results of measurement of grain quality 
 define the common interests of entities involved in the network system 
 distribute costs and improve network operation domain 

Establishing a network of NIRS devices allows achieving of the same level of accuracy of 
determining the protein content regardless of location of devices. In addition, the NIRS 
networks ensure reliability and uniformity of quality control of grain crops as well as 
simplification of procedures for calibration model monitoring and their improvement. 

NIRS network consists of two to several hundred or even thousands of NIRS devices that 
are controlled and configured from the central so-called master device. The initial idea of 
operation of NIRS instruments through the network came from FOSS Analytical AB, and 
currently the most impressive networks worldwide consist of FOSS’s instruments - scanning 
monochromator Infratec 1241 Grain Analyzer. The success of such measurement 
infrastructure is highly dependent on the network organization and procedures and tasks 
proposed and divided between: 

 reference laboratory that analyze samples using the reference (wet chemical) tests and 
monitor performance of the used calibrations 

 administrative center, which manages databases, communication between devices in 
the network and performs the standardization of network devices 

 calibration center that develops new calibration models 
 network management body for the decision-making on the organization of network and 

calibrations updates. 

Procedures that enable undisturbed functioning of the NIRS network and confirm 
compliance of results obtained by wet chemical tests on the one hand and consistency of 
results of individual devices with the central (master) device on the other hand is achieved 
through the following activities: 
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 monitoring of the accuracy of measurements of the central (master) device, 
 standardization of individual NIRS devices and 
 monitoring of the stability of measurements of individual NIRS device. 

2.3 The role of NIRS in cereal processing 

Analytical methods based on near infrared spectroscopy have the potential to 
significantly improve the quality of final cereal products by testing the products through 
the entire production process in processing industry (raw materials, intermediate and 
final products). For these purposes, on-line instruments as well as stand-alone bench type 
instruments designed for testing whole grains by measuring the intensity of transmission 
of NIR radiation from the spectral range 850-1050 nm or the intensity of diffuse reflection 
of NIR radiation from the spectral range 1000-1400 nm are the most suitable. For example, 
the determination of ash by NIRS is particularly useful for process control in the wheat 
milling industry to monitor the consistency of milling and the compliance with flour 
specifications. Although inorganic substances do not absorb energy in the NIR spectral 
region, some authors demonstrated that the NIRS method can be used for reliable 
prediction of the ash content (Dowell et al, 2006; Deaville & Flinn, 2000; Osborne, 2007; 
Pérez-Marín et al., 2004; Armstrong et al., 2006; Mentink et al., 2006; Pojić et al., 2010). 
Since ash content cannot be directly measured by NIRS, it is assumed that it is predicted 
by correlation with the total amount of organic compounds and water present, because of 
the large number of wavelengths used in the process of calibration development that give 
significant information (Osborne, 2007; Clark et al., 1987; Garnsworthy et al., 2000;  
Frankhuizen, 2008). 

3. Validation protocol for the NIRS method 
Demonstration that the NIRS method is fit for intended purpose has the great importance 
for the compliance with regulations, process control, making regulatory decisions, support 
national and international trade, support research etc.  

When we talk about the validation of the NIRS as an analytical method we must be aware of 
the duality of the term „validation’’ used within the analytical chemists utilizing NIRS. The 
most common use of the term „validation“ implies using an independent sample set to test 
the accuracy of the calibration model developed (Mark & Workman, 2007). That process 
results in certain statistical indicator explained later in the text. This process must be 
distinguished from the process of validation of NIR spectroscopic method aimed at 
confirmation, through the provision of objective evidence, that the requirements for a 
specific intended use of application are fulfilled (Lauwaars & Anklam, 2004; Dybkaer, 2011). 
Hence, the objective of the validation of the NIRS method is to demonstrate that its 
characteristics are suitable for its intended purpose. When we talk about the application of 
the NIRS method in wheat quality control, the validation experiment should include the 
testing of characteristics of NIRS method and demonstration its fitness for purpose.  

The validation protocol that was performed in our laboratory in order to provide the 
evidence that the NIRS method as being applied in wheat quality control for protein content 
prediction fitted for purpose included: accuracy, repeatability, reproducibility, intermediate 
precision, linearity, robustness and transferability (Fig. 3). The NIRS instrument used was a  
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Fig. 3. The validation protocol of the NIRS method as being applied in wheat quality control 

scanning monochromator Infratec 1241 Grain Analyzer with the ANN calibration model for 
protein content used in the transmittance mode (FOSS Analytical, Denmark).  

3.1 Accuracy 

Accuracy, defined as the closeness of agreement between a measured value and a true value 
of a measurand, in the case of the NIRS method expresses a measure of how well NIRS 
predicted value match a given reference value obtained by a reference (wet chemistry) 
method. The accuracy of the NIRS method is commonly described by statistical terms such 
as SEC (standard error of calibration), SECV (standard error of cross validation), R2 
(coefficient of determination), explained variance (1-VR), residual predictive deviation 
(RPD), standard error of prediction (SEP) etc. (Konieczka & Namieśnik, 2009). These values 
describe the agreement between the predicted NIRS values and the reference method values 
from the same sample (Ritchie et al., 2002; Moffat, 2004). SEC, SECV, R2 and 1-VR values are 
calculated on the basis of samples used to develop the calibration model itself, whilst the 
SEP value is calculated on the basis of independent sample set not included in the 
calibration model development procedure: 
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where yr is the reference value of i samples, yp is the NIRS predicted value of i sample, N the 
number of samples. 

The selection of suitable statistical term to express the accuracy of the NIRS method depends 
on the availability of the samples covering the whole range of component concentration 
with its even distribution. The accuracy of the NIRS method to a large extent is influenced 
by nonhomogeneity of sample, laboratory error, physical and chemical variation in sample 
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Demonstration that the NIRS method is fit for intended purpose has the great importance 
for the compliance with regulations, process control, making regulatory decisions, support 
national and international trade, support research etc.  

When we talk about the validation of the NIRS as an analytical method we must be aware of 
the duality of the term „validation’’ used within the analytical chemists utilizing NIRS. The 
most common use of the term „validation“ implies using an independent sample set to test 
the accuracy of the calibration model developed (Mark & Workman, 2007). That process 
results in certain statistical indicator explained later in the text. This process must be 
distinguished from the process of validation of NIR spectroscopic method aimed at 
confirmation, through the provision of objective evidence, that the requirements for a 
specific intended use of application are fulfilled (Lauwaars & Anklam, 2004; Dybkaer, 2011). 
Hence, the objective of the validation of the NIRS method is to demonstrate that its 
characteristics are suitable for its intended purpose. When we talk about the application of 
the NIRS method in wheat quality control, the validation experiment should include the 
testing of characteristics of NIRS method and demonstration its fitness for purpose.  

The validation protocol that was performed in our laboratory in order to provide the 
evidence that the NIRS method as being applied in wheat quality control for protein content 
prediction fitted for purpose included: accuracy, repeatability, reproducibility, intermediate 
precision, linearity, robustness and transferability (Fig. 3). The NIRS instrument used was a  
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Fig. 3. The validation protocol of the NIRS method as being applied in wheat quality control 

scanning monochromator Infratec 1241 Grain Analyzer with the ANN calibration model for 
protein content used in the transmittance mode (FOSS Analytical, Denmark).  

3.1 Accuracy 

Accuracy, defined as the closeness of agreement between a measured value and a true value 
of a measurand, in the case of the NIRS method expresses a measure of how well NIRS 
predicted value match a given reference value obtained by a reference (wet chemistry) 
method. The accuracy of the NIRS method is commonly described by statistical terms such 
as SEC (standard error of calibration), SECV (standard error of cross validation), R2 
(coefficient of determination), explained variance (1-VR), residual predictive deviation 
(RPD), standard error of prediction (SEP) etc. (Konieczka & Namieśnik, 2009). These values 
describe the agreement between the predicted NIRS values and the reference method values 
from the same sample (Ritchie et al., 2002; Moffat, 2004). SEC, SECV, R2 and 1-VR values are 
calculated on the basis of samples used to develop the calibration model itself, whilst the 
SEP value is calculated on the basis of independent sample set not included in the 
calibration model development procedure: 
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where yr is the reference value of i samples, yp is the NIRS predicted value of i sample, N the 
number of samples. 

The selection of suitable statistical term to express the accuracy of the NIRS method depends 
on the availability of the samples covering the whole range of component concentration 
with its even distribution. The accuracy of the NIRS method to a large extent is influenced 
by nonhomogeneity of sample, laboratory error, physical and chemical variation in sample 
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with time, population sampling error, different nature of spectroscopic and wet chemical 
measurements, instrument noise, sample presentation, calibration modeling, calibration 
transfer etc. (Workman, Jr., 2008). Statistical term used to express a systematic difference 
between the two sets of results obtained by the reference method and the NIRS method is 
bias (Workman, Jr., 2008; Shenk et al., 2008): 
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where yr is the reference value of i samples, yp is the NIRS predicted value of i sample, N the 
number of samples. 

The accuracy can be improved by a bias and slope adjustment, but it requires precaution 
due to the fact that the bias only fixes the problem on a temporary basis.  

 

Subsamples 
1. validation set 2. validation set 

BIAS, % RMSEP, % SEP, % BIAS, % RMSEP, % SEP, % 
5 -0.32a 0.4887a 0.3851a 0.03a 0.2461a 0.2494a 
7 -0.30a 0.4926a 0.4028a 0.02a 0.2385a 0.2444a 
10 -0.32a 0.5096a 0.4088a 0.04a 0.2474a 0.2517a 

Values in the same column marked with the same letters are no significantly different (P <0.05, LSD test) 

Table 1. The predictive ability of the NIRS model for protein content prediction depending 
on the number of subsamples in a single measurement 

The accuracy of the NIRS method was evaluated by calculating bias, RMSEP and SEP in 
three different cases, using five, seven and ten subsamples in a single NIRS measurement. 
To determine the accuracy of protein content prediction, two independent validation sample 
sets were used where the first validation set was used before, and the second one after the 
bias correction. The parameters of predictive ability of protein content (RMSEP and SEP) 
were not influenced by variable number of subsamples. Bias adjustment affected better 
predictive ability for protein content expressed by lower RMSEP and SEP values for the 
second validation set (Table 1). By the assessment of comparable views of protein content 
obtained by the reference and NIRS method from measurements of 5, 7 and 10 subsamples, 
before and after bias adjustment, the negligible difference between the reference and NIRS 
method could be noticed after the bias adjustment regardless the number of subsamples in a 
single measurement (Fig. 4). 

3.2 Precision (repeatability, reproducibility) 

Precision is more important NIRS method characteristics than accuracy since it cannot be 
changed by a simple adjustment. It is affected by the instrument, the calibration and the 
operator. Precision can be defined as the closeness of agreement between measured values 
obtained by replicate measurements on the same or similar objects under specified 
conditions. It is commonly associated with random errors and represents a measure of  
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Fig. 4. Comparable view of protein content obtained by the NIRS and reference method, 
derived from 5, 7 and 10 subsamples, before and after bias adjustment 

dispersion of results around the mean value. The precision can be considered by monitoring 
of repeatability, intermediate precision and reproducibility. All of them can be quantified on 
the basis of standard deviation, relative standard deviation, or the coefficient of variation 
(Konieczka & Namieśnik, 2009). 

3.2.1 Repeatability 

Repeatability is a method characteristic that indicates the measure of dispersion of results 
obtained under the same measurement conditions (a given laboratory, analyst, measuring 
instrument, reagents, etc.). Since the recommendation for repeatability determination 
implies measurements on samples characterized with different analyte concentrations and 
different matrix composition, repeatability of the NIRS methods for protein content 
prediction included eight consecutive measurements under the repeatability condition using 
a set of 15 samples.  

To assess the acceptability of the repeatability, a modified Horwitz's equation can be used: 

 RSDr = 2(1-0,5logC) * 0,67  (4) 

where the acceptable repeatability is determined on the basis of comparison of actual 
relative standard deviation (RSDr,i) calculated from measured values and predicted relative 
standard deviation (RSDr) calculated from the Horwitz's equation: 

 RSDr,i < RSDr (5) 

The results showed in Table 2 indicates that the repeatability of the NIRS method is better 
than that of the reference methods expressed by lower SDr,i, RSDr,i and ri. 

The results shown in Fig. 5 show that repeatability relative standard deviation calculated 
from actual NIRS results for protein content (RSDr,i) are lower than Horwitz’s relative 
standard deviation (RSDr). Thereby, the criterion of repeatability of NIRS method for 
protein content prediction is fulfilled.  

10

11

12

13

14

15

16

17

18

0 2 4 6 8 10 12 14 16

Sample

P
ro

te
in

 c
on

te
nt

, %
 d

.m
.

10

11

12

13

14

15

16

17

18

0 2 4 6 8 10 12 14 16

Sample

REF

NIRS - 5

NIRS - 7

NIRS - 10



 
Infrared Spectroscopy – Life and Biomedical Sciences 

 

174 

with time, population sampling error, different nature of spectroscopic and wet chemical 
measurements, instrument noise, sample presentation, calibration modeling, calibration 
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the basis of standard deviation, relative standard deviation, or the coefficient of variation 
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implies measurements on samples characterized with different analyte concentrations and 
different matrix composition, repeatability of the NIRS methods for protein content 
prediction included eight consecutive measurements under the repeatability condition using 
a set of 15 samples.  

To assess the acceptability of the repeatability, a modified Horwitz's equation can be used: 
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where the acceptable repeatability is determined on the basis of comparison of actual 
relative standard deviation (RSDr,i) calculated from measured values and predicted relative 
standard deviation (RSDr) calculated from the Horwitz's equation: 
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The results showed in Table 2 indicates that the repeatability of the NIRS method is better 
than that of the reference methods expressed by lower SDr,i, RSDr,i and ri. 

The results shown in Fig. 5 show that repeatability relative standard deviation calculated 
from actual NIRS results for protein content (RSDr,i) are lower than Horwitz’s relative 
standard deviation (RSDr). Thereby, the criterion of repeatability of NIRS method for 
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REF method NIRS method 

SDr,i, % RSDr,i, % ri SDr,i, % RSDr,i, % ri 

Mean 0,0858 0,6301 0,2401 0,0755 0,5736 0,2113 

Min 0,0503 0,3540 0,1408 0,0041 0,0280 0,0115 

Max 0,2484 1,7407 0,6955 0,1173 1,0867 0,3284 

Table 2. Results that define the repeatability of the reference and NIRS methods for protein 
content determination 
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Fig. 5. Comparable view of actual RSDr,i and Horwitz's RSDr values for determining protein 
content by the NIRS method 

3.2.2 Reproducibility 

Reproducibility is a method characteristic that indicates the measure of dispersion of 
results obtained in different laboratories using a given measurement method. To assess 
the reproducibility of NIRS determination of protein in wheat with the Infratec 1241, set 
of 15 samples was measured with the 5 available NIRS anaylzers Infratec 1241. As a 
criterion for the acceptability of the reproducibility the HORRAT value was used, which 
was calculated by dividing the actual value of RSDR,i and RSDR calculated from the 
Horwitz equation: 

 HORRATR = RSDR,i/ RSDR  (6) 

Values lower than 2.0 are considered acceptable for among-laboratory precision, expressed 
as a HORRATR value (Fig. 6). 

The results showed in Table 3 indicates that the reproducibility of the NIRS method is better 
than that of the reference methods expressed by lower SDR,i, RSDR,i and Ri. 
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The results shown in Fig. 6 indicates excellent reproducibility of the NIRS method as being 
applied for protein content prediction by the chosen NIRS instrument (Infratec 1241, FOSS 
Analytical AB) since all HORRAT values were less than 2.  
 

 
REF method NIRS method 

SDR,i, % RSDR,i, % Ri SDR,i, % RSDR,i, % Ri 
Mean 0,1743 1,400 0,4872 0,0712 0,5449 0,1993 
Min 0,1231 0,9613 0,3443 0,0350 0,2178 0,0980 
Max 0,2622 1,9544 0,7320 0,1825 1,6357 0,5110 

Table 3. Results that define the reproducibility of the reference and NIRS methods for 
protein content determination 

 
Fig. 6. HORRAT values for assessing the reproducibility of NIRS method for determining 
protein content 

3.2.3 Intermediate precision 

Intermediate precision is a method characteristic that indicates the measure of dispersion of 
results obtained in a given laboratory over a long-term process of measuring defining the long-
term stability or variability of a measurement process. In this way, the influence of various 
random effects in the measurement process (e.g. personal effects, instrumental effects, 
environmental effects etc.) can be monitored and quantified. Due to that, this characteristic has 
a wider scope than repeatability. The intermediate precision for protein content prediction was 
monitored over 62 days by using control (Shewart) chart (Fig. 7), having a key significance for 
raising wheat quality control system to the highest level. Even in cases where the 
measurement process is under control, control chart is a valuable tool for detection the 
disturbances in the measuring process. Also, this type of control represents a contribution to 
the accreditation of the NIRS method based on the requirements of ISO/IEC 17025. 

The results shown in Fig. 7 indicats excellent stability of the NIRS method as being applied 
for protein content prediction by the chosen NIRS instrument (Infratec 1241, FOSS 
Analytical AB) since all measured values are within control limits. 
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The results shown in Fig. 6 indicates excellent reproducibility of the NIRS method as being 
applied for protein content prediction by the chosen NIRS instrument (Infratec 1241, FOSS 
Analytical AB) since all HORRAT values were less than 2.  
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Fig. 7. Shewart (control) chart for determing protein content by the NIRS method 

3.3 Robustness 

The robustness can be defined as the resistance of a method to small deliberate changes in 
the experimental conditions that provides an indication of its reliability during routine 
use (Vander Heyden et al., 2001; Goupy, 2005; Dejaegher & Vander Heyden, 2007). The 
robustness test of the NIRS method for its application in analysing wheat samples 
examines the potential sources of variability in responses (analytical and spectral). The 
factors that can cause variability in the NIRS responses refer to the operational and 
environmental conditions. The robustness of a method is commonly examined in an 
experimental design, in the intervals that slightly exceed the variation that can be 
expected in a routine use of the method (Vander Heyden et al., 2001). Experimental 
design used to determine the robustness of an applied analytical method can be based on 
unvariate (one-variable-at-a-time, OVAT) or multivariate approaches (multi-variate-at-a-
time, MVAT) (Dejaegher et al., 2007; Pojić et al., 2012).  

To check the robustness of the NIRS method, the OVAT experimental design included 
deliberate changes of number of subsamples to be measured in single NIRS measurement, 
environmental and sample temperature, environmental air humidity, instrument voltage 
and lamp aging in order to determine how tightly controlled the experimental factors 
should be (Table 4). The obtained results indicated that the NIRS method for determination 
of protein content appeared to be robust for its application in wheat quality control 
regardless the deliberate changes in operational conditions (Table 4) (Pojić et al., 2012). 

Fig. 8 shows the average SNV second derivative spectra of wheat samples in spectral range 
850-1050 nm obtained within the OVAT experimental design. It could be noticeable that the 
spectral differences were very small. The largest spectral variations were observed in the 
spectral region around 950 nm associated with OH band for water and around 968 nm,  
982 nm and 1014 nm associated with overtone bands (Infrasoft International, 2000;  
Pojić et al., 2012). 
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Experimental factors Protein, 
% d.m. 

Number of subsamples (NS) 
5 13.79a 

10 13.79a 
15 13.83a 

Sample  temperature (ST) 
5°C 13.90a 
20°C 13.83a 
35°C 13.84a 

Ambient temperature (AT) 
10°C 13.83a 
20°C 13.83a 
30°C 13.81a 

Environmental humidity (EH) 
40% 13.81a 
60% 13.83a 
80% 13.86a 

Instrument voltage (IV) 
200V 13.80a 
220V 13.83a 
240V 13.84a 

Lamp aging (L) 
Old 13.83a 
New 13.85a 

Table 4. Values in the same column marked with the same letters are no significantly 
different (P <0.05, LSD test) (Pojić et al., 2012). 
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Fig. 8. The average second derivative spectra of wheat samples obtained at different 
experimental conditions within OVAT experimental design (NS 5, NS 15 – Five and fifteen 
subsamples in NIRS measurement; NC – Nominal conditions; AT 10, AT 30 – Ambient 
temperature of 10 and 30C; ST 5, ST 35 – Sample temperature of 5 and 35C; IV 200, IV 
240 – Instrument voltage of 200 and 240V; NL – New lamp; EH 40, EH 80 – Environmental 
humidity of 40% and 80 %) (Pojić et al., 2012). 
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Fig. 8. The average second derivative spectra of wheat samples obtained at different 
experimental conditions within OVAT experimental design (NS 5, NS 15 – Five and fifteen 
subsamples in NIRS measurement; NC – Nominal conditions; AT 10, AT 30 – Ambient 
temperature of 10 and 30C; ST 5, ST 35 – Sample temperature of 5 and 35C; IV 200, IV 
240 – Instrument voltage of 200 and 240V; NL – New lamp; EH 40, EH 80 – Environmental 
humidity of 40% and 80 %) (Pojić et al., 2012). 
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4. Conclusion 
Characteristics of the NIRS method as being applied for protein content determination 
tested within the validation experiment expressed superior quality over the wet chemical 
method for protein content determinaton. Due to that, it is not surprising that the NIRS 
method has been accepted as the standard method by the ISO, AACC, AOAC and ICC, 
which confirms its applicability for routine use. Before its adoption as an official analytical 
method, special attention had to be paid to the regulatory requirements for analytical 
procedures especially due to the fact that the NIRS technique heavily relies on the use of 
chemometrics calibration and statistical analysis of data. For this reason, it is of upmost 
importance to verify the characteristics of the NIRS method to demonstrate its fitness for 
intended purpose. The validation protocol for the NIRS method presented represents an 
important contribution to the accreditation of the NIRS method based on the requirements 
of ISO/IEC 17025.  
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1. Introduction 
a. In spectroscopic analysis, visible (Vis), near infrared (NIR) and mid infrared (MIR) 

ranges are often used as they include plenty of information on physical, chemical and 
biological properties of objects. Commonly, wavelengths ranges are from 350 to 760 nm 
for Vis, 760-2500 nm for NIR, and 2500 to 25000 nm for MIR (often used in its 
wavenumber form 4000 to 400 cm-1). Frequencies in the Vis are due to electronic 
transition while those in the NIR are generally overtones and combination bands from 
the fundamental vibrations occur in the MIR, mainly O-H, N-H, and C-H bonds 
(Viscarra Rossel, et al., 2006). When NIR and MIR radiations are focused onto a sample, 
the molecules in the sample will increase their vibration energy by absorbing energy at 
specific frequencies depending on the molecular geometry, bond strengths and atomic 
masses. The resulting Vis, NIR and MIR lights are thus modified, creating a spectrum or 
‘signatures’ of the targeted object with peaks at the absorbing frequencies. 

b. The combined contributions from the various soil components can result in a very 
complex spectrum, difficult to analyze visually, but multivariate calibration models can 
be built to derive useful qualitative and quantitative relationships or models between 
the spectral signatures and many soil properties. Spectrometry is the combination of 
spectroscopy and chemometric (multivariate statistical) methods. It should be noted 
that the Vis-NIR-MIR spectrometry technique can predict multiple soil properties 
simultaneously. 

c. Recently, there is an increasing interest in the development of time- and cost-effective 
methods for the measurement of soil nitrogen (N) and carbon (C), due to the growing 
concerns about the effect of excessive use of N fertilizer in the environment and the 
increase of atmospheric C content, which could be limited through soil C sequestration. 
In order to manage N and C in soils in an efficient manner detailed information about 
these properties is needed. Previous reports confirm the presence of within-field 
variability of soil properties including N and C, which requires analysis of large 
number of soil samples (Mouazen, et al., 2007). Due to the fact that standard procedures 
for the measurement of soil N and C are time-consuming and expensive (Sinfield, et al., 
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2010), attention is being given to possible alternatives such as Vis-NIR and/or MIR 
spectroscopy. Numerous analyses of soil N and C have been conducted during the past 
decades using this technique, for examples, to predict the soil C and N mineralization 
rates (Fystro, 2002; Mutuo, et al., 2006), to derive spectral characteristics for classifying 
conventional and conservation agricultural practices (Haché, et al., 2007), to assess soil 
changes due to site disturbance during forest harvesting (Ludwig, et al., 2002), to 
evaluate the recovery of microbial functions during soil restoration (Schimann, et al., 
2007), to determine carbon inventories (Reeves III, et al., 2002), to determine (in situ) 
organic matter composition of coatings at crack surfaces and linings of earthworm 
burrow walls (Reeves III, et al., 2002) and others (Chang, et al., 2001; Chang & Laird, 
2002; Yang, et al., 2011a). 

d. Applying Vis-NIR spectroscopy to predict soil properties needs no special sample 
preparation. However, MIR spectra are traditionally obtained by a FT-IR spectrometer 
with samples pressed in KBr pellets, which requires labour and specific skills. 
Fortunately, newly-developed ATR (attenuated total reflection) and DRIFT (diffuse 
reflectance infrared Fourier Transform) accessories are becoming the predominant FT-
IR sample analysis tool. This is because sample handling is greatly simplified and 
sample preparation is eliminated. Hence, Vis-NIR-MIR spectrometry without sample 
preparation will bring about new wave of soil research. 

e. This study investigated the potential of calibrating Vis-NIR, ATR-FTIR and DRIFT 
spectra to soil N and C concentrations with an aim of comparing the performance of 
two spectrometers, namely, a Vis-NIR spectrometer vs. a FT-IR spectrometer with ATR 
and DRIFT accessories. The models developed for N and C were then compared to 
those developed with the combination of Vis-NIR and ATR-FTIR spectra (Vis-NIR-
ATR) and the combination of Vis-NIR and DRIFT spectra (Vis-NIR-DRIFT) for 
investigating whether the combination of Vis-NIR spectrometer and FT-IR spectrometer 
could improve the prediction accuracy of soil N and C. For each spectrometer, spectral 
data were subjected to various spectral transformation approaches before model 
calibration, aiming at model optimization. 

2. Material and methods 
2.1 Samples 

Samples archived in the Soil Labs at Cranfield University were originally collected from the 
top 0-20 cm of the soil layer from five fields in Silsoe experimental farm at Bedfordshire, 
United Kingdom. Figure 1 illustrates the location of these fields, namely, Avenue Field (#A), 
Orchard (#B), Ivy Ground (#C), Showground (#D) and Copse Field (#E). According to the 
soil descriptions presented on www.landis.org.uk, managed by the National Soil Resources 
Institute (MSRI), Cranfield University, these fields belong to two major soil World Reference 
Base (WRB) classifications, namely, Cambisol and Luvisol. Of them, Ivy Ground (Sample 
codes: C15, C21-C39), Orhcard (B01-B25 ) and Copse Field (E01- E23) are Cambisols and 
Showground (D01-D35 ) is Luvisol, while Avenue Filed (A01-A12, A14-A20) comprises of 
both soils. The parent material underlying these fields is mainly siliceous stones. 

A total of 122 bulk soil samples used in this study are with various proportions of sand, slit 
and clay (Table 1) and hence belong to three soil textures, e.g. sandy loam, clay loam and 
clay, according to the United States Department of Agriculture (USDA) triangular diagram  
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Fig. 1. Location of the five fields targeted in the study (www.landis.org.uk) 
 

Code Field Name Vegetation Soil type Sand 
(%) 

Silt 
(%) 

Clay 
(%) Soil texturea 

A Avenue Ground wheat C+Lb 61.9 20.1 18.1 Sandy loam 

B Orchard wheat Cambisol 40.1 27.4 32.5 Clay loam 

C Ivy Ground Soybean Cambisol 21.1 27.2 51.7 Clay 

D Showground wheat Luvisol 65.0 20.9 14.1 Sandy loam 

E Copse Field wheat Cambisol 14.6 27.8 57.6 Clay 

a according to USDA triangular diagram relating particle size distribution to soil texture. 
b mixture of Cambisol and Luvisol types. 

Table 1. Description of the five targeted farm fields 

of soil texture classification. Soil samples were air-dried and crushed at first. Plant residues 
and stones were then removed. After that, the samples were sieved to pass a 2 mm mesh 
and air-dried again at 40℃ for 48h. A small amount of soil was used for chemical analysis, 
whereas the majorities were left for spectrophotometer measurement. 

2.2 Reference methods 

Particle size distribution was determined by a combination of wet sieving and hydrometer 
tests using the USDA soil texture classification system. Reference values of N and C were 
analyzed through a sequence of processes. First, a 50 mg sample was used for the 
measurement of TN and TC by a TrusSpecCNS spectrometer (LECO Corporation, St. 
Joseph, MI, USA) using the Dumas combustion method. Next, another 50 mg from each soil 
sample was mixed with 5% HCl and then oven-dried at 90℃ for 4 h in order to remove IC. 
Then, OC in IC-free samples were measured by the same Dumas combustion method. 
Finally, IC was calculated by the difference between TC and OC. 
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2.3 Vis-NIR spectra acquisition 

The soil samples were equilibrated to room temperature (20-25℃) and carefully mixed 
before spectral measurement. A sub-sample of ~5g was loaded into a static ring cup and 
measured using a LabSpec 2500 spectrophotometer (Analytical Spectral Devices Inc. 
Boulder, CO, USA) equipped with a fibre-optic probe. The light source was a quartz-
halogen bulb of 3000K°. The light source and reflectance fibre were gathered with a certain 
angle of 35°. One Si photodiode array in the range of 350-1000 nm and two Peltier cooled 
InGaAs detectors in the ranges of 1000-1800 nm and 1800-2500 nm were used. All spectra 
were recorded in diffuse reflection mode over the wavelength range of 400-2500 nm at 1 nm 
data spacing interval, which resulted in 2101 wavelengths per spectrum. The reflectance 
spectra were transformed into absorbance spectra using Log(1/R), as absorbance is directly 
proportional to the concentration of an absorber according to Beer-Lambert Law. The actual 
spectra resolution was 3 nm at 700 nm and 10 nm at 1400 and 2100 nm. Before sample 
spectral acquisition, twenty five reference scans were taken on a ceramic standard supplied 
with the spectrophotometer. Ten photometric scans were conducted for each sample, 
followed by another ten scans of the refilled sample cup. The twenty scans were then 
averaged in one spectrum for each sample.  

2.4 MIR spectra acquisition 

MIR spectra were collected by an ALPHA Fourier transform infrared (FT-IR) spectrometer 
(Bruker Optics, Billerica, MA, USA) with wavelength range of 7500–375 cm-1, equipped with 
two exchangeable QuickSnapTM sampling modules. This instrument acquired spectra with 
two sampling accessories, namely, ATR and DRIFT. ATR is an easy-to-use FT-IR sampling 
method that is ideal for both solids and liquids and does not require any sample 
preparation. The Eco ATR is a single reflection ATR sampling module equipped with a 
versatile high throughput ZnSe ATR crystal for the analysis of powders, solids, pastes and 
liquids. The DRIFT module is an economical analysis option for a broad variety of solid 
samples: powders, inorganic material, gem stones, papers, textiles and others. The DRIFT 
module is designed for easy sampling and high light-throughput. 

2.4.1 Principles of ATR-FTIR 

An attenuated total reflectance accessory operates by measuring the changes that occur in a 
totally internally reflected infrared beam when the beam comes into contact with a sample 
(Fig.2). An infrared beam is directed onto an optically dense crystal with a high refractive 
index at a certain angle. This internal reflectance creates an evanescent wave that extends 
beyond the surface of the crystal into the sample held in contact with the crystal. It can be 
easier to think of this evanescent wave as a bubble of infrared that sits on the surface of the 
crystal. This evanescent wave protrudes only a few microns (0.5μ − 5μ) beyond the crystal 
surface and into the sample. Consequently, there must be good contact between the sample 
and the crystal surface. In regions of the infrared spectrum where the sample absorbs 
energy, the evanescent wave will be attenuated or altered. The attenuated energy from each 
evanescent wave is passed back to the IR beam, which then exists at the opposite end of the 
crystal and is passed to the detector in the IR spectrometer. The system then generates an 
infrared spectrum (www.perkinelmer.com). 
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Fig. 2. A multiple reflection ATR system (www.perkinelmer.com) 

When measuring solids by ATR, it is essential to ensure good optical contact between the 
sample and the crystal. The accessories have devices that clamp the sample to the crystal 
surface and apply pressure. This works well with elastomers and other deformable 
materials, but many solids give very weak spectra because the contact is confined to small 
areas. The effects of poor contact are the greatest at shorter wavelengths where the depth of 
penetration is the lowest. The issue of solid sample/crystal contact has been overcome to a 
great extent by the introduction of ATR accessories with very small crystals, typically about 
2 mm across. The most frequently-used small crystal ATR material is diamond because it 
has the best durability and chemical inertness. These small area ATR crystal top-plates 
generally provide only a single reflection but this is sufficient, given the low noise levels of 
PerkinElmer’s modern FT-IR spectrometers. Much higher pressure with limited force can 
now be generated onto these small areas. As a result, spectra can be obtained from a wide 
variety of solid materials including minerals. 

After the crystal area has been cleaned and the background collected, the soil material is 
placed onto the small crystal area. Then the pressure arm should be positioned over the 
crystal/sample area. Force is applied to the sample, pushing it onto the diamond surface. 
It is good practice to apply pressure until the strongest spectral bands have an intensity 
which extends beyond 70%T, namely, from a baseline at 100%T down to 70%T. Then, the 
data are collected in the normal manner. Unlike transmission measurements, ATR 
sampling does not produce totally absorbing spectral bands because the effective path-
length is controlled by the crystal properties thereby minimizing sample re-preparation 
time. After the spectrum has been collected, the crystal area must be cleaned before 
placing the next sample on the crystal. A 100%T line with no spectral features should be 
seen if the crystal is clean, if spectral features are seen, the crystal should be cleaned again 
using a solvent soaked tissue.  

In the case of a solid sample, it is pressed into direct contact with the crystal. Because the 
evanescent wave into the solid sample is improved with a more intimate contact, solid 
samples are usually firmly clamped against the ATR crystal, so that trapped air is not the 
medium through which the evanescent wave travels, as that would distort the results. 

2.4.2 Principles of DRIFT 

Diffuse reflectance occurs when light impinges on the surface of a material and is partially 
reflected and transmitted. Light that passes into the material may be absorbed or reflected 
out again. Hence, the radiation that reflects from an absorbing material is composed of 
surface-reflected and bulk re-emitted components, which summed are the diffuse 
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Fig. 2. A multiple reflection ATR system (www.perkinelmer.com) 
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reflectance of the sample (www.uksaf.org). DRIFT analysis of powders is conducted by 
focusing infrared light onto the powder (sometimes diluted in a non absorbing matrix, e.g. 
KBr) and the scattered light is collected and relayed to the IR detector.  

In practice, DRIFT is most conveniently and rapidly used for soil analysis in diffuse 
reflection mode, where the incoming radiation is focused onto the soil sample surface, 
often in the form of a dry powder or <2 mm micro-aggregates, and the reflected radiation 
is passed back into the spectrophotometer (Fig.3, www.clw.csiro.au). In this study, 
infrared spectra were recorded in diffuse reflection mode with an Alpha spectrometer 
with DRIFT accessory. Bulk soil samples were scanned 20 times in the range from 4000 to 
400 cm-1. DRIFT spectra were corrected against atmospheric CO2 and water vapour. 
Finally, the infrared reflectance spectra were transformed into absorbance spectra using 
Log(1/R). 

 
Fig. 3. A description of the method of acquiring a DRIFT spectrum (www.clw.csiro.au) 

2.5 Spectral processing and development of calibration models for soil N and C 

2.5.1 Principal components analysis (PCA) 

PCA is a data compression process (i.e. a bilinear modelling process), which can be used to 
reduce a complex multidimensional data (e.g. spectra) into a smaller number of principal 
components (PCs) which reflect the underling structure of the original dataset. The first 
principal component typically explains most of the variation in the dataset with further 
principal components being orthogonal to the preceding PC and explaining less variation in 
the dataset. By plotting the PCs in two or three dimensional data space, interrelationships 
between the samples and variables can be examined (www.clw.csiro.au). 

2.5.2 Partial least-squares regression (PLSR) analysis 

For PLSR, spectral information is arranged as N �M matrix which consists of N spectra with 
absorbance values for M wavelengths, and the calibration data is expressed as a single 
vector with measured values for these spectra. The PLSR algorithm decomposes the M- 
dimensional spectra space into few factors termed latent variables (LVs), which represent 
the best projections of the calibration vector onto the N �M matrix. One of the advantages of 
PLSR compared to other chemometric methods like PCA is the possibility to interpret the 
first few LVs, because they show the correlations between the property values and the 

 
Vis/Near- and Mid- Infrared Spectroscopy for Predicting Soil N and C at a Farm Scale 191 

spectral features. Furthermore, PLSR takes as well variations of the absorbance as variations 
of the calibration data into account. PLSR is a rapid analysis, can handle co-linear data, and 
can provide useful qualitative information. 

2.5.3 Procedure of spectral processing and model calibration 

Before the absorbance spectra were calibrated to predict soil properties, PCA was conducted 
to detect sample outliers in raw data set of Vis-NIR spectra, ATR spectra and DRIFT spectra. 
The identified sample outlier/s was/were excluded from further investigation. The 
remaining spectra were then subjected to various spectral pre-processing algorithms to 
reduce or eliminate noise, offset and bias in raw spectra. The investigated spectral pre-
processing techniques included Savitzky-Golay smoothing, standard normal variate (SNV), 
multiplicative scatter correction (MSC), baseline offset correction (BOC), centre & scale, 1st- 
and 2nd- detrendings, and 1st- and 2nd- derivatives. Several spectral normalizations were also 
included. They were conducted according to maximum, range, mean and quantile values. 
Details of these algorithms are available in www.camo.com. PLSR algorithm was used to 
decompose both raw and transformed spectra matrix into 10 LVs. All PLSR models were 
validated with full cross-validation approach in which each spectrum was in turn excluded 
from the calibration sample set and was predicted by the PLSR model calibrated for the 
remaining spectra. By decomposing the spectra into 10 LVs, it was assumed that the PLSR 
model would be over-fitted because signal noise of the spectral measurements could also be 
correlated with the property vector. The optimal number of LVs was determined by 
minimizing the predicted residual error sum of squares (PRESS). For better understanding 
the importance of different wavelength ranges in the prediction of soil N and C, PLSR 
models were also developed for the combinational Vis-NIR-ATR and Vis-NIR-DRIFT 
spectra. Spectral transformation and model calibration were conducted using the 
UnscramblerX10.1® (CAMO, Oslo, Norway). 

2.6 Model assessment criteria 

The validation accuracy of PLSR models is given by the root mean squared error (RMSE): 

RMSE = �1N� �X� − Y�)��
 

where X� is the predicted value, Y�	the measured (reference) value and N the number of soil 
samples. To compare model performance, we recorded the residual predictive deviation 
(RPD), which is the ratio of standard deviation of reference values to RMSE of the 
calibration set during cross-validation. The criteria adopted for RPD classification 
(Mouazen, et al., 2006) was that an RPD value below 1.5 indicates very poor 
model/predictions and that such as value could not be useful; an RPD value between 1.5 
and 2.0 indicates a possibility to distinguish between high and low values, while a value 
between 2.0 and 2.5 makes approximate quantitative predictions possible. For RPD values 
between 2.5 and 3.0 and above 3.0, the prediction is classified as good and excellent, 
respectively. Meanwhile, we compared the coefficient of determination (R2) in cross-
validation of calibration models. Generally, a good model would have high values of R2 and 
RPD for cross-validation. 
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Before the absorbance spectra were calibrated to predict soil properties, PCA was conducted 
to detect sample outliers in raw data set of Vis-NIR spectra, ATR spectra and DRIFT spectra. 
The identified sample outlier/s was/were excluded from further investigation. The 
remaining spectra were then subjected to various spectral pre-processing algorithms to 
reduce or eliminate noise, offset and bias in raw spectra. The investigated spectral pre-
processing techniques included Savitzky-Golay smoothing, standard normal variate (SNV), 
multiplicative scatter correction (MSC), baseline offset correction (BOC), centre & scale, 1st- 
and 2nd- detrendings, and 1st- and 2nd- derivatives. Several spectral normalizations were also 
included. They were conducted according to maximum, range, mean and quantile values. 
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validated with full cross-validation approach in which each spectrum was in turn excluded 
from the calibration sample set and was predicted by the PLSR model calibrated for the 
remaining spectra. By decomposing the spectra into 10 LVs, it was assumed that the PLSR 
model would be over-fitted because signal noise of the spectral measurements could also be 
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the importance of different wavelength ranges in the prediction of soil N and C, PLSR 
models were also developed for the combinational Vis-NIR-ATR and Vis-NIR-DRIFT 
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UnscramblerX10.1® (CAMO, Oslo, Norway). 

2.6 Model assessment criteria 

The validation accuracy of PLSR models is given by the root mean squared error (RMSE): 
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where X� is the predicted value, Y�	the measured (reference) value and N the number of soil 
samples. To compare model performance, we recorded the residual predictive deviation 
(RPD), which is the ratio of standard deviation of reference values to RMSE of the 
calibration set during cross-validation. The criteria adopted for RPD classification 
(Mouazen, et al., 2006) was that an RPD value below 1.5 indicates very poor 
model/predictions and that such as value could not be useful; an RPD value between 1.5 
and 2.0 indicates a possibility to distinguish between high and low values, while a value 
between 2.0 and 2.5 makes approximate quantitative predictions possible. For RPD values 
between 2.5 and 3.0 and above 3.0, the prediction is classified as good and excellent, 
respectively. Meanwhile, we compared the coefficient of determination (R2) in cross-
validation of calibration models. Generally, a good model would have high values of R2 and 
RPD for cross-validation. 
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3. Results and discussion 
3.1 Laboratory analyses 

Means and distributions of the reference values of total nitrogen (TN), total carbon (TC), 
organic carbon (OC), inorganic carbon (IC), the ratio of TC to TN, and the ratio of OC to TN 
in samples are summarized in Table 2. The averaged content (±s.d.) for TN, TC and OC are 
0.2(±0.06)%, 2.11(±0.57)% and 1.98(±0.54)%, respectively. The IC concentration for the 
studied samples is very low with an average value of 0.12%, although its coefficient of 
variance (c.v.) is 1.08. This leads to large skewness of IC content distribution in samples. The 
ratio of OC to TN is as nearly constant as 10 with very low c.v. value of ~0.05. The inter-
correlation coefficients among these properties are summarized in Table 3. TN, TC and OC 
were strongly correlated to each other (r=0.97~0.99), while they have weak correlation with 
IC (r=0.13~0.35). The TC/TN or OC/TN was poorly correlated to TN, TC and OC, however, 
they had good correlation with IC (r=0.53 or -0.49). 
 

Soil property 
Reference valuea

Mean Median Range s.d.b c.v.c 
TN(%) 0.20 0.19 0.09-0.31 0.06 0.30 
TC(%) 2.11 2.00 0.95-3.41 0.57 0.27 
OC(%) 1.98 1.84 0.85-3.02 0.54 0.27 
IC(%) 0.12 0.09 0.00-0.64 0.13 1.08 

TC/TN 10.57 10.47 9.56-13.12 0.59 0.06 
OC/TN 9.95 9.92 8.88-12.47 0.52 0.05 

a one sample outlier (A02) detected by PCA was not included. 
b standard deviation 
c coefficient of variance(=s.d./Mean) 

Table 2. Laboratory reference statistics for soil total nitrogen (TN), total carbon (TC), organic 
carbon (OC), inorganic carbon (IC), TC/TN and OC/TN 
 

All TN(%) TC(%) OC(%) IC(%) TC/TN OC/TN 
TN(%) 1 0.97 0.99 0.23 -0.25 -0.24 
TC(%) 0.97 1 0.97 0.35 -0.07 -0.18 
OC(%) 0.99 0.97 1 0.13 -0.19 -0.07 
IC(%) 0.23 0.35 0.13 1 0.53 -0.49 
TC/TN -0.25 -0.07 -0.19 0.53 1 0.41 
OC/TN -0.24 -0.18 -0.07 -0.49 0.41 1 
PC-1(Vis-NIR) 0.77 0.74 0.76 0.13 -0.22 -0.16 
PC-2(Vis-NIR) -0.48 -0.48 -0.46 -0.23 0.08 0.22 
PC-1(ATR-FTIR) 0.90 0.87 0.88 0.19 -0.29 -0.28 
PC-2(ATR-FTIR) 0.15 0.16 0.21 -0.17 0.05 0.30 
PC-1(DRIFT) 0.56 0.55 0.52 0.26 -0.12 -0.24 
PC-2(DRIFT) -0.71 -0.68 -0.71 -0.05 0.24 0.16 

Table 3. Correlation matrix between soil properties and the first two principal component 
scores of the Vis-NIR spectra, ATR-FTIR spectra and DRIFT spectra of 121 samples 
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3.2 Vis-NIR spectral analysis and model calibrations 

Different wavelength bands respond to different chemical compositions or molecular 
groups in soil. However, this response is strongly influenced by soil texture classes. Figure 4 
shows the representative Vis-NIR absorption spectra of samples from each soil texture class, 
e.g. sandy loam (field #D), clay loam (field #B) and clay (fields #C and #E), with high and 
low TC content. The shift in overall baseline in the Vis-NIR spectra is likely caused by the 
overall difference in the particle size distribution (Madari, et al., 2006). The clay soil has a 
finer texture compared to the others, which results in a higher baseline. In general, smaller 
particle size results in higher reflectance or lower absorbance, but for our case, the higher 
absorption coefficients for the clay fraction apparently dominate the particle size effect 
resulting in higher absorbance. Within the clay texture class, the samples with higher TC 
content tend to exhibit stronger absorption in Vis-NIR spectra than those with lower TC 
contents (Fig.4). This observation seems true for sandy loam soils but not for clay loam soils, 
which might be attributed to the effect of soil colour. In Fig.4, the sample from clay loam 
class with low TC content of 1.59% shows higher absorbance than that with high TC content 
of 2.44%. This is probably due to particle size effect. The Vis-NIR spectra are characteristic of 
absorption bands associated with colour (400-760 nm), the bending (1413 nm) and stretching 
(1916 nm) of the O-H bonds of free water and lattice minerals at around 2210 nm (Madari, et 
al., 2006). 

 
Fig. 4. Vis-NIR absorption spectra of samples from each soil texture class with high and low 
TC content. 

3.2.1 PCA analysis for Vis-NIR spectra 

Figure 5 shows all raw Vis-NIR spectra, PCA scores plot for the spectra, and residual X-
variance for PC-1 and PC-2. PC-1 and PC-2 explains 96% and 3% of total variance, 
respectively. The PC-1 may explain variation related to SOM of the samples, as the PC-1 was 
better correlated to TN, TC and OC (r=0.74~0.76) than to PC-2 (r =-0.46~-0.48) (Table 3). 
Samples originated from different fields can be divided into two clusters: one for Luvisol 
soils (Showground Field, #D) and another for Cambisol soils (Orchard, #B; Ivy Ground, #C;  
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                (a)           (b) 

 
               (c)            (d) 

Fig. 5. Vis-NIR absorption spectra of all samples (a), principal components analysis scores 
plot for the Vis-NIR spectra (b), and residual X-variance for PC-1 (c) and PC-2 (d). 

Copse Field, #E). Samples from Avenue Field (#A) exhibit partially mixing with the two 
clusters (Fig.5b). This might be attributed to the nature of this field as it is a mixture of 
Cambisol and Luvisol types. Although being of the same soil type of Cambisol, samples 
from field #B are clearly separated from those from fields #C and #E (Fig.5b). This is mainly 
due to different soil textures, namely, clay loam vs. clay (Table 1). Several samples located 
outside of the Hotelling T2 ellipse become the candidates of samples outliers (Fig.5b). 
However, apart from sample A02, other outliers locate close to their member samples. In 
addition, sample A02 exhibits large residual X-variance for PC-1 (Fig.5c) and PC-2 (Fig.5d). 
The raw spectrum of sample A02 also shows distinct color features (lowest absorbance in 
visible range) from other samples (Fig.5a). Thus, sample A02 was considered as an outlier 
and excluded from further investigation. 

3.2.2 Vis-NIR calibration models 

Table 4 summarizes the cross-validation results of the PLSR models developed with raw 
and various transformed Vis-NIR spectra against each soil property. For raw spectra, PLSR 
models produced good or excellent prediction accuracy with R2 of 0.86~0.90 and RPD of 
2.73~3.33 for soil TN, TC and OC. Coupled with appropriate spectral pre-processing  
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Spectral 
pretreatment 

method 

PLSR models calibrated for Vis-NIR spectra 

 
Total N Total C Organic C Inorganic C 

 
LVs R2 RPD LVs R2 RPD LVs R2 RPD LVs R2 RPD 

None 5 0.90 3.33 5 0.86 2.73 5 0.90 3.16 5 0.42 1.34 
SNV 3 0.91 3.75 3 0.87 2.74 4 0.91 3.44 3 0.37 1.29 
MSC 4 0.90 3.33 4 0.87 2.74 4 0.90 3.20 3 0.39 1.31 
BOC 4 0.90 3.33 4 0.86 2.70 5 0.91 3.27 5 0.37 1.29 
Center & Scale 5 0.91 3.53 5 0.87 2.78 5 0.90 3.21 6 0.42 1.34 
Normalization             

Maximum- 4 0.89 3.33 4 0.86 2.69 4 0.89 3.05 5 0.38 1.29 
Range- 5 0.90 3.33 5 0.87 2.74 5 0.90 3.23 4 0.34 1.26 
Mean- 4 0.89 3.16 4 0.85 2.61 4 0.89 3.00 4 0.39 1.31 

Quantile- 5 0.91 3.53 5 0.87 2.78 5 0.91 3.25 6 0.42 1.34 
De-trending             

1st- 4 0.90 3.53 4 0.87 2.75 4 0.90 3.20 4 0.38 1.30 
2nd- 3 0.89 3.16 3 0.85 2.57 4 0.89 3.05 3 0.39 1.31 

Derivative             
1st- 1 0.85 2.73 1 0.80 2.26 1 0.85 2.63 3 0.17 1.12 

2nd- 4 0.61 1.71 1 0.56 1.51 4 0.63 1.65 1 0.14 1.11 

Table 4. Cross validation result of PLSR models calibrated for raw and various transformed 
Vis-NIR spectra with 121 samples 

algorithms, model performance was improved for a certain degree. For examples, PLSR 
model developed for TN after SNV-transformed spectra resulted in R2 of 0.91 and RPD of 
3.75. By the same pre-processing technique, prediction of soil OC was improved with R2 of 
0.91 and RPD of 3.44. The best calibration model for TC was obtained when the spectra were 
transformed by Center-&-Scale technique. It is worth noting that these optimized PLSR 
models need less latent variables (3-5) than those for raw spectra. In general, the fewer the 
latent variables used, the better is the model developed, as the calibration is more apt to be 
applicable to new samples (Madari, et al., 2006). For IC, PLSR calibration with raw and 
various transformed spectra failed to produce useful models with R2≤0.42 and RPD≤1.34. 
Figure 6 shows the correlation between the measured and PLSR-predicted values of each 
soil property. The linear fitting slopes for TN, TC and OC are close to 1, which suggests that 
PLSR models developed with Vis-NIR absorption spectra for predicting soil TN, TC and OC 
are successful. 

3.2.3 B-coefficients analysis of PLSR models for Vis-NIR spectra 

B-coefficients curves of the PLSR models calibrated for the best transformed Vis-NIR spectra 
against each soil property are shown in Fig.7. The B-coefficients for TN, TC and OC exhibit 
strong similarity among them. This is mainly due to their high correlation obtained for  
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Fig. 5. Vis-NIR absorption spectra of all samples (a), principal components analysis scores 
plot for the Vis-NIR spectra (b), and residual X-variance for PC-1 (c) and PC-2 (d). 

Copse Field, #E). Samples from Avenue Field (#A) exhibit partially mixing with the two 
clusters (Fig.5b). This might be attributed to the nature of this field as it is a mixture of 
Cambisol and Luvisol types. Although being of the same soil type of Cambisol, samples 
from field #B are clearly separated from those from fields #C and #E (Fig.5b). This is mainly 
due to different soil textures, namely, clay loam vs. clay (Table 1). Several samples located 
outside of the Hotelling T2 ellipse become the candidates of samples outliers (Fig.5b). 
However, apart from sample A02, other outliers locate close to their member samples. In 
addition, sample A02 exhibits large residual X-variance for PC-1 (Fig.5c) and PC-2 (Fig.5d). 
The raw spectrum of sample A02 also shows distinct color features (lowest absorbance in 
visible range) from other samples (Fig.5a). Thus, sample A02 was considered as an outlier 
and excluded from further investigation. 

3.2.2 Vis-NIR calibration models 

Table 4 summarizes the cross-validation results of the PLSR models developed with raw 
and various transformed Vis-NIR spectra against each soil property. For raw spectra, PLSR 
models produced good or excellent prediction accuracy with R2 of 0.86~0.90 and RPD of 
2.73~3.33 for soil TN, TC and OC. Coupled with appropriate spectral pre-processing  
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Spectral 
pretreatment 

method 

PLSR models calibrated for Vis-NIR spectra 

 
Total N Total C Organic C Inorganic C 

 
LVs R2 RPD LVs R2 RPD LVs R2 RPD LVs R2 RPD 

None 5 0.90 3.33 5 0.86 2.73 5 0.90 3.16 5 0.42 1.34 
SNV 3 0.91 3.75 3 0.87 2.74 4 0.91 3.44 3 0.37 1.29 
MSC 4 0.90 3.33 4 0.87 2.74 4 0.90 3.20 3 0.39 1.31 
BOC 4 0.90 3.33 4 0.86 2.70 5 0.91 3.27 5 0.37 1.29 
Center & Scale 5 0.91 3.53 5 0.87 2.78 5 0.90 3.21 6 0.42 1.34 
Normalization             

Maximum- 4 0.89 3.33 4 0.86 2.69 4 0.89 3.05 5 0.38 1.29 
Range- 5 0.90 3.33 5 0.87 2.74 5 0.90 3.23 4 0.34 1.26 
Mean- 4 0.89 3.16 4 0.85 2.61 4 0.89 3.00 4 0.39 1.31 

Quantile- 5 0.91 3.53 5 0.87 2.78 5 0.91 3.25 6 0.42 1.34 
De-trending             

1st- 4 0.90 3.53 4 0.87 2.75 4 0.90 3.20 4 0.38 1.30 
2nd- 3 0.89 3.16 3 0.85 2.57 4 0.89 3.05 3 0.39 1.31 

Derivative             
1st- 1 0.85 2.73 1 0.80 2.26 1 0.85 2.63 3 0.17 1.12 

2nd- 4 0.61 1.71 1 0.56 1.51 4 0.63 1.65 1 0.14 1.11 

Table 4. Cross validation result of PLSR models calibrated for raw and various transformed 
Vis-NIR spectra with 121 samples 

algorithms, model performance was improved for a certain degree. For examples, PLSR 
model developed for TN after SNV-transformed spectra resulted in R2 of 0.91 and RPD of 
3.75. By the same pre-processing technique, prediction of soil OC was improved with R2 of 
0.91 and RPD of 3.44. The best calibration model for TC was obtained when the spectra were 
transformed by Center-&-Scale technique. It is worth noting that these optimized PLSR 
models need less latent variables (3-5) than those for raw spectra. In general, the fewer the 
latent variables used, the better is the model developed, as the calibration is more apt to be 
applicable to new samples (Madari, et al., 2006). For IC, PLSR calibration with raw and 
various transformed spectra failed to produce useful models with R2≤0.42 and RPD≤1.34. 
Figure 6 shows the correlation between the measured and PLSR-predicted values of each 
soil property. The linear fitting slopes for TN, TC and OC are close to 1, which suggests that 
PLSR models developed with Vis-NIR absorption spectra for predicting soil TN, TC and OC 
are successful. 

3.2.3 B-coefficients analysis of PLSR models for Vis-NIR spectra 

B-coefficients curves of the PLSR models calibrated for the best transformed Vis-NIR spectra 
against each soil property are shown in Fig.7. The B-coefficients for TN, TC and OC exhibit 
strong similarity among them. This is mainly due to their high correlation obtained for  
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Fig. 6. Measured vs. predicted values of soil TN (a), TC (b), OC (c) and IC (d) based on Vis-
NIR absorption spectra. 

reference values (r=0.97-0.99, Table 3). It is worth noting that the visible range (400-760 nm) 
associated with soil colour shows huge influence on model accuracy, which is in line with 
other reports (Stenberg, et al., 2010; Viscarra Rossel, et al., 2006). The absorption feature in 
the visible and short-wave NIR (400-1000 nm) might be due to the Fe oxides in soil, mainly 
haematite and goethite (Viscarra Rossel & Behrens, 2010). The influential wavelengths 
located between 1000 and 2500 nm can be attributed to water, clay minerals and organic 
matter (Viscarra Rossel & Behrens, 2010). Using samples collected from Belgium and 
Northern France, Mouazen et al. (2006) compared the performance of two commercially 
available spectrophotometers with different wavelength ranges for the measurement of 
selected soil attributes including TC and TN. They found that the best accuracy was 
obtained when using a full wavelength range of 451-2459 nm, as compared to a short 
wavelength range of 401-1770 nm. Using samples collected from two depths along 11 km 
section of floodplain, Vohland and Emmerling (2011) reported that genetic algorithm (GA) 
allocated significant wavelengths most frequently to the range of 1970-2490 nm for soil OC, 
which is not particularly in line with those bands shown in Fig.7. One reason might be the 
use of farm-scale local set in our case in which the visible range associated with soil colours 
has the most influence on model calibration, whereas the NIR range has a smaller influence. 
This contradictory results against those published by others might be explained by the same  
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Fig. 7. B-coefficients curves obtained from PLSR analysis with the SNV-transformed Vis-NIR 
spectra for TN and OC, Center-&-Scale-transformed Vis-NIR spectra for TC, and raw Vis-
NIR spectra for IC. 

mineralogy of the data set originated from the same parent material in the current study, as 
compared to those using larger scale data sets (e.g. Mouazen, et al., 2006; Vohland & 
Emmerling, 2011). Although the prediction accuracy of IC did not satisfy with lowest 
quantification standard (RPD>2.0), the characteristic bands of carbonate in 2300 and 2500 
nm (Gaffey, 1986; Reeves III, et al., 2002; Viscarra Rossel & Behrens, 2010) can be clearly 
identified in its B-coefficients curve.  

3.3 DRIFT spectral analysis and model calibrations 

The procedure of analyzing DRIFT spectra was the same as that presented for Vis-NIR 
spectral analysis. 

3.3.1 DRIFT spectral response 

Figure 8 shows the representative DRIFT absorption spectra of samples from each soil 
texture class, e.g. sandy loam (field #D), clay loam (field #B) and clay (fields #C and #E), 
with high and low TC content. Obviously, the absolute magnitude and range of the DRIFT 
absorptions are much greater than those found for corresponding Vis-NIR spectrum (Fig.4). 
The DRIFT spectrum generally shows more distinctive spectral features than the Vis-NIR 
spectrum. The peaks between 3698 and 3620 cm-1 and various peaks below 1100 cm-1 are 
characteristic for kaolinite (Madari, et al., 2006). Soil organic matter also has characteristic 
absorption bands in the Mid-IR range (Table 5), however, due to its low concentration in the 
soil samples, and their overlapping with mineral peaks, most of these could not readily be 
identified by simple visual analysis of spectra. For example, the small bands around 2940-
2935 cm-1 and 2886-2877 cm-1 indicate the presence of organic aliphatic C-H stretching (Table 
5). This band is more evident in the spectra of soil samples having higher concentrations of 
organic carbon (Madari, et al., 2006). Other organic peaks overlap with the mineral peaks. 
Viscarra Rossel et al. (2006) has compared the usefulness of visible, NIR and Mid-IR diffuse  
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Fig. 6. Measured vs. predicted values of soil TN (a), TC (b), OC (c) and IC (d) based on Vis-
NIR absorption spectra. 

reference values (r=0.97-0.99, Table 3). It is worth noting that the visible range (400-760 nm) 
associated with soil colour shows huge influence on model accuracy, which is in line with 
other reports (Stenberg, et al., 2010; Viscarra Rossel, et al., 2006). The absorption feature in 
the visible and short-wave NIR (400-1000 nm) might be due to the Fe oxides in soil, mainly 
haematite and goethite (Viscarra Rossel & Behrens, 2010). The influential wavelengths 
located between 1000 and 2500 nm can be attributed to water, clay minerals and organic 
matter (Viscarra Rossel & Behrens, 2010). Using samples collected from Belgium and 
Northern France, Mouazen et al. (2006) compared the performance of two commercially 
available spectrophotometers with different wavelength ranges for the measurement of 
selected soil attributes including TC and TN. They found that the best accuracy was 
obtained when using a full wavelength range of 451-2459 nm, as compared to a short 
wavelength range of 401-1770 nm. Using samples collected from two depths along 11 km 
section of floodplain, Vohland and Emmerling (2011) reported that genetic algorithm (GA) 
allocated significant wavelengths most frequently to the range of 1970-2490 nm for soil OC, 
which is not particularly in line with those bands shown in Fig.7. One reason might be the 
use of farm-scale local set in our case in which the visible range associated with soil colours 
has the most influence on model calibration, whereas the NIR range has a smaller influence. 
This contradictory results against those published by others might be explained by the same  
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Fig. 7. B-coefficients curves obtained from PLSR analysis with the SNV-transformed Vis-NIR 
spectra for TN and OC, Center-&-Scale-transformed Vis-NIR spectra for TC, and raw Vis-
NIR spectra for IC. 

mineralogy of the data set originated from the same parent material in the current study, as 
compared to those using larger scale data sets (e.g. Mouazen, et al., 2006; Vohland & 
Emmerling, 2011). Although the prediction accuracy of IC did not satisfy with lowest 
quantification standard (RPD>2.0), the characteristic bands of carbonate in 2300 and 2500 
nm (Gaffey, 1986; Reeves III, et al., 2002; Viscarra Rossel & Behrens, 2010) can be clearly 
identified in its B-coefficients curve.  

3.3 DRIFT spectral analysis and model calibrations 

The procedure of analyzing DRIFT spectra was the same as that presented for Vis-NIR 
spectral analysis. 

3.3.1 DRIFT spectral response 

Figure 8 shows the representative DRIFT absorption spectra of samples from each soil 
texture class, e.g. sandy loam (field #D), clay loam (field #B) and clay (fields #C and #E), 
with high and low TC content. Obviously, the absolute magnitude and range of the DRIFT 
absorptions are much greater than those found for corresponding Vis-NIR spectrum (Fig.4). 
The DRIFT spectrum generally shows more distinctive spectral features than the Vis-NIR 
spectrum. The peaks between 3698 and 3620 cm-1 and various peaks below 1100 cm-1 are 
characteristic for kaolinite (Madari, et al., 2006). Soil organic matter also has characteristic 
absorption bands in the Mid-IR range (Table 5), however, due to its low concentration in the 
soil samples, and their overlapping with mineral peaks, most of these could not readily be 
identified by simple visual analysis of spectra. For example, the small bands around 2940-
2935 cm-1 and 2886-2877 cm-1 indicate the presence of organic aliphatic C-H stretching (Table 
5). This band is more evident in the spectra of soil samples having higher concentrations of 
organic carbon (Madari, et al., 2006). Other organic peaks overlap with the mineral peaks. 
Viscarra Rossel et al. (2006) has compared the usefulness of visible, NIR and Mid-IR diffuse  
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          (a)              (b) 
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Fig. 8. DRIFT absorption spectra of samples from each soil texture class with high and low 
TC content. Some dominant soil components and absorption peaks are shown for quartz 
(Q), organic compounds (OC), calcite (Ca), kaolinite (K), and the (OH) features of free water 
and lattice minerals (Viscarra Rossel, et al., 2006). 

reflectance spectroscopy by examining PLSR factor loadings weights. They showed that 
frequencies in the Mid-IR range corresponding to the absorption of organic compounds, like 
organic acids, or acidic functional groups, like alkyl, amide and aromatic groups, were 
indicators of correlation between organic carbon concentrations in the bulk soil samples and 
the Mid-IR spectra. 

3.3.2 PCA analysis for DRIFT spectra 

Figure.9a shows all Mid-IR spectra obtained by FT-IR spectrometer with DRIFT accessory. 
Figure 9 also shows the PCA scores plot for the DRIFT spectra, and residual X-variance for 
PC-1 and PC-2. PC-1 and PC-2 explains 83% and 14% of total variance contained in the 
spectra, respectively. The PC-1 axis may explain differences attributed to SOM content of the 
samples as the PC-1 was better correlated to TN, TC and OC (r=0.87~0.90) than to PC-2 
(r=0.15~0.21) (Table 3). Samples originated from different fields can be separated into two 
clusters according to soil types: one for Luvisol soils from Showground Field (#D) and 
another for Cambisol soils from Orchard (#B), Ivy Ground (#C) and Copse Field (#E),  
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Mid-IR band 
(cm-1) Assignments Vis-NIR wavelength 

(nm) 
3380 O-H stretching of phenolic OH  
3400-3300 O-H stretching (H bonded OH groups),   
3300 N-H stretching 1500,1000,751 
3030 Aromatic C-H strecthing 1650,1100,825 
2940-2900 Aliphatic C-H stretching  

2930,2850 Alkyl asymmetric-symmetric C-H stretching 1706,1754,1138, 
1170,853,877 

2600 O-H stretching of H-bonded -COOH  
1725-1720 C=O stretching of –COOH and ketones 1930,1449 

1660-1630 
C=O stretching of amide groups (amide I band), 
quinine C=O and/or C=O of H-bonded conjugated 
ketones 

2033,1524 

1620-1600 Aromatic C=C stretching and/or asymmetric –COO 
stretching  

1610 N-H stretching of Amine 2060 

1590-1517 COO- symmetric stretching, N-H deformation+C=N 
stretching (amide II band)  

1525 Aromatic C=C strecthing  
1460-1450 Aliphatic C-H 2275,1706 

1400-1390 
OH deformation and C-O stretching of phenolic OH, C-
H deformation of CH2 and CH3 groups, COO- 
asymmetric stretching 

 

1350 Symmetric COO- stretching and/or –CH bending of 
aliphatics  

1270 C-OH stretching of phenolic OH 1961 

1280-1200 C-O stretching and OH deformation of COOH, C-O 
stretching of aryl ethers  

1225 C-O stretching and OH deformation of COOH  

1170-950 C-O stretching of polysaccharides or polysaccharide-
like substances 2137 

1170 C-OH stretching of aliphatic OH, C-C stretching of 
aliphatic groups  

1050 C-O stretching of carbohydrates 2381 
830 Aromatic CH out of plane bending  
775 Aromatic CH out of plane bending  

Table 5. Absorption bands of C and N in organic bonds in the Mid-IR range (Madari, et al., 
2006) and corresponding wavelengths in the Vis-NIR range (Stenberg, et al., 2010) 
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Fig. 8. DRIFT absorption spectra of samples from each soil texture class with high and low 
TC content. Some dominant soil components and absorption peaks are shown for quartz 
(Q), organic compounds (OC), calcite (Ca), kaolinite (K), and the (OH) features of free water 
and lattice minerals (Viscarra Rossel, et al., 2006). 

reflectance spectroscopy by examining PLSR factor loadings weights. They showed that 
frequencies in the Mid-IR range corresponding to the absorption of organic compounds, like 
organic acids, or acidic functional groups, like alkyl, amide and aromatic groups, were 
indicators of correlation between organic carbon concentrations in the bulk soil samples and 
the Mid-IR spectra. 

3.3.2 PCA analysis for DRIFT spectra 

Figure.9a shows all Mid-IR spectra obtained by FT-IR spectrometer with DRIFT accessory. 
Figure 9 also shows the PCA scores plot for the DRIFT spectra, and residual X-variance for 
PC-1 and PC-2. PC-1 and PC-2 explains 83% and 14% of total variance contained in the 
spectra, respectively. The PC-1 axis may explain differences attributed to SOM content of the 
samples as the PC-1 was better correlated to TN, TC and OC (r=0.87~0.90) than to PC-2 
(r=0.15~0.21) (Table 3). Samples originated from different fields can be separated into two 
clusters according to soil types: one for Luvisol soils from Showground Field (#D) and 
another for Cambisol soils from Orchard (#B), Ivy Ground (#C) and Copse Field (#E),  

 
Vis/Near- and Mid- Infrared Spectroscopy for Predicting Soil N and C at a Farm Scale 199 

Mid-IR band 
(cm-1) Assignments Vis-NIR wavelength 

(nm) 
3380 O-H stretching of phenolic OH  
3400-3300 O-H stretching (H bonded OH groups),   
3300 N-H stretching 1500,1000,751 
3030 Aromatic C-H strecthing 1650,1100,825 
2940-2900 Aliphatic C-H stretching  

2930,2850 Alkyl asymmetric-symmetric C-H stretching 1706,1754,1138, 
1170,853,877 

2600 O-H stretching of H-bonded -COOH  
1725-1720 C=O stretching of –COOH and ketones 1930,1449 

1660-1630 
C=O stretching of amide groups (amide I band), 
quinine C=O and/or C=O of H-bonded conjugated 
ketones 

2033,1524 

1620-1600 Aromatic C=C stretching and/or asymmetric –COO 
stretching  

1610 N-H stretching of Amine 2060 

1590-1517 COO- symmetric stretching, N-H deformation+C=N 
stretching (amide II band)  

1525 Aromatic C=C strecthing  
1460-1450 Aliphatic C-H 2275,1706 

1400-1390 
OH deformation and C-O stretching of phenolic OH, C-
H deformation of CH2 and CH3 groups, COO- 
asymmetric stretching 

 

1350 Symmetric COO- stretching and/or –CH bending of 
aliphatics  

1270 C-OH stretching of phenolic OH 1961 

1280-1200 C-O stretching and OH deformation of COOH, C-O 
stretching of aryl ethers  

1225 C-O stretching and OH deformation of COOH  

1170-950 C-O stretching of polysaccharides or polysaccharide-
like substances 2137 

1170 C-OH stretching of aliphatic OH, C-C stretching of 
aliphatic groups  

1050 C-O stretching of carbohydrates 2381 
830 Aromatic CH out of plane bending  
775 Aromatic CH out of plane bending  

Table 5. Absorption bands of C and N in organic bonds in the Mid-IR range (Madari, et al., 
2006) and corresponding wavelengths in the Vis-NIR range (Stenberg, et al., 2010) 
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Fig. 9. DRIFT absorption spectra of all samples (a), principal components analysis scores 
plot for the DRIFT spectra (b), residual X-variance for PC-1 (c) and PC-2 (d). 

although several samples from the field #B were mixed with former cluster. Samples from 
the field #A completely mixed together with the former cluster, although some of them 
belong to latter cluster. It seems that the soil type has no effect on samples separation into 
different classes but the texture diversity within the sample population used for calibration 
has clear effect (Madari, et al., 2006). Samples from the fields #C and #E are totally separated 
although they are of same clay texture. This is mainly due to their distinct SOM-related soil 
properties concentrations as different vegetations have been growing in both fields (soybean 
in the field #C with TN of 0.28±0.02%, TC of 2.94±0.23% and OC of 2.73±0.15%; wheat in the 
field #E with TN of 0.25±0.02%, TC of 2.62±0.15% and OC of 2.56±0.16%). No sample locates 
outside of the Hotelling T2 ellipse. Although sample A02 exhibits low residual X-variance 
for PC-1 (Fig.9c) which accounts for the most amount of variance in the DRIFT spectra, it 
displays large residual X-variance for PC-2 (Fig.9d). Also, in the raw spectrum, sample A02 
shows quite different from the others (Fig.9a). Thus, sample A02 was considered as a sample 
outlier and excluded from further investigation. 

3.3.3 DRIFT calibration models 

Table 6 summarizes the cross-validation results of the PLSR models developed with raw 
and various transformed DRIFT spectra against each soil property, e.g. TN, TC, OC and IC.  
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Spectral 
pretreatment 

method 

PLSR models calibrated for DRIFT spectra 

 
Total N Total C Organic C Inorganic C 

 
LVs R2 RPD LVs R2 RPD LVs R2 RPD LVs R2 RPD 

None 5 0.95 4.62 5 0.93 3.93 5 0.94 4.19 5 0.70 1.86 
SNV 4 0.94 4.29 5 0.94 3.93 4 0.94 4.06 3 0.68 1.82 
MSC 4 0.94 4.29 4 0.92 3.63 4 0.94 4.15 3 0.68 1.81 
BOC 5 0.95 4.62 6 0.94 4.10 5 0.95 4.25 4 0.71 1.88 
Center & Scale 5 0.95 4.62 5 0.93 3.88 5 0.94 4.25 4 0.71 1.89 
Normalization             

Maximum- 6 0.94 4.29 6 0.93 3.80 6 0.94 4.15 5 0.68 1.80 
Range- 6 0.94 4.62 6 0.93 3.85 6 0.94 4.22 5 0.69 1.84 
Mean- 5 0.94 4.29 6 0.93 3.85 5 0.94 4.12 5 0.67 1.78 

Quantile- 5 0.95 5.00 5 0.94 4.01 5 0.95 4.43 4 0.70 1.88 
De-trending             

1st- 4 0.94 4.62 4 0.94 4.04 4 0.95 4.35 4 0.70 1.86 
2nd- 5 0.94 4.62 5 0.93 3.83 5 0.95 4.32 3 0.67 1.79 

Derivative             
1st- 2 0.83 2.61 2 0.79 2.18 2 0.79 2.21 5 0.30 1.22 

2nd- 2 0.69 1.94 2 0.66 1.70 2 0.65 1.71 1 0.10 1.01 

Table 6. Cross validation result of PLSR models calibrated for raw and various transformed 
DRIFT spectra with 121 samples 

For raw spectra, PLSR models produced excellent prediction accuracy with R2 of 0.93~0.95 and 
RPD of 3.93~4.62 for TN, TC and OC. These models were calibrated with 5 latent variables. 
Coupled with proper spectral pre-processing techniques, model prediction was improved. For 
examples, the best model for soil TN produced prediction accuracy with R2 of 0.95 and RPD of 
5.00 using spectral pre-processing of quantile normalization. It was also effective for OC model 
improvement with R2 of 0.95 and RPD of 4.43. For TC, the best model was built using spectral 
transformation of BOC, although this model needed 6 latent variables. Figure 10 shows the 
correlation between the measured and PLSR-predicted values of each soil property. The linear 
fitting lines for TN, TC and OC are closer to 1:1 as compared to the corresponding plots for 
Vis-NIR spectra (Fig.6). DFIRT spectra outperformed Vis-NIR spectroscopy for the prediction 
of these three properties (Table 4 & 6). Even for IC, almost all PLSR models developed with 
raw and various transformed DRIFT spectra outperformed their counterparts for Vis-NIR 
spectra. Accuracy obtained for IC can be used to distinguish high and low content with 
RPD>1.5 (Table 6). These results suggest that PLSR models developed with DRIFT absorption 
spectra for predicting these soil properties are more accurate. 

3.3.4 B-coefficients analysis of PLSR models for DRIFT spectra 

B-coefficients curves obtained after PLSR analyses with the best transformed DRIFT spectra 
for each soil property are combined in Fig.11. The B-coefficients for TN, TC and OC exhibit  
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Fig. 9. DRIFT absorption spectra of all samples (a), principal components analysis scores 
plot for the DRIFT spectra (b), residual X-variance for PC-1 (c) and PC-2 (d). 

although several samples from the field #B were mixed with former cluster. Samples from 
the field #A completely mixed together with the former cluster, although some of them 
belong to latter cluster. It seems that the soil type has no effect on samples separation into 
different classes but the texture diversity within the sample population used for calibration 
has clear effect (Madari, et al., 2006). Samples from the fields #C and #E are totally separated 
although they are of same clay texture. This is mainly due to their distinct SOM-related soil 
properties concentrations as different vegetations have been growing in both fields (soybean 
in the field #C with TN of 0.28±0.02%, TC of 2.94±0.23% and OC of 2.73±0.15%; wheat in the 
field #E with TN of 0.25±0.02%, TC of 2.62±0.15% and OC of 2.56±0.16%). No sample locates 
outside of the Hotelling T2 ellipse. Although sample A02 exhibits low residual X-variance 
for PC-1 (Fig.9c) which accounts for the most amount of variance in the DRIFT spectra, it 
displays large residual X-variance for PC-2 (Fig.9d). Also, in the raw spectrum, sample A02 
shows quite different from the others (Fig.9a). Thus, sample A02 was considered as a sample 
outlier and excluded from further investigation. 

3.3.3 DRIFT calibration models 

Table 6 summarizes the cross-validation results of the PLSR models developed with raw 
and various transformed DRIFT spectra against each soil property, e.g. TN, TC, OC and IC.  
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Spectral 
pretreatment 

method 

PLSR models calibrated for DRIFT spectra 

 
Total N Total C Organic C Inorganic C 

 
LVs R2 RPD LVs R2 RPD LVs R2 RPD LVs R2 RPD 

None 5 0.95 4.62 5 0.93 3.93 5 0.94 4.19 5 0.70 1.86 
SNV 4 0.94 4.29 5 0.94 3.93 4 0.94 4.06 3 0.68 1.82 
MSC 4 0.94 4.29 4 0.92 3.63 4 0.94 4.15 3 0.68 1.81 
BOC 5 0.95 4.62 6 0.94 4.10 5 0.95 4.25 4 0.71 1.88 
Center & Scale 5 0.95 4.62 5 0.93 3.88 5 0.94 4.25 4 0.71 1.89 
Normalization             

Maximum- 6 0.94 4.29 6 0.93 3.80 6 0.94 4.15 5 0.68 1.80 
Range- 6 0.94 4.62 6 0.93 3.85 6 0.94 4.22 5 0.69 1.84 
Mean- 5 0.94 4.29 6 0.93 3.85 5 0.94 4.12 5 0.67 1.78 

Quantile- 5 0.95 5.00 5 0.94 4.01 5 0.95 4.43 4 0.70 1.88 
De-trending             

1st- 4 0.94 4.62 4 0.94 4.04 4 0.95 4.35 4 0.70 1.86 
2nd- 5 0.94 4.62 5 0.93 3.83 5 0.95 4.32 3 0.67 1.79 

Derivative             
1st- 2 0.83 2.61 2 0.79 2.18 2 0.79 2.21 5 0.30 1.22 

2nd- 2 0.69 1.94 2 0.66 1.70 2 0.65 1.71 1 0.10 1.01 

Table 6. Cross validation result of PLSR models calibrated for raw and various transformed 
DRIFT spectra with 121 samples 

For raw spectra, PLSR models produced excellent prediction accuracy with R2 of 0.93~0.95 and 
RPD of 3.93~4.62 for TN, TC and OC. These models were calibrated with 5 latent variables. 
Coupled with proper spectral pre-processing techniques, model prediction was improved. For 
examples, the best model for soil TN produced prediction accuracy with R2 of 0.95 and RPD of 
5.00 using spectral pre-processing of quantile normalization. It was also effective for OC model 
improvement with R2 of 0.95 and RPD of 4.43. For TC, the best model was built using spectral 
transformation of BOC, although this model needed 6 latent variables. Figure 10 shows the 
correlation between the measured and PLSR-predicted values of each soil property. The linear 
fitting lines for TN, TC and OC are closer to 1:1 as compared to the corresponding plots for 
Vis-NIR spectra (Fig.6). DFIRT spectra outperformed Vis-NIR spectroscopy for the prediction 
of these three properties (Table 4 & 6). Even for IC, almost all PLSR models developed with 
raw and various transformed DRIFT spectra outperformed their counterparts for Vis-NIR 
spectra. Accuracy obtained for IC can be used to distinguish high and low content with 
RPD>1.5 (Table 6). These results suggest that PLSR models developed with DRIFT absorption 
spectra for predicting these soil properties are more accurate. 

3.3.4 B-coefficients analysis of PLSR models for DRIFT spectra 

B-coefficients curves obtained after PLSR analyses with the best transformed DRIFT spectra 
for each soil property are combined in Fig.11. The B-coefficients for TN, TC and OC exhibit  
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Fig. 10. Measured vs. predicted values of soil TN (a), TC (b), OC (c) and IC (d) based on 
DRIFT absorption spectra. 

strong similarity among them. This is mainly due to their high correlation obtained with 
reference values (r=0.97-0.99, Table 3). Overall, the most influential frequencies for 
predicting these soil properties locate in the wavenumber range from 2100 to 1200 cm-1. As 
indicated in Table 5, the peaks at around 1620-1558 cm-1 are for aromatic C=C stretching 
and/or asymmetric –COO stretching; the peaks at 1460 cm-1 and 1229 cm-1 are 
corresponding to Aliphatic C-H stretching and C-O stretching/OH deformation of COOH. 
Other significant wavebands can be found at round 2930 cm-1, corresponding to Aliphatic C-
H stretching. Interestingly, although the DRIFT-calibrated models are not accurate enough 
for IC quantification, the corresponding B-coefficients curve exhibits several distinctive 
frequencies for model calibration. The most influential frequency locates at around 1474 cm-1 
with two subordinate ones at 1795 cm-1 and 2513 cm-1, which are characteristic of existence 
of calcium carbonate (Reeves III, et al., 2002). Viscarra Rossel and Behrens (2010) found the 
carbonate of clay minerals in the NIR band of 2336 nm to be associated with the third 
overtones of CO���in MIR of 1415 cm-1. 

3.4 ATR-FTIR spectral analysis and model calibrations 

The procedure of analyzing ATR-FTIR spectra was the same as that presented for Vis-NIR 
and DRIFT spectral analysis. 
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Fig. 11. B-coefficients curves obtained from PLSR analyses with the transformed DRIFT 
spectra by quantile normalization for TN and OC, baseline offset correction for TC, and 
Center & Scale for IC. 

3.4.1 ATR-FTIR spectral response 

Figure12 shows the representative ATR-FTIR spectra of samples from each soil texture class 
with high and low TC content. Obviously, the absolute magnitude and range of the ATR-
FTIR light intensity are much lower than those for corresponding DRIFT spectra. Besides, 
the ATR-FTIR spectra of the samples present quite different shape together with absence of 
many characteristic peaks between 3000 and 1700 cm-1, compared to the corresponding 
DRIFT spectra of these samples. The peaks between 3696 and 3620 cm-1 and various peaks  

 
Fig. 12. ATR-FTIR spectra of samples from each soil texture class with high and low TC 
content. 
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Fig. 10. Measured vs. predicted values of soil TN (a), TC (b), OC (c) and IC (d) based on 
DRIFT absorption spectra. 

strong similarity among them. This is mainly due to their high correlation obtained with 
reference values (r=0.97-0.99, Table 3). Overall, the most influential frequencies for 
predicting these soil properties locate in the wavenumber range from 2100 to 1200 cm-1. As 
indicated in Table 5, the peaks at around 1620-1558 cm-1 are for aromatic C=C stretching 
and/or asymmetric –COO stretching; the peaks at 1460 cm-1 and 1229 cm-1 are 
corresponding to Aliphatic C-H stretching and C-O stretching/OH deformation of COOH. 
Other significant wavebands can be found at round 2930 cm-1, corresponding to Aliphatic C-
H stretching. Interestingly, although the DRIFT-calibrated models are not accurate enough 
for IC quantification, the corresponding B-coefficients curve exhibits several distinctive 
frequencies for model calibration. The most influential frequency locates at around 1474 cm-1 
with two subordinate ones at 1795 cm-1 and 2513 cm-1, which are characteristic of existence 
of calcium carbonate (Reeves III, et al., 2002). Viscarra Rossel and Behrens (2010) found the 
carbonate of clay minerals in the NIR band of 2336 nm to be associated with the third 
overtones of CO���in MIR of 1415 cm-1. 

3.4 ATR-FTIR spectral analysis and model calibrations 

The procedure of analyzing ATR-FTIR spectra was the same as that presented for Vis-NIR 
and DRIFT spectral analysis. 
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Fig. 11. B-coefficients curves obtained from PLSR analyses with the transformed DRIFT 
spectra by quantile normalization for TN and OC, baseline offset correction for TC, and 
Center & Scale for IC. 

3.4.1 ATR-FTIR spectral response 

Figure12 shows the representative ATR-FTIR spectra of samples from each soil texture class 
with high and low TC content. Obviously, the absolute magnitude and range of the ATR-
FTIR light intensity are much lower than those for corresponding DRIFT spectra. Besides, 
the ATR-FTIR spectra of the samples present quite different shape together with absence of 
many characteristic peaks between 3000 and 1700 cm-1, compared to the corresponding 
DRIFT spectra of these samples. The peaks between 3696 and 3620 cm-1 and various peaks  

 
Fig. 12. ATR-FTIR spectra of samples from each soil texture class with high and low TC 
content. 
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below 1100 cm-1 might be characteristic for kaolinite (Madari, et al., 2006). However, most 
characteristic wavebands of soil organic matter presented in Table 5, due to their low 
concentrations in the soil samples and their overlapping with mineral peaks, could not 
readily be identified by simple visual observation. For example, the bands around 2940-2935 
cm-1 and 2886-2877 cm-1, indicating the presence of organic aliphatic C-H stretching (shown 
in DRIFT spectra, Fig.8), are nearly vanished. Although the ATR-FTIR spectra present severe 
deviations from corresponding DRIFT spectra, the light intensity in ATR-FTIR spectra 
exhibits strong correlation with particle size distribution. For example, samples of clay 
texture with fine particles present strongest light intensity, whereas samples with sandy 
loam texture with coarse particle size have lowest light intensity. The clay loam texture 
samples with middle size particles correspond to intermediate light absorption. For each soil 
texture class, the spectral difference due to high and low TC content is not apparent. All 
these spectra appear to be free from baseline offset. 

3.4.2 PCA analysis for ATR-FTIR spectra 

Figure 13 shows all Mid-IR spectra obtained by FI-IR spectrometer with ATR accessory 
together with the PCA scores plot for the spectra and residual X-variance for PC-1 and PC-2. 
PC-1 and PC-2 explained 98% and 1% of total variance of the spectra, respectively. The PC-2  

 
          (a)                 (b) 

 
             (c)                (d) 

Fig. 13. All ATR-FTIR spectra (a), principal components analysis scores plot for the ATR-
FTIR spectra (b), and residual X-variance for PC-1 (c) and PC-2 (d). 
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shows variation related to SOM of the samples as the PC-2 was better correlated to TN, TC 
and OC (r=-0.68~0.71) than to PC-1 (r=0.52~0.56) (Table 3). Samples originated from 
different fields can be divided into one cluster for Luvisol type soils (field #D) and another 
for Cambisol type soils (fields #B, #C, and #E). Although samples from the field #A are the 
mixture of Cambisol and Luvisol types, most of them locate within the former cluster. 
Samples from the fields #C and #E are hardly separated, although they are of the same soil 
texture of clay (Table 1). Compared to the samples D28, B04 and B10 located outside of the 
Hotelling T2 ellipse (Fig.13b), sample A02 exhibits large residual X-variance for PC-1 
(Fig.13c) and PC-2 (Fig.13d). Thus, sample A02 was considered as a sample outlier and 
excluded from further investigation. 

3.4.3 ATR-FTIR calibration models 

Table 7 summarizes the cross-validation results of PLSR models developed with the raw 
and various transformed ATR-FTIR spectra against each soil property. For raw spectra, 
PLSR models produced excellent prediction accuracy for TN, TC and OC with R2 of 
0.89~0.92 and RPD of 3.02~3.75. These models were developed with 6 latent variables. None 
of spectral pre-processing techniques adopted can effectively improve the prediction 
accuracy of these models. This might be due to absence of the baseline offset of spectra 
(Fig.12). For IC, all models can be used to distinguish high and low concentration with RPD  
 

Spectral 
pretreatment 

method 

PLSR models calibrated for ATR-FTIR spectra

 
Total N Total C Organic C Inorganic C 

 
LVs R2 RPD LVs R2 RPD LVs R2 RPD LVs R2 RPD 

None 6 0.92 3.75 6 0.89 3.02 6 0.89 3.10 6 0.71 1.91 
SNV 5 0.90 3.33 5 0.88 2.89 3 0.87 2.74 4 0.69 1.82 
MSC 5 0.90 3.33 4 0.87 2.75 3 0.87 2.74 4 0.69 1.82 
BOC 7 0.91 3.53 7 0.88 2.95 7 0.89 3.07 4 0.70 1.87 
Center & Scale 6 0.91 3.53 6 0.89 2.97 6 0.89 2.97 4 0.70 1.88 
Normalization   

Maximum- 5 0.90 3.33 5 0.87 2.79 5 0.87 2.78 5 0.70 1.85 
Range- 5 0.90 3.53 4 0.86 2.71 6 0.88 2.93 5 0.70 1.85 
Mean- 6 0.91 3.53 4 0.86 2.69 5 0.88 2.87 5 0.70 1.87 

Quantile- 7 0.91 3.75 6 0.88 2.89 6 0.89 3.00 4 0.70 1.87 
De-trending   

1st- 6 0.90 3.53 6 0.87 2.79 7 0.89 3.09 5 0.72 1.93 
2nd- 6 0.91 3.53 6 0.87 2.79 5 0.88 2.92 5 0.72 1.91 

Derivative   
1st- 4 0.88 3.16 4 0.85 2.60 4 0.86 2.69 5 0.71 1.91 

2nd- 3 0.78 2.31 3 0.75 1.99 2 0.74 1.98 7 0.60 1.61 

Table 7. Cross validation result of PLSR models developed with raw and various 
transformed ATR-FTIR spectra with 121 samples 
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below 1100 cm-1 might be characteristic for kaolinite (Madari, et al., 2006). However, most 
characteristic wavebands of soil organic matter presented in Table 5, due to their low 
concentrations in the soil samples and their overlapping with mineral peaks, could not 
readily be identified by simple visual observation. For example, the bands around 2940-2935 
cm-1 and 2886-2877 cm-1, indicating the presence of organic aliphatic C-H stretching (shown 
in DRIFT spectra, Fig.8), are nearly vanished. Although the ATR-FTIR spectra present severe 
deviations from corresponding DRIFT spectra, the light intensity in ATR-FTIR spectra 
exhibits strong correlation with particle size distribution. For example, samples of clay 
texture with fine particles present strongest light intensity, whereas samples with sandy 
loam texture with coarse particle size have lowest light intensity. The clay loam texture 
samples with middle size particles correspond to intermediate light absorption. For each soil 
texture class, the spectral difference due to high and low TC content is not apparent. All 
these spectra appear to be free from baseline offset. 

3.4.2 PCA analysis for ATR-FTIR spectra 

Figure 13 shows all Mid-IR spectra obtained by FI-IR spectrometer with ATR accessory 
together with the PCA scores plot for the spectra and residual X-variance for PC-1 and PC-2. 
PC-1 and PC-2 explained 98% and 1% of total variance of the spectra, respectively. The PC-2  

 
          (a)                 (b) 

 
             (c)                (d) 

Fig. 13. All ATR-FTIR spectra (a), principal components analysis scores plot for the ATR-
FTIR spectra (b), and residual X-variance for PC-1 (c) and PC-2 (d). 
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shows variation related to SOM of the samples as the PC-2 was better correlated to TN, TC 
and OC (r=-0.68~0.71) than to PC-1 (r=0.52~0.56) (Table 3). Samples originated from 
different fields can be divided into one cluster for Luvisol type soils (field #D) and another 
for Cambisol type soils (fields #B, #C, and #E). Although samples from the field #A are the 
mixture of Cambisol and Luvisol types, most of them locate within the former cluster. 
Samples from the fields #C and #E are hardly separated, although they are of the same soil 
texture of clay (Table 1). Compared to the samples D28, B04 and B10 located outside of the 
Hotelling T2 ellipse (Fig.13b), sample A02 exhibits large residual X-variance for PC-1 
(Fig.13c) and PC-2 (Fig.13d). Thus, sample A02 was considered as a sample outlier and 
excluded from further investigation. 

3.4.3 ATR-FTIR calibration models 

Table 7 summarizes the cross-validation results of PLSR models developed with the raw 
and various transformed ATR-FTIR spectra against each soil property. For raw spectra, 
PLSR models produced excellent prediction accuracy for TN, TC and OC with R2 of 
0.89~0.92 and RPD of 3.02~3.75. These models were developed with 6 latent variables. None 
of spectral pre-processing techniques adopted can effectively improve the prediction 
accuracy of these models. This might be due to absence of the baseline offset of spectra 
(Fig.12). For IC, all models can be used to distinguish high and low concentration with RPD  
 

Spectral 
pretreatment 

method 

PLSR models calibrated for ATR-FTIR spectra

 
Total N Total C Organic C Inorganic C 

 
LVs R2 RPD LVs R2 RPD LVs R2 RPD LVs R2 RPD 

None 6 0.92 3.75 6 0.89 3.02 6 0.89 3.10 6 0.71 1.91 
SNV 5 0.90 3.33 5 0.88 2.89 3 0.87 2.74 4 0.69 1.82 
MSC 5 0.90 3.33 4 0.87 2.75 3 0.87 2.74 4 0.69 1.82 
BOC 7 0.91 3.53 7 0.88 2.95 7 0.89 3.07 4 0.70 1.87 
Center & Scale 6 0.91 3.53 6 0.89 2.97 6 0.89 2.97 4 0.70 1.88 
Normalization   

Maximum- 5 0.90 3.33 5 0.87 2.79 5 0.87 2.78 5 0.70 1.85 
Range- 5 0.90 3.53 4 0.86 2.71 6 0.88 2.93 5 0.70 1.85 
Mean- 6 0.91 3.53 4 0.86 2.69 5 0.88 2.87 5 0.70 1.87 

Quantile- 7 0.91 3.75 6 0.88 2.89 6 0.89 3.00 4 0.70 1.87 
De-trending   

1st- 6 0.90 3.53 6 0.87 2.79 7 0.89 3.09 5 0.72 1.93 
2nd- 6 0.91 3.53 6 0.87 2.79 5 0.88 2.92 5 0.72 1.91 

Derivative   
1st- 4 0.88 3.16 4 0.85 2.60 4 0.86 2.69 5 0.71 1.91 

2nd- 3 0.78 2.31 3 0.75 1.99 2 0.74 1.98 7 0.60 1.61 

Table 7. Cross validation result of PLSR models developed with raw and various 
transformed ATR-FTIR spectra with 121 samples 
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Fig. 14. Measured vs. predicted values of soil TN (a), TC (b), OC (c) and IC (d) based on the 
ATR-FTIR spectra. 

of 1.61~1.93. Figure 14 shows the correlation between the measured and predicted values of 
each soil property. The linear fitting lines for TN, TC and OC are closer to the 1:1 lines as 
compared to the corresponding plots for Vis-NIR spectra (Fig.6a-c), but not so well as those 
for DRIFT spectra (Fig.10a-c). However, the linear fitting for IC is better than that for Vis-
NIR spectra (Fig.6d) and that for DRIFT spectra (Fig.10d). 

3.4.4 B-coefficients analysis of PLSR models for ATR-FTIR spectra 

B-coefficients curves of the PLSR models developed with the best transformed ATR-FTIR 
spectra for each soil property are compared in Fig.15. The B-coefficients for TN, TC and OC 
exhibit strong similarity among them. This is mainly due to the high correlation obtained 
with the reference values (r=0.97-0.99, Table 3). Overall, the most significant wavebands for 
predicting these soil properties locate in the wavenumber range between 1700 and 400 cm-1. 
As indicated in Table 5, the peaks at 1612-1551 cm-1 are for aromatic C=C stretching and/or 
asymmetric –COO stretching and the peaks at around 1050 cm-1 correspond to 
Polysaccharides. Other significant wavebands can be found at round 2925 cm-1, which 
correspond to Aliphatic C-H stretching. Interestingly, although the ATR-calibrated models 
are not accurate enough for IC quantification, its B-coefficients curve for IC exhibits several  
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Fig. 15. B-coefficients curves obtained from PLSR analysis with the raw spectra for TN, TC 
and OC, and the 1st-detrending-transformed spectra for IC. 

distinctive bands, similar to those obtained with DRIFT spectroscopy. The most significant 
band locates at around 1430 cm-1, which corresponds to calcium carbonate (CaCO3). 
However, compared to the B-coefficients curve for IC based on DRIFT spectra (Fig.11), two 
characteristic bands of CaCO3 at 1795 cm-1 and 2513 cm-1 disappear completely, which is 
mainly due to the weaker light response of ATR-FTIR spectra compared to DRIFT spectra. 

3.5 Model calibrations for combinational Vis-NIR-MIR spectra 

The raw Vis-NIR and Mid-IR spectra were combined to develop PLSR calibration models of 
soil TN, TC, OC and IC concentrations. Table 8 shows the cross-validation results of the PLSR 
models. For the Vis-NIR-ATR spectra, PLSR models produced excellent prediction accuracy 
with R2 of 0.89~0.91 and RPD of 3.00~3.75 for TN, TC and OC. By comparison, PLSR models 
calibrated for the Vis-NIR-DRIFT spectra achieved higher prediction accuracy than those with 
Vis-NIR-ATR spectra, with R2 of 0.93~0.95 and RPD of 3.83~4.62 for TN, TC and OC. For IC, 
PLSR model for Vis-NIR-ATR spectra was developed with 10 latent variables and validated  
 

Combinational 
spectra 

PLSR models calibrated for raw combinational Vis-NIR-MIR spectra 

 
Total N Total C Organic C Inorganic C 

 
LVs R2 RPD LVs R2 RPD LVs R2 RPD LVs R2 RPD 

Vis-NIR-ATR 5 0.91 3.75 5 0.89 3.00 6 0.91 3.42 10 0.69 1.83 
Vis-NIR-DRIFT 6 0.95 4.62 6 0.93 3.83 6 0.95 4.32 5 0.70 1.88 

Table 8. Cross validation result of PLSR models developed with raw Vis-NIR-MIR spectra 
with 121 samples 
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B-coefficients curves of the PLSR models developed with the best transformed ATR-FTIR 
spectra for each soil property are compared in Fig.15. The B-coefficients for TN, TC and OC 
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with the reference values (r=0.97-0.99, Table 3). Overall, the most significant wavebands for 
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distinctive bands, similar to those obtained with DRIFT spectroscopy. The most significant 
band locates at around 1430 cm-1, which corresponds to calcium carbonate (CaCO3). 
However, compared to the B-coefficients curve for IC based on DRIFT spectra (Fig.11), two 
characteristic bands of CaCO3 at 1795 cm-1 and 2513 cm-1 disappear completely, which is 
mainly due to the weaker light response of ATR-FTIR spectra compared to DRIFT spectra. 

3.5 Model calibrations for combinational Vis-NIR-MIR spectra 

The raw Vis-NIR and Mid-IR spectra were combined to develop PLSR calibration models of 
soil TN, TC, OC and IC concentrations. Table 8 shows the cross-validation results of the PLSR 
models. For the Vis-NIR-ATR spectra, PLSR models produced excellent prediction accuracy 
with R2 of 0.89~0.91 and RPD of 3.00~3.75 for TN, TC and OC. By comparison, PLSR models 
calibrated for the Vis-NIR-DRIFT spectra achieved higher prediction accuracy than those with 
Vis-NIR-ATR spectra, with R2 of 0.93~0.95 and RPD of 3.83~4.62 for TN, TC and OC. For IC, 
PLSR model for Vis-NIR-ATR spectra was developed with 10 latent variables and validated  
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PLSR models calibrated for raw combinational Vis-NIR-MIR spectra 

 
Total N Total C Organic C Inorganic C 
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Vis-NIR-ATR 5 0.91 3.75 5 0.89 3.00 6 0.91 3.42 10 0.69 1.83 
Vis-NIR-DRIFT 6 0.95 4.62 6 0.93 3.83 6 0.95 4.32 5 0.70 1.88 

Table 8. Cross validation result of PLSR models developed with raw Vis-NIR-MIR spectra 
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with R2 of 0.69 and RPD of 1.83, whereas PLSR model for Vis-NIR-DRIFT spectra calibrated 
with 5 latent variables performed better than Vis-NIR– ATR with higher prediction accuracy 
(R2 of 0.70 and RPD of 1.94). These models for combinational spectra performed slightly 
better than those for Vis-NIR spectra (Table 4). However, these models did not produce 
better performance than those for DRIFT spectra (Table 6) and ATR spectra (Table 7) with 
only exception of Vis-NIR-ATR models for OC with R2 of 0.91 and RPD of 3.42. 

3.6 Comparison of PLSR model performance among Vis-NIR, ATR-FTIR, DRIFT and 
combinational spectra 

As shown in Tables 4, 6 and 7, model performance is not only a function of wavelength 
ranges used during PLS regression analysis, but also a function of spectral pre-processing 
techniques. Overall, for TN, TC and OC, PLSR models calibrated for DRIFT spectra 
outperformed those for Vis-NIR spectra and ATR-FTIR spectra. For IC, both ATR-FTIR and 
DRIFT models outperformed Vis-NIR models no matter what spectral pre-processing 
techniques were applied. However, if coupled with appropriate spectral pre-processing 
techniques, Vis-NIR models for TN and OC can produce competitive prediction 
performance (R2>0.90 and RPD>3.0) with less number of latent variables (3 or 4) as 
compared to best ATR-PLSR models calibrated with 6 latent variables. For TC, ATR-FTIR 
models performed slightly better than Vis-NIR models. The lower accuracy for the 
calibration of IC compared to TN, TC and OC may be attributed to errors in the reference 
method for IC determination, since IC is calculated by difference between TC and OC. 

Researchers have reported that the particle size distribution within the soil sample population 
and also within each sample of the calibration set affects the accuracy of calibration for TC and 
OC both in Mid-IR and Vis-NIR (Madari, et al., 2006; Mouazen, et al., 2005, Yang, et al., 2011b). 
However, Vis-NIR proved to be more sensitive to particle size effects than the Mid-IR range 
(Madari, et al., 2006). Vis-NIR spectroscopy performed very well for a very homogenous 
sample population, even slightly better than Mid-IR, but with increasing heterogeneity among 
and within the soil samples the accuracy decreased drastically. By contrast, the particle size 
distribution had less effect in the Mid-IR range. For the very homogeneous sample population, 
the accuracy was slightly lower than Vis-NIR, but with the increase in the heterogeneity of the 
sample population the accuracy did not diminish drastically and was higher than using with 
Vis-NIR (Madari, et al., 2006). Thus Mid-IR spectroscopy coupled with appropriate 
chemometrics can be considered to be more robust than Vis-NIR.  

3.7 Fundamentals of predicting N in soil 

Soil N content is often highly correlated with C (Martin, et al., 2002). For example, Chang, et 
al. (2001) reported r of 0.95 between TC and TN. In this study, the mean (±s.d.) values of 
TC/TN and OC/TN are 10.6(±0.59) and 9.95(±0.52), respectively (Table 2). It is an interesting 
point to explore whether there is an independent spectral basis for the determination of N in 
soil by infrared (IR) spectroscopy or whether N is predicted through high correlation with 
C. In the work by Chang and Laird (2002), in which C and N were added to a soil resulting 
in a wide range of C-to-N ratios, N was proved to be predicted in soil independently of C. 
Although the N absorbers are present in the soil spectra, their absorbance is not as strong as 
that of C bonds, as the mass of C in soil is generally an order of magnitude higher than that 
of N (about 10 times in our case). Thus, Martin et al. (2002) explained that N is predicted best 
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on its correlation with C if a high C-to-N correlation exists. In the current study, the 
excellent prediction of TN might be due to its high correlation with TC or OC (r=0.97-0.99) 
(Table 3), which can be proved by the similar distribution of their B-coefficients curves for 
Vis-NIR spectra (Fig.7), DRIFT spectra (Fig.11), and ATR-FTIR spectra (Fig.15). 

4. Conclusions 
The Mid-IR spectroscopy, including ATR and DRIFT, and Vis-NIR spectroscopy were 
implemented for the prediction of soil TN, TC, OC and IC. Results proved that both Vis-NIR 
and Mid-IR when combined with chemometric methods have great potential to quantify soil 
N and C at the field scale. It was also shown that DRIFT is more robust than Vis-NIR or ATR 
in terms of prediction accuracy. Although the Mid-IR spectra holds more information and 
usually easier to interpret as compared to Vis-NIR spectra with overtones and combinations 
features, until recently the MIR instruments are less portable and born to easier damage of 
optical materials. In contrast, the Vis-NIR has some advantages related to portability, mobile 
(on-line) measurement, remote sensing and others. This study suggests that Vis-NIR 
spectroscopy, if coupled with proper spectral pre-processing techniques, has the potential 
for successful prediction of soil N and C, although the combination and overtone peaks in 
the Vis-NIR spectral range are usually weak. 
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with R2 of 0.69 and RPD of 1.83, whereas PLSR model for Vis-NIR-DRIFT spectra calibrated 
with 5 latent variables performed better than Vis-NIR– ATR with higher prediction accuracy 
(R2 of 0.70 and RPD of 1.94). These models for combinational spectra performed slightly 
better than those for Vis-NIR spectra (Table 4). However, these models did not produce 
better performance than those for DRIFT spectra (Table 6) and ATR spectra (Table 7) with 
only exception of Vis-NIR-ATR models for OC with R2 of 0.91 and RPD of 3.42. 

3.6 Comparison of PLSR model performance among Vis-NIR, ATR-FTIR, DRIFT and 
combinational spectra 

As shown in Tables 4, 6 and 7, model performance is not only a function of wavelength 
ranges used during PLS regression analysis, but also a function of spectral pre-processing 
techniques. Overall, for TN, TC and OC, PLSR models calibrated for DRIFT spectra 
outperformed those for Vis-NIR spectra and ATR-FTIR spectra. For IC, both ATR-FTIR and 
DRIFT models outperformed Vis-NIR models no matter what spectral pre-processing 
techniques were applied. However, if coupled with appropriate spectral pre-processing 
techniques, Vis-NIR models for TN and OC can produce competitive prediction 
performance (R2>0.90 and RPD>3.0) with less number of latent variables (3 or 4) as 
compared to best ATR-PLSR models calibrated with 6 latent variables. For TC, ATR-FTIR 
models performed slightly better than Vis-NIR models. The lower accuracy for the 
calibration of IC compared to TN, TC and OC may be attributed to errors in the reference 
method for IC determination, since IC is calculated by difference between TC and OC. 

Researchers have reported that the particle size distribution within the soil sample population 
and also within each sample of the calibration set affects the accuracy of calibration for TC and 
OC both in Mid-IR and Vis-NIR (Madari, et al., 2006; Mouazen, et al., 2005, Yang, et al., 2011b). 
However, Vis-NIR proved to be more sensitive to particle size effects than the Mid-IR range 
(Madari, et al., 2006). Vis-NIR spectroscopy performed very well for a very homogenous 
sample population, even slightly better than Mid-IR, but with increasing heterogeneity among 
and within the soil samples the accuracy decreased drastically. By contrast, the particle size 
distribution had less effect in the Mid-IR range. For the very homogeneous sample population, 
the accuracy was slightly lower than Vis-NIR, but with the increase in the heterogeneity of the 
sample population the accuracy did not diminish drastically and was higher than using with 
Vis-NIR (Madari, et al., 2006). Thus Mid-IR spectroscopy coupled with appropriate 
chemometrics can be considered to be more robust than Vis-NIR.  

3.7 Fundamentals of predicting N in soil 

Soil N content is often highly correlated with C (Martin, et al., 2002). For example, Chang, et 
al. (2001) reported r of 0.95 between TC and TN. In this study, the mean (±s.d.) values of 
TC/TN and OC/TN are 10.6(±0.59) and 9.95(±0.52), respectively (Table 2). It is an interesting 
point to explore whether there is an independent spectral basis for the determination of N in 
soil by infrared (IR) spectroscopy or whether N is predicted through high correlation with 
C. In the work by Chang and Laird (2002), in which C and N were added to a soil resulting 
in a wide range of C-to-N ratios, N was proved to be predicted in soil independently of C. 
Although the N absorbers are present in the soil spectra, their absorbance is not as strong as 
that of C bonds, as the mass of C in soil is generally an order of magnitude higher than that 
of N (about 10 times in our case). Thus, Martin et al. (2002) explained that N is predicted best 
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on its correlation with C if a high C-to-N correlation exists. In the current study, the 
excellent prediction of TN might be due to its high correlation with TC or OC (r=0.97-0.99) 
(Table 3), which can be proved by the similar distribution of their B-coefficients curves for 
Vis-NIR spectra (Fig.7), DRIFT spectra (Fig.11), and ATR-FTIR spectra (Fig.15). 

4. Conclusions 
The Mid-IR spectroscopy, including ATR and DRIFT, and Vis-NIR spectroscopy were 
implemented for the prediction of soil TN, TC, OC and IC. Results proved that both Vis-NIR 
and Mid-IR when combined with chemometric methods have great potential to quantify soil 
N and C at the field scale. It was also shown that DRIFT is more robust than Vis-NIR or ATR 
in terms of prediction accuracy. Although the Mid-IR spectra holds more information and 
usually easier to interpret as compared to Vis-NIR spectra with overtones and combinations 
features, until recently the MIR instruments are less portable and born to easier damage of 
optical materials. In contrast, the Vis-NIR has some advantages related to portability, mobile 
(on-line) measurement, remote sensing and others. This study suggests that Vis-NIR 
spectroscopy, if coupled with proper spectral pre-processing techniques, has the potential 
for successful prediction of soil N and C, although the combination and overtone peaks in 
the Vis-NIR spectral range are usually weak. 
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1. Introduction 
Quality and safety evaluation of agricultural products has become an increasingly important 
consideration in market/commercial viability and systems for such evaluations are now 
demanded by customers, including distributors and retailers. Unfortunately, most 
horticultural products struggle with delivering adequate and consistent quality to the 
consumer. Removing inconsistencies and providing what the consumer expects is a key 
factor for retaining and expanding both domestic and international markets. Most 
commercial quality classification systems for fruit and vegetables are based on external 
features of the product, for example: shape, colour, size, weight and blemishes. However, 
the external appearance of most fruit is generally not an accurate guide to the internal or 
eating quality of the fruit. Internal quality of fruit is currently subjectively judged on 
attributes such as volatiles, firmness, and appearance. Destructive subjective measures such 
as internal flesh colour, or objective measures such as extraction of juice to measure 
sweetness (oBrix) or assessment of dry matter (DM) content are also used, although 
obviously not for every fruit – just a sample to represent the whole consignment. 

For avocado fruit, external colour is not a maturity characteristic, and its smell is too weak 
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1. Introduction 
Quality and safety evaluation of agricultural products has become an increasingly important 
consideration in market/commercial viability and systems for such evaluations are now 
demanded by customers, including distributors and retailers. Unfortunately, most 
horticultural products struggle with delivering adequate and consistent quality to the 
consumer. Removing inconsistencies and providing what the consumer expects is a key 
factor for retaining and expanding both domestic and international markets. Most 
commercial quality classification systems for fruit and vegetables are based on external 
features of the product, for example: shape, colour, size, weight and blemishes. However, 
the external appearance of most fruit is generally not an accurate guide to the internal or 
eating quality of the fruit. Internal quality of fruit is currently subjectively judged on 
attributes such as volatiles, firmness, and appearance. Destructive subjective measures such 
as internal flesh colour, or objective measures such as extraction of juice to measure 
sweetness (oBrix) or assessment of dry matter (DM) content are also used, although 
obviously not for every fruit – just a sample to represent the whole consignment. 

For avocado fruit, external colour is not a maturity characteristic, and its smell is too weak 
and appears later in its maturity stage (Gaete-Garreton et al., 2005). Since maturity is a major 
component of avocado quality and palatability, it is important to harvest mature fruit, so as 
to ensure that fruit will ripen properly and have acceptable eating quality. Currently, 
commercial avocado maturity estimation is based on destructive assessment of the %DM, 
and sometimes percent oil, both of which are highly correlated with maturity (Clark et al., 
2003; Mizrach & Flitsanov, 1999). Avocados Australia Limited (AAL (2008)) recommend a 
minimum maturity standard for its growers of 23 %DM (greater than 10% oil content) for 
the ‘Hass’ cultivar, although consumer studies indicate a preference for at least 25 %DM 
(Harker et al., 2007). 
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The inability to consistently guarantee internal fruit quality is an important commercial 
consideration of the Australian avocado industry (HAL & AAL, 2005). Retail and consumer 
surveys over the last 15+ years have shown that consumers are not always satisfied with 
avocado quality, mainly because of poor flesh quality that can not be determined until the 
fruit is cut (Embry, 2009; Gamble et al., 2008; Harker et al., 2007; Hofman & Ledger, 1999). 
The surveys show that only 30% of the Australian population eat avocados and they expect 
to discard one in every four pieces of fruit they purchase because of poor internal quality 
(Avocados Australia Limited & Primary Business Solutions, 2005). Other reasons 
contributing to reduced consumption include concerns over spoilage, convenience, price 
and limited availability (Harker, 2009). The surveys revealed that consumers select bruising 
as the major defect, followed by body and stem end rots (Harker, 2009). Bruising was found 
to be a more important barrier to purchasing than price (Harker, 2009).  

Fruit quality reliability is a key factor impacting on supply chain efficiency and related 
profitability since repeat purchasing by consumers is significantly affected by a bad eating 
experience. For example, avocados with internal defects of 10% or more have a dramatic 
negative impact on the consumer repurchasing (Embry, 2009; Petty & Embry, 2011). 
Research has shown that if a consumer is dissatisfied with the quality of fruit purchased, 
then that consumer will not purchase that commodity for another 6 weeks (Embry, 2009). 
Australian avocado quality surveys have shown that increased levels of purchase can be 
achieved by improving overall quality. For example, there is potential to increase consumer 
purchasing by 9% by reducing the average level of damage or defects by 15% (Embry, 2009).  

Australian avocado production is expanding rapidly and there are strong financial 
incentives to increase sales domestically and to export product to increase returns directly. 
Reliable export of avocados from Australia by sea freight requires long storage times, 
typically 2 - 3 weeks to Asia and 5 - 6 weeks to the European Union (Hofman & Marques, 
2009). The biggest risk during transport is the development of rots and flesh disorders 
resulting in a poor quality product. The additional time and distance associated with most 
export markets results in longer times from harvest to consumption which increases the 
risks of quality loss before the consumer receives the fruit. The key factor for retaining and 
expanding both domestic and international markets is removing inconsistency and 
providing what the consumer expects, i.e., a consistent quality product with suitable DM 
content and fruit free of bruises and flesh disorders. A rapid and non-destructive system 
that can accurately and rapidly monitor internal quality attributes would allow the avocado 
industry to provide better, more consistent fruit eating quality to the consumer, and thus 
improve industry competitiveness and profitability.  

The development of automated technologies has enabled commercially feasible non-
invasive methods for estimating internal quality attributes of agricultural products. These 
methods are generally based on one of the following properties: nuclear magnetic resonance 
(NMR) and magnetic resonance imaging (MRI), ultrasonics for vibrational characteristics, X-
ray and gamma ray transmission, electrical properties, firmness, density, optical reflectance 
and transmission. Today, emphasis is put on the development of non-destructive methods 
for real-time in-line applications. Although several non-invasive techniques exist for this 
(Abbott, 1999; Butz et al., 2005; Chen & Sun, 1991; Gaete-Garreton et al., 2005; Mizrach, 2000; 
Mizrach & Flitsanov, 1999), NMR and near infra-red spectroscopy (NIRS) are the leading 
candidates for the application to fruit and vegetables. NMR has been demonstrated to have 
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the potential to measure the DM percentage in avocados (Chen et al., 1993; Kim et al., 1999), 
but the cost and challenges for in-line use in the sorting line means that it is not currently a 
commercially viable application for high volume, low value items such as fruit and 
vegetables (Clark et al., 1997; Clark et al., 2003). 

NIRS has been demonstrated to be an accurate, precise, rapid and non-invasive alternative 
to wet chemistry procedures for providing information about relative proportions of C-H, 
O-H and N-H bonds. Analysis of NIRS absorption spectra aids in the qualitative and 
quantitative determination of many constituents and properties of horticultural produce, 
including oil, water, protein, pH, acidity, firmness, and particularly soluble solids content or 
total soluble solids of fresh fruits (Abbott, 1999; Butz et al., 2005; Scotter, 1990). Of particular 
importance for the current study, NIRS has been used to estimate %DM in various 
horticultural products (Birth et al., 1985; Hartmann & Bijning-Pfaue, 1998; McGlone & 
Kawano, 1998; Sivakumar et al., 2006; Xiaobo et al., 2006) including avocados (Clark et al., 
2003; Schmilovitch et al., 2001; Walsh et al., 2004). The technique requires minimal or no 
sample preparation, and avoids wastage and the need for reagents. Furthermore, it is multi-
analytical, allowing estimates of several characteristics simultaneously and has the potential 
to test every piece of product in an in-line setting. 

NIRS is a secondary method of determination and therefore must be calibrated against a 
primary reference method to develop a calibration model. However, to develop these 
predictive models requires many samples, many hours of work and many computer 
calculations to develop a statistical model which can be used to predict future samples 
(Davies, 2005). The validity of the calibration models for future predictions depends on 
how well the calibration set represents the composition of new samples. With 
horticultural products, the major challenge is to ensure that the calibration model is 
robust, that is, that the calibration model holds across growing seasons and potentially 
across growing districts. 

NIR as a tool to assess internal quality attributes of intact horticultural produce is well 
established in literature. In general however, the robustness of calibration models with 
respect to biological variability from different seasons has been neglected and therefore 
these calibration models may be optimistic with respect to prediction accuracies on future 
samples in practical applications, such as grading lines (Nicolaï et al., 2007). Nicolai et al. 
(2007) report that model prediction error in general may easily double when a calibration 
model is applied to a spectral data set of a different season or orchard. This lack of 
robustness often translates into bias (Golic & Walsh, 2006; Nicolaï et al., 2007). Robustness 
of calibration is consequently a critical issue (Nicolaï et al., 2007; Sánchez et al., 2003) and 
there has been recent work on fruit that considers the effect of different seasons (Peiris et 
al., 1998; Peirs et al., 2003; Miyanoto and Yoshinobu, 1995; Liu et al., 2005; Guthrie et al., 
2005). These studies generally found that incorporating data from multiple growing 
seasons in the calibration model improved the predictive performance, compared with 
those calibration models developed using an individual season. Peiris et al. (1998) studied 
model robustness for the determination of soluble solids (SS) content of peaches and 
reported that a calibration developed on a population from three consecutive growing 
seasons had an improvement in prediction performance on a combined season validation 
set (standard error of prediction (SEP) of 0.94 - 1.26 %SS, and bias 0.17 - 0.38 %SS) over 
that developed from an individual season population (SEP of 0.90 - 1.36 %SS and bias 0.17 
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- 2.08 %SS). Peirs et al. (2003) studied the robustness of calibration models for SS content 
(oBrix) of ‘Golden Delicious’ apples, with respect to the effects of orchard, season and 
cultivar. It was found that the largest source of spectral variation between measurements 
on different fruit was due to seasonal effects. When more seasonal variability was 
included in the calibration set, for example the model based on the data of all three 
seasons, the predictive error reduced by approximately 10 to 60%. Similar studies on the 
seasonal effects for various fruit report similar outcomes (Guthrie, 2005; Liu et al., 2005; 
Miyanoto & Yoshinobu, 1995). 

There have been limited investigations of avocado maturity based on %DM using NIRS. 
Schmilovitch et al. (2001) used a dispersive NIR spectrophotometer in reflectance mode to 
assess the ‘Ettinger’ and ‘Fuerte’ cultivars (both relatively thin-skinned) in the range 1200 
- 2400 nm. Preliminary results identified standard errors of prediction for both ‘Ettinger’ 
and ‘Fuerte’ as 0.9 and 1.3%, respectively, over a 14 – 24 %DM range. Clark et al. (2003) 
investigated the use of a fixed polychromatic/diode array (PDA) spectrophotometer for 
estimating %DM in whole New Zealand ‘Hass’ avocado fruit using both reflectance and 
interactance modes. They concluded that interactance mode was a better predictor of 
%DM compared with reflectance. Reflectance models required high numbers (12 to 20) of 
latent variables (LV), indicating the models struggled against spectral noise and so 
required incorporation of many small spectral features to improve accuracy. Clark et al. 
(2003) reported interactance validation statistics of R2 (coefficient of determination) 
prediction >0.83, and root mean square error of prediction (RMSEP) <1.8 %DM, over a 
range of 20 – 45 %DM, while the corresponding reflectance results were <0.75 and >1.9 
%DM, respectively. Walsh et al. (2004), using a fixed PDA spectrophotometer (Ziess 
MMS1/NIR-enhanced spectrometer, Germany) in the 300 - 1100 nm range, reported 
calibration results of r (correlation coefficient) = 0.89, root mean square error of cross-
validation (RMSECV) = 1.14, with a standard deviation ratio (SDR = standard deviation of 
the data set divided by the RMSECV or RMSEP) = 2.2, for %DM of avocado fruit of 
unspecified cultivar. The SDR statistic is the measurement of the ability of an NIRS model 
to predict a constituent and enables comparison of model performance across populations 
with different standard deviations (Baillères et al., 2002; Golic & Walsh, 2006). The higher 
the SDR statistic the greater the power of the model to predict the chemical composition 
accurately (Cozzolino et al., 2004). SDR values between 2.0 and 2.4 for ‘difficult’ 
applications, such as high moisture materials including fruit and vegetables are regarded 
as adequate for rough screening; a value between 2.5 and 2.9 are regarded as adequate for 
screening; a value between 3.0 and 3.4 is regarded as satisfactory for quality control; a 
value between 3.4 and 4.0 is regarded as very good for process control; values above 4.1 
are excellent for any application (Nicolaï et al., 2007; Schimleck et al., 2003; Williams, 
2008). 

This study assessed the potential of FT-NIR diffuse reflectance spectroscopy as an objective 
non-invasive method for determining internal quality attributes of whole ‘Hass’ avocado 
fruit. These include: (a) to predict maturity and thereby eating quality based on %DM; (b) to 
predict the risk of developing internal rot disorders (i.e., rot susceptibility) as an indication 
of shelf-life; (c) to detect bruises. The study also demonstrates the importance of the 
calibration model development process to incorporate seasonal and geographical variability 
to ensure model robustness.  
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2. Materials and methods 
2.1 Avocado fruit samples 

2.1.1 Fruit for dry matter model development 

‘Hass’ avocado fruit were obtained over the 2006, 2007 and 2008 growing seasons (Harvest 
months: May to November) from two commercial farms in the major production districts of 
Bundaberg, South East Queensland (Latitude: 24° 52' South, Longitude: 152° 21' East) and 
Childers, South East Queensland (Latitude: 25° 14' South, Longitude: 152° 16' East). 
Avocado fruit were harvested at three maturity stages through each season, corresponding 
to early, mid and late season harvests over the three growing seasons. This allowed for 
sufficient variability in the %DM range and other seasonal factors to be included in the 
calibration procedure. A minimum of 100 fruit were collected at each harvest giving a total 
of a minimum of 900 individual fruit for each growing region. All fruit were harvested at 
the hard green stage of ripeness. 

2.1.2 Fruit for impact and rot model development 

‘Hass’ avocado fruit were obtained over the 2008 growing season from two farms in 
Queensland, Australia. The first farm is located near Ravenshoe on the Atherton 
Tablelands in North Queensland (Latitude: 17° 38' South, Longitude: 145° 29' East) and 
the second farm is located in the major production district of Toowoomba, South East 
Queensland (Latitude: 27° 33' South, Longitude: 151° 58' East). Fruit from Ravenshoe were 
used for the impact assessment trials (n = 102), while Toowoomba fruit (n = 125) were 
used for rot susceptibility (shelf life) trials. All fruit were harvested at the hard green 
stage of ripeness. 

2.2 NIR data collection 

2.2.1 Dry matter NIR data 

The spectra of whole, intact avocado fruit were collected using a commercially available 
Matrix-F, FT-NIR spectrophotometer (Bruker Optics, Ettlingen, Germany; operating 
software: OPUS™ version 5.1 - 6.5) in the 830 – 2500 nm range. Spectra were obtained in 
diffuse reflectance mode, using a standard 4 x 20 watt tungsten light source fibre-coupled 
emission head fitted to the spectrometer. The external emission head was placed directly 
above the avocado fruit (0o configuration). A light reducing box with a 60 mm diameter cut 
out window was used to hold the fruit, so that the fruit skin was directly exposed to the 
focal point of the emission head. A path-length of approximately 170 mm from the external 
emission head light source to the surface of the fruit provided a spectral scan diameter on 
the avocado of approximately 50 mm. In obtaining each sample spectrum, 32 scans at a 
resolution of 8 cm-1 were collected and averaged. Due to the large variability in the %DM 
within a fruit (Schroeder, 1985; Wedding et al., 2010; Woolf et al., 2003) two NIR spectra 
were collected from each fruit, one spectra from each opposing side midway from the 
peduncle and base (i.e., equatorial region). A white spectralon standard was used as the 
optical reference standard for the system prior to the collection of each set of sample spectra. 
Fruit spectra were acquired after sample temperature equilibration in an air-conditioned 
laboratory at approximately 22 - 24 C, and within two days of harvest.  
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latent variables (LV), indicating the models struggled against spectral noise and so 
required incorporation of many small spectral features to improve accuracy. Clark et al. 
(2003) reported interactance validation statistics of R2 (coefficient of determination) 
prediction >0.83, and root mean square error of prediction (RMSEP) <1.8 %DM, over a 
range of 20 – 45 %DM, while the corresponding reflectance results were <0.75 and >1.9 
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This study assessed the potential of FT-NIR diffuse reflectance spectroscopy as an objective 
non-invasive method for determining internal quality attributes of whole ‘Hass’ avocado 
fruit. These include: (a) to predict maturity and thereby eating quality based on %DM; (b) to 
predict the risk of developing internal rot disorders (i.e., rot susceptibility) as an indication 
of shelf-life; (c) to detect bruises. The study also demonstrates the importance of the 
calibration model development process to incorporate seasonal and geographical variability 
to ensure model robustness.  
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2. Materials and methods 
2.1 Avocado fruit samples 

2.1.1 Fruit for dry matter model development 

‘Hass’ avocado fruit were obtained over the 2006, 2007 and 2008 growing seasons (Harvest 
months: May to November) from two commercial farms in the major production districts of 
Bundaberg, South East Queensland (Latitude: 24° 52' South, Longitude: 152° 21' East) and 
Childers, South East Queensland (Latitude: 25° 14' South, Longitude: 152° 16' East). 
Avocado fruit were harvested at three maturity stages through each season, corresponding 
to early, mid and late season harvests over the three growing seasons. This allowed for 
sufficient variability in the %DM range and other seasonal factors to be included in the 
calibration procedure. A minimum of 100 fruit were collected at each harvest giving a total 
of a minimum of 900 individual fruit for each growing region. All fruit were harvested at 
the hard green stage of ripeness. 

2.1.2 Fruit for impact and rot model development 

‘Hass’ avocado fruit were obtained over the 2008 growing season from two farms in 
Queensland, Australia. The first farm is located near Ravenshoe on the Atherton 
Tablelands in North Queensland (Latitude: 17° 38' South, Longitude: 145° 29' East) and 
the second farm is located in the major production district of Toowoomba, South East 
Queensland (Latitude: 27° 33' South, Longitude: 151° 58' East). Fruit from Ravenshoe were 
used for the impact assessment trials (n = 102), while Toowoomba fruit (n = 125) were 
used for rot susceptibility (shelf life) trials. All fruit were harvested at the hard green 
stage of ripeness. 

2.2 NIR data collection 

2.2.1 Dry matter NIR data 

The spectra of whole, intact avocado fruit were collected using a commercially available 
Matrix-F, FT-NIR spectrophotometer (Bruker Optics, Ettlingen, Germany; operating 
software: OPUS™ version 5.1 - 6.5) in the 830 – 2500 nm range. Spectra were obtained in 
diffuse reflectance mode, using a standard 4 x 20 watt tungsten light source fibre-coupled 
emission head fitted to the spectrometer. The external emission head was placed directly 
above the avocado fruit (0o configuration). A light reducing box with a 60 mm diameter cut 
out window was used to hold the fruit, so that the fruit skin was directly exposed to the 
focal point of the emission head. A path-length of approximately 170 mm from the external 
emission head light source to the surface of the fruit provided a spectral scan diameter on 
the avocado of approximately 50 mm. In obtaining each sample spectrum, 32 scans at a 
resolution of 8 cm-1 were collected and averaged. Due to the large variability in the %DM 
within a fruit (Schroeder, 1985; Wedding et al., 2010; Woolf et al., 2003) two NIR spectra 
were collected from each fruit, one spectra from each opposing side midway from the 
peduncle and base (i.e., equatorial region). A white spectralon standard was used as the 
optical reference standard for the system prior to the collection of each set of sample spectra. 
Fruit spectra were acquired after sample temperature equilibration in an air-conditioned 
laboratory at approximately 22 - 24 C, and within two days of harvest.  
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2.2.2 Impact and rot assessment NIR data 

For both impact (bruise) and rot assessment trials, diffuse reflectance spectra of whole, intact 
‘Hass’ avocado fruit were collected in the 830 – 2500 nm range using a Bruker Matrix-F, FT-
NIR spectrophotometer as discussed in section 2.2.1. Spectra for rot susceptibility prediction 
were collected from each opposing half of the hard green fruit prior to fruit being placed 
into 20 C storage at 85 - 95% relative humidity. At eating ripe fruit were then assessed for 
rots based on a weight percentage of the flesh volume affected.  

For impact assessment, hard green fruit were stored at 20 C and 85 - 95% relative humidity 
until fruit reached the sprung stage of ripeness. The sprung stage of ripeness is where the 
flesh deforms by 2 - 3 mm under extreme thumb pressure (White et al., 2001). Individual 
spectra were collected from a single side of the fruit on reaching the sprung stage of 
ripeness. Following initial spectra collection, fruit were dropped from a height of 100 cm 
against a slate paver (height: 400 mm, length: 400 mm, width: 40 mm) placed upright and 
supported by concrete blocks to simulate impact damage. Individual fruit were placed into a 
cotton mesh bag which was firmly suspended by two strings attached to the laboratory 
ceiling. Each fruit was positioned so that the scanned area would impact against the paver. 
The fruit in the mesh bag was pulled backwards away from the slate paver and released to 
swing in a pendulum motion to impact against the slate paver. Fruit were only allowed to 
impact the paver once. The height from the ground to the middle of the fruit was measured 
with the fruit sitting freely against the slate paver. The drop height was measured as the 
difference between the height at the top of the arch, and the height at the bottom of the arch 
where the fruit hit the paver.  

The impacted area was re-scanned after 1 - 2 hours (maximum of 4) and again after 24 
hours. Fruit were then placed back into 20 C storage at 85 - 95% relative humidity and 
assessed for bruises at eating ripe (approximately 5 days following impact). Bruise 
assessment was based on visual estimate of percentage bruise development of the flesh 
within the scanned area.  

2.3 Chemical analysis 

The %DM reference measurement was obtained from the same area of the fruit that was 
used to obtain the NIR spectra. To determine the %DM, a 50 mm diameter core equal to the 
NIR scan area was taken perpendicular to the surface of the fruit, at a depth of 
approximately 10 - 15 mm. The skin (2 - 4 mm) was removed from the avocado flesh, and 
the flesh was diced to facilitate drying in a fan-forced oven at 60 - 65 C to constant weight 
(approximately 72 hours). The %DM is defined by the percentage ratio of the weight of the 
dried flesh sample to the original moist flesh sample. It should be emphasized that fruit 
spectra and %DM were acquired after sample temperature equilibration in an air-
conditioned laboratory at approximately 22 - 24 C and within two days of harvest. 

2.4 Data analysis 

2.4.1 Dry matter data analysis 

Data analysis was carried out using the commercially available chemometric software 
package ‘The Unscrambler™’ version 9.8 (CAMO, Oslo, Norway). The sample spectra for 
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each data set were separated into a calibration set and prediction set to develop the 
calibration and prediction models respectively. Fruit were assigned to the calibration set 
from the principal component analysis (PCA) results to provide a global representation of 
the attributes of the entire fruit population while eliminating repetition. All remaining fruit 
where used in the validation sets. Partial least squares (PLS) regression was used to build 
the prediction models of the diffuse reflectance spectral data, using segmented cross 
validation (20 segments in this case). Before calibration model development, the variation of 
the spectral data was analysed by PCA, and obvious spurious spectra eliminated. Data 
pretreatment and smoothing for the individual %DM models for each growing location in 
this study were based on a combination of: a 25 point Savitsky-Golay (SG) spectral 
smoothing (2nd order polynomial) and a second derivative transformation (25 point SG 
smoothing and 2nd order polynomial) for the Bundaberg models; and a 25 point SG spectral 
smoothing (2nd order polynomial) and a multiplicative scatter correction (MSC) 
transformation for the Childers models. For the combined Bundaberg and Childers model, 
data pretreatment and smoothing was based on a combination of a 25 point SG spectral 
smoothing (2nd order polynomial) and a first derivative transformation (25 point SG 
smoothing and 2nd order polynomial). Among all spectra collected, significant noise was 
found at the extremities of the spectral range (830 – 843 and 2414 - 2503 nm). Therefore all 
raw spectra used for analysis were truncated to a range of 843 - 2414 nm before model 
development. Typical absorbance spectra for ‘Hass’ avocado fruit are shown in Figure 1. 
Model performance was based on the R2 of the calibration (Rc2) and validation/prediction 
(Rv2) data sets; RMSECV; RMSEP in relation to the bias (average difference between 
predicted and actual values) (Buning-Pfaue, 2003), and the SDR.  
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Fig. 1. Typical absorbance spectra for whole ‘Hass’ avocado fruit. 

2.4.2 Impact and rot data analysis 

‘The Unscrambler’ version 10.1, (CAMO, Oslo, Norway) was used for discriminative 
analysis to separate the avocados into categories based on percentage rot and percentage 
bruise development of the scanned area. The 1 – 2 hours impact wavelengths were subjected 
to weighting by the standard deviation prior to analysis. 
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each data set were separated into a calibration set and prediction set to develop the 
calibration and prediction models respectively. Fruit were assigned to the calibration set 
from the principal component analysis (PCA) results to provide a global representation of 
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where used in the validation sets. Partial least squares (PLS) regression was used to build 
the prediction models of the diffuse reflectance spectral data, using segmented cross 
validation (20 segments in this case). Before calibration model development, the variation of 
the spectral data was analysed by PCA, and obvious spurious spectra eliminated. Data 
pretreatment and smoothing for the individual %DM models for each growing location in 
this study were based on a combination of: a 25 point Savitsky-Golay (SG) spectral 
smoothing (2nd order polynomial) and a second derivative transformation (25 point SG 
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smoothing (2nd order polynomial) and a multiplicative scatter correction (MSC) 
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Fig. 1. Typical absorbance spectra for whole ‘Hass’ avocado fruit. 

2.4.2 Impact and rot data analysis 

‘The Unscrambler’ version 10.1, (CAMO, Oslo, Norway) was used for discriminative 
analysis to separate the avocados into categories based on percentage rot and percentage 
bruise development of the scanned area. The 1 – 2 hours impact wavelengths were subjected 
to weighting by the standard deviation prior to analysis. 
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3. Results and discussion 
3.1 Dry matter prediction 

The calibration and prediction model (Figure 2) statistics for each individual year (Table 1) 
for both harvest locations indicate that FT-NIRS in diffuse reflectance has potential as a 
screening tool to predict %DM on whole ‘Hass’ avocado fruit. The 2006 and 2007 harvest 
seasons had lower standard deviations (SD) than the 2008 season for both the Bundaberg 
and Childers locations. For the two harvest locations the 2008 harvest season calibration and 
prediction statistics were the best in terms of regression (R2) and SDR. The RMSEP for each 
harvest season varied between 1.29 to 1.49 %DM and 1.41 to 1.94 %DM for Childers and 
Bundaberg respectively. This suggests that the fruit obtained from the 2006 and 2007 harvest 
seasons possibly did not include a sufficiently broad variability in physiological attributes to 
develop a more suitable calibration model as seen with the 2008 harvest season, although 
other biological or environment effects may have contributed. The number of latent 
variables are within an acceptable range for the number of samples for all models 
(Hruschka, 1987; Lammertyn et al., 2000).  
 

Location -
Year 

Spectra 
n (OR) 

%DM 
range Mean SD LV R2 RM 

SECV 
RM 
SEP Bias Slope SDR 

Bu-2006 629 18.2-35.0 27.5 3.2        

CAL 222(2) 18.2-35.0 27.2 3.5 7 0.75 1.76  -0.159 0.759 2.0 

PRE 407 20.334.2 27.6 3.0 7 0.75  1.50 -0.582 0.818 2.0 

Bu-2007 609 19.0-34.4 25.7 2.7        

CAL 211(0) 19.0-34.4 25.7 2.8 8 0.76 1.39  -0.0024 0.779 2.0 

PRE 398(0) 19.7-32.5 25.7 2.6 8 0.70  1.41 0.112 0.754 1.8 

Bu-2008 606 15.2-35.5 25.7 5.7        

CAL 209(1) 15.2-35.5 25.6 5.7 6 0.90 1.76  -0.0036 0.910 3.2 

PRE 397(0) 15.6-35.1 25.8 5.7 6 0.88  1.94 0.1526 0.865 2.9 

Ch-2006 632 21.4-39.7 29.8 3.4        

CAL 207 (2) 21.4-39.7 30.2 3.7 9 0.82 1.57  0.006 0.829 2.4 

PRE 425 (0) 21.7-37.9 29.5 3.3 9 0.80  1.47 0.0761 0.850 2.2 

Ch-2007 609 21.9-36.8 29.2 3.1        

CAL 209 (0) 21.9-36.8 29.1 3.3 8 0.83 1.36  -0.0098 0.842 2.4 

PRE 400 (1) 22.2-36.2 29.2 3.0 8 0.81  1.29 -0.2867 0.835 2.3 

Ch-2008 608 16.1-36.2 25.8 5.3        

CAL 209 (2) 16.1-36.2 25.6 5.2 7 0.93 1.39  0.0098 0.934 3.8 

PRE 399 (0) 16.5-36.1 26.0 5.4 7 0.92  1.49 -0.1594 0.858 3.6 

Table 1. PLS calibration (CAL) and prediction (PRE) statistics for %DM for whole ‘Hass’ 
avocado fruit harvested from Bundaberg (Bu) and Childers (Ch) over the 2006, 2007 and 
2008 seasons. Note: OR = outliers removed; LV = latent variables; n = number of samples. 
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Fig. 2. Model predictions plotted against actual constituent values for %DM for (a) 
Bundaberg 2006 season, (b) Childers 2006 season, (c) Bundaberg 2007 season, (d) Childers 
2007 season, (e) Bundaberg 2008 season, and (f) Childers 2008 season.  

Large seasonal effects have a major consequence for calibration models for horticultural 
produce, since the spectral deviations due to biological variability of future samples cannot 
be predicted (Peirs et al., 2003). The influence of seasonal variability was investigated for the 
Bundaberg and Childers growing locations over three years. For both growing locations, the 
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Fig. 2. Model predictions plotted against actual constituent values for %DM for (a) 
Bundaberg 2006 season, (b) Childers 2006 season, (c) Bundaberg 2007 season, (d) Childers 
2007 season, (e) Bundaberg 2008 season, and (f) Childers 2008 season.  

Large seasonal effects have a major consequence for calibration models for horticultural 
produce, since the spectral deviations due to biological variability of future samples cannot 
be predicted (Peirs et al., 2003). The influence of seasonal variability was investigated for the 
Bundaberg and Childers growing locations over three years. For both growing locations, the 
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2006 calibration model was used to predict on the 2007 season population. A combined 
calibration set using spectra from 2006 and 2007 seasons was used to develop a calibration 
model that was then subsequently used to predict the 2008 season population. A combined 
calibration set of 2006, 2007 and 2008 seasons was used to predict over all 3 years. Table 2 
displays the summary statistics of the PLS calibration and prediction models for these 
combinations. 
 

Location - Year Spectra 
n 

(OR) 

%DM 
range SD LV R2 

RM 
SECV 

 

RM 
SEP Bias SDR 

CAL PRE 

Bu-2006  222(2) 18.2-35.0 3.5 7 0.75 1.76  -0.159 2.0 
 Bu-2007 609 14.1-34.4 2.7  0.09  5.07 4.358 0.5 
Bu- 
2006-07 

 426 14.1-35.0 3.1 9 0.75 1.60  0.112 1.9 

 Bu-2008 606 15.2-35.5 5.7  0.45  4.3 0.161 1.4 
Bu- 
2006-08 

 600(4) 15.8-35.4 4.2 6 0.86 1.55  -0.009 2.7 

 Bu- 
2006-08 1244(1) 14.1-35.6 4.1 6 0.87  1.48 0.0104 2.8 

Ch-2006  207(2) 21.4–39.7 3.7 9 0.82 1.57  0.006 2.4 
 Ch-2007 609(0) 21.9-36.9 3.1 9 0.14  2.84 1.601 1.1 
Ch- 
2006-07 

 415(1) 21.4-39.7 3.5 12 0.82 1.49  0.003 2.4 

 Ch-2008 608(0) 16.1-36.2 5.3 12 0.79  2.45 -0.547 2.2 
Ch- 
2006-08 

 624(1) 16.1-39.7 4.6 10 0.88 1.62  -0.001 2.8 

 Ch- 
2006-08 1224(0) 16.5-37.9 4.3 10 0.89  1.43 -0.021 3.0 

Table 2. PLS calibration (CAL) and prediction (PRE) statistics for %DM for whole ‘Hass’ 
avocado fruit from both Bundaberg (Bu) and Childers (Ch) for 2006, 2006-07 and 2006-08 
seasons predicting on 2007, 2008 and 2006-08 seasons respectively. Note: OR = outliers 
removed; LV = latent variables; n = number of samples. 

As expected, the application of single seasonal calibrations to populations from other 
growing seasons was not very successful due to seasonal biological variation. For example, 
the 2006 calibration models for both Bundaberg and Childers could not be used to predict 
the 2007 season population for the corresponding harvest location. Model predictive 
performance improved as more biological variability was included in the models, as seen 
when the combined 2006 and 2007 models was used to predict on the 2008 season. The 
combined 2006, 2007 and 2008 calibration models (Figure 3) was sufficiently robust to 
predict %DM of whole Hass avocado to within 1.48% with an Rv2 = 0.87 and SDR of 2.8 for 
Bundaberg; andto within 1.43 %DM with and an Rv2 = 0.89 and SDR of 3.0 for the Childers 
harvest location. This indicated an ability to sort the fruit into three categories with 
approximately 80% accuracy (Guthrie et al., 1998).  
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Fig. 3. Model prediction for the combined 2006-08 calibration model for both (a) Bundaberg 
and (b) Childers locations predicting on the combined 2006-08 prediction set plotted against 
actual constituent values for %dry matter. 

This study demonstrated that including data from multiple growing seasons in the 
calibration model will improve the predictive performance, in comparison to calibration 
models developed using an individual season. This is in agreement with the previous 
studies on this topic (Peiris et al., 1998; Peirs et al., 2003; Miyanoto and Yoshinobu, 1995; Liu 
et al., 2005; Guthrie et al., 2005). As more biological variability is built into the model, the 
prediction accuracy becomes less sensitive to unknown changes of external factors (Bobelyn 
et al., 2010). However, in some cases, including more biological variability (at the risk of 
including atypical data) in the calibration set can significantly reduce the models prediction 
accuracy (Bobelyn et al., 2010). 

Geographic location (growing regions) effects may also have a major consequence on model 
robustness as fruit composition is subject to within tree variability (i.e., tree age, crop load, 
position within the tree, light effects); within orchard variability (i.e., location of tree, light 
effects); and intra-orchard variability (i.e., soil characteristics, nutrition, weather conditions, 
fruit age and season variability) (Marques et al., 2006; Peirs et al., 2003). The influence of 
geographic location variability on %DM for whole avocado fruit was subsequently 
investigated by assessing calibration model performance using avocado fruit obtained from 
Bundaberg and Childers locations collected over 3 years. 

The PLS calibration and prediction model statistics for both the Bundaberg and Childers 
harvest locations and combination of both regions are presented in Table 3. The Bundaberg 
data set of 1844 spectra was separated into a calibration set (n = 600) and a prediction set (n 
= 1244). The validation statistics of the calibration model were quite good and delivered an 
Rv2 = 0.87 with an RMSEP = 1.48 and SDR of 2.8 for %DM. An SDR value between 2.5 and 
2.9 is regarded as adequate for screening (Nicolaï et al., 2007; Schimleck et al., 2003; Williams, 
2008). The Bundaberg PLS model was used to predict on the entire Childers population. As 
expected the application of the Bundaberg model to a population from another growing 
region was not as successful, providing a substantially reduced predictive performance with 
an Rv2 = 0.59, RMSEP = 2.84 and SDR of 1.55. Similarly, the Childers data set of 1848  
spectra were separated into a calibration set (n = 624) and prediction set (n = 1224).  
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2006 calibration model was used to predict on the 2007 season population. A combined 
calibration set using spectra from 2006 and 2007 seasons was used to develop a calibration 
model that was then subsequently used to predict the 2008 season population. A combined 
calibration set of 2006, 2007 and 2008 seasons was used to predict over all 3 years. Table 2 
displays the summary statistics of the PLS calibration and prediction models for these 
combinations. 
 

Location - Year Spectra 
n 

(OR) 

%DM 
range SD LV R2 

RM 
SECV 

 

RM 
SEP Bias SDR 

CAL PRE 

Bu-2006  222(2) 18.2-35.0 3.5 7 0.75 1.76  -0.159 2.0 
 Bu-2007 609 14.1-34.4 2.7  0.09  5.07 4.358 0.5 
Bu- 
2006-07 

 426 14.1-35.0 3.1 9 0.75 1.60  0.112 1.9 

 Bu-2008 606 15.2-35.5 5.7  0.45  4.3 0.161 1.4 
Bu- 
2006-08 

 600(4) 15.8-35.4 4.2 6 0.86 1.55  -0.009 2.7 

 Bu- 
2006-08 1244(1) 14.1-35.6 4.1 6 0.87  1.48 0.0104 2.8 

Ch-2006  207(2) 21.4–39.7 3.7 9 0.82 1.57  0.006 2.4 
 Ch-2007 609(0) 21.9-36.9 3.1 9 0.14  2.84 1.601 1.1 
Ch- 
2006-07 

 415(1) 21.4-39.7 3.5 12 0.82 1.49  0.003 2.4 

 Ch-2008 608(0) 16.1-36.2 5.3 12 0.79  2.45 -0.547 2.2 
Ch- 
2006-08 

 624(1) 16.1-39.7 4.6 10 0.88 1.62  -0.001 2.8 

 Ch- 
2006-08 1224(0) 16.5-37.9 4.3 10 0.89  1.43 -0.021 3.0 

Table 2. PLS calibration (CAL) and prediction (PRE) statistics for %DM for whole ‘Hass’ 
avocado fruit from both Bundaberg (Bu) and Childers (Ch) for 2006, 2006-07 and 2006-08 
seasons predicting on 2007, 2008 and 2006-08 seasons respectively. Note: OR = outliers 
removed; LV = latent variables; n = number of samples. 

As expected, the application of single seasonal calibrations to populations from other 
growing seasons was not very successful due to seasonal biological variation. For example, 
the 2006 calibration models for both Bundaberg and Childers could not be used to predict 
the 2007 season population for the corresponding harvest location. Model predictive 
performance improved as more biological variability was included in the models, as seen 
when the combined 2006 and 2007 models was used to predict on the 2008 season. The 
combined 2006, 2007 and 2008 calibration models (Figure 3) was sufficiently robust to 
predict %DM of whole Hass avocado to within 1.48% with an Rv2 = 0.87 and SDR of 2.8 for 
Bundaberg; andto within 1.43 %DM with and an Rv2 = 0.89 and SDR of 3.0 for the Childers 
harvest location. This indicated an ability to sort the fruit into three categories with 
approximately 80% accuracy (Guthrie et al., 1998).  
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Fig. 3. Model prediction for the combined 2006-08 calibration model for both (a) Bundaberg 
and (b) Childers locations predicting on the combined 2006-08 prediction set plotted against 
actual constituent values for %dry matter. 

This study demonstrated that including data from multiple growing seasons in the 
calibration model will improve the predictive performance, in comparison to calibration 
models developed using an individual season. This is in agreement with the previous 
studies on this topic (Peiris et al., 1998; Peirs et al., 2003; Miyanoto and Yoshinobu, 1995; Liu 
et al., 2005; Guthrie et al., 2005). As more biological variability is built into the model, the 
prediction accuracy becomes less sensitive to unknown changes of external factors (Bobelyn 
et al., 2010). However, in some cases, including more biological variability (at the risk of 
including atypical data) in the calibration set can significantly reduce the models prediction 
accuracy (Bobelyn et al., 2010). 

Geographic location (growing regions) effects may also have a major consequence on model 
robustness as fruit composition is subject to within tree variability (i.e., tree age, crop load, 
position within the tree, light effects); within orchard variability (i.e., location of tree, light 
effects); and intra-orchard variability (i.e., soil characteristics, nutrition, weather conditions, 
fruit age and season variability) (Marques et al., 2006; Peirs et al., 2003). The influence of 
geographic location variability on %DM for whole avocado fruit was subsequently 
investigated by assessing calibration model performance using avocado fruit obtained from 
Bundaberg and Childers locations collected over 3 years. 

The PLS calibration and prediction model statistics for both the Bundaberg and Childers 
harvest locations and combination of both regions are presented in Table 3. The Bundaberg 
data set of 1844 spectra was separated into a calibration set (n = 600) and a prediction set (n 
= 1244). The validation statistics of the calibration model were quite good and delivered an 
Rv2 = 0.87 with an RMSEP = 1.48 and SDR of 2.8 for %DM. An SDR value between 2.5 and 
2.9 is regarded as adequate for screening (Nicolaï et al., 2007; Schimleck et al., 2003; Williams, 
2008). The Bundaberg PLS model was used to predict on the entire Childers population. As 
expected the application of the Bundaberg model to a population from another growing 
region was not as successful, providing a substantially reduced predictive performance with 
an Rv2 = 0.59, RMSEP = 2.84 and SDR of 1.55. Similarly, the Childers data set of 1848  
spectra were separated into a calibration set (n = 624) and prediction set (n = 1224).  
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Harvest Location Spectra n 
(OR) 

%DM 
Range SD LV R2 RM 

SECV 
RM 
SEP SDR 

Calibration Prediction 
Bundaberg  600(4) 15.8-35.4 4.2 6 0.86 1.55  2.7 

 
 Bundaberg 1244(1) 14.1-35.6 4.1 6 0.87  1.48 2.8 

 
 Childers 1847 16.1-39.7 4.4 6 0.59  2.84 1.55 

 
Childers  624(1) 16.1-39.7 4.6 10 0.88 1.62  2.8 

 
 Childers 1224(0) 16.5-37.9 4.3 10 0.89  1.43 3.0 

 
 Bundaberg 1844(1) 14.1-35.5 4.2 10 0.74  2.14   1.96 

 
Bundaberg & 
Childers 

 1224(4) 15.8-39.7 4.5 9 0.88 1.55   2.9 

 Bundaberg & 
Childers 2468(1) 14.1-37.9 4.3 9 0.89  1.42  3.1 

Table 3. PLS calibration and prediction statistics for %DM for whole ‘Hass’ avocado fruit 
harvested over three seasons for Bundaberg and Childers growing locations and 
combination of both regions. Note: OR = outliers removed; LV = latent variables; n = number of 
samples. 

The Childers PLS model also produced reasonable validation statistics (Rv2 = 0.89 with an 
RMSEP = 1.43 and SDR of 3.0) when predicting fruit from within the Childers region. As 
with the Bundaberg model, the Childers model did not perform as well when it was used to 
predict %DM of fruit from a different geographic location such as the combined 2006-08 
Bundaberg population (Rv2 = 0.74 with an RMSEP = 2.14 and SDR of 1.96).  

A calibration model was developed by combining both Bundaberg and Childers 
populations, incorporating biological variability from both regions over three growing 
seasons. Model predictive performance of the combined population was comparable to the 
individual regional models of Bundaberg and Childers, with an Rv2 = 0.89, RMSEP = 1.42, 
and SDR of 3.1 (Figure 4). These results demonstrate that there are spectral differences 
between growing districts and that each individual regional model does not incorporate the 
relevant spectral information enabling the model to successfully predict samples containing 
biological variability from a different growing district without reduced predictive 
performance. It is therefore important that calibrations be developed on populations 
representative in which sorting is to be attempted. 

Interpreting NIR models in terms of the various fruit components is often difficult due to 
spectral co-linearity where information in a model may not necessarily be carried by just a 
few independent wavelengths, but is possibly a combined effect of many wavelengths with 
each contributing only relatively little information (McGlone & Kawano, 1998). For oil, 
strong electromagnetic absorption is reported around 2200 – 2400 nm (CH2 stretch bend and 
combinations), with weaker absorption around 1750, 1200 and 900 – 920 nm ranges, and  
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Fig. 4. Model prediction for the Bundaberg and Childers combined 2006-08 calibration 
model predicting on the Bundaberg and Childers combined 2006-08 prediction set plotted 
against actual constituent values for %DM. 

930 nm (overtones of CH2 stretching) (Clark et al., 2003; Guthrie et al., 2004; Osborne et al., 
1993). Williams and Norris (1987) report that the 1300 - 1750 nm range is very fruitful for 
absorbers for use in the determination of protein and oil. The 900 - 920 nm absorbance band 
is often cited as the most important band for %DM and/or sugar determination, as it is 
removed from the troublesome interferences from the water absorbance peaks that typically 
dominate spectra of fruit (Clark et al., 2003). However, light penetration depth is 
wavelength dependent (Lammertyn et al., 2000). The 700 - 1100 nm short-wavelength NIR 
region allows better penetration into biological material, while wavelengths above 1100 nm 
(long-wavelength region) have limited penetration providing information only relatively 
close to the surface (Guthrie et al., 2004; Saranwong & Kawano, 2007). In some instances, 
there may be secondary correlations between skin properties and those of the bulk flesh and 
in these circumstances the long-wavelength region can provide relevant information. 

The regression coefficient vectors β for the dry matter calibration models across all years in 
this avocado study had many similar peak positions over the 850 – 2250 nm range. However 
as expected, there were slight differences in wavelength selection from one year to another 
which can be attributed to seasonal variability. Relevant spectral information for the 
calibration models was obtained primarily from oil, carbohydrate and water absorbance 
bands clustered in the 900 - 980 nm region (second and third overtone), with further 
contribution from absorbance bands for oil in the vicinity of 1360, 1703, 1722 and 1760 nm. 
However, these assignments can only be tentative because of other peaks and troughs 
present here-abouts in the β vectors.  

The results of this study are very encouraging and compare favourably to the results 
obtained by Clark et al. (2003) (RMSEP of 2.6 %DM over a 20 - 45 %DM range and an Rv2 of 
0.75) and Walsh et al. (2004) (Rc2 = 0.79, RMSECV = 1.14, SDR = 2.2, for %DM of an 
unspecified cultivar) using a fixed PDA spectrometer in reflectance mode. The current FT-
NIRS reflectance combined models for both Bundaberg and Childers compare well with the 
model accuracy obtained by Clark et al. (2003) (Rv2 of 0.88 and an RMSEP of 1.8 %DM) using 
a PDA spectrometer in interactance mode, indicating reflectance FT-NIRS may be a suitable 
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Harvest Location Spectra n 
(OR) 

%DM 
Range SD LV R2 RM 

SECV 
RM 
SEP SDR 

Calibration Prediction 
Bundaberg  600(4) 15.8-35.4 4.2 6 0.86 1.55  2.7 

 
 Bundaberg 1244(1) 14.1-35.6 4.1 6 0.87  1.48 2.8 

 
 Childers 1847 16.1-39.7 4.4 6 0.59  2.84 1.55 

 
Childers  624(1) 16.1-39.7 4.6 10 0.88 1.62  2.8 

 
 Childers 1224(0) 16.5-37.9 4.3 10 0.89  1.43 3.0 

 
 Bundaberg 1844(1) 14.1-35.5 4.2 10 0.74  2.14   1.96 

 
Bundaberg & 
Childers 

 1224(4) 15.8-39.7 4.5 9 0.88 1.55   2.9 

 Bundaberg & 
Childers 2468(1) 14.1-37.9 4.3 9 0.89  1.42  3.1 

Table 3. PLS calibration and prediction statistics for %DM for whole ‘Hass’ avocado fruit 
harvested over three seasons for Bundaberg and Childers growing locations and 
combination of both regions. Note: OR = outliers removed; LV = latent variables; n = number of 
samples. 

The Childers PLS model also produced reasonable validation statistics (Rv2 = 0.89 with an 
RMSEP = 1.43 and SDR of 3.0) when predicting fruit from within the Childers region. As 
with the Bundaberg model, the Childers model did not perform as well when it was used to 
predict %DM of fruit from a different geographic location such as the combined 2006-08 
Bundaberg population (Rv2 = 0.74 with an RMSEP = 2.14 and SDR of 1.96).  

A calibration model was developed by combining both Bundaberg and Childers 
populations, incorporating biological variability from both regions over three growing 
seasons. Model predictive performance of the combined population was comparable to the 
individual regional models of Bundaberg and Childers, with an Rv2 = 0.89, RMSEP = 1.42, 
and SDR of 3.1 (Figure 4). These results demonstrate that there are spectral differences 
between growing districts and that each individual regional model does not incorporate the 
relevant spectral information enabling the model to successfully predict samples containing 
biological variability from a different growing district without reduced predictive 
performance. It is therefore important that calibrations be developed on populations 
representative in which sorting is to be attempted. 

Interpreting NIR models in terms of the various fruit components is often difficult due to 
spectral co-linearity where information in a model may not necessarily be carried by just a 
few independent wavelengths, but is possibly a combined effect of many wavelengths with 
each contributing only relatively little information (McGlone & Kawano, 1998). For oil, 
strong electromagnetic absorption is reported around 2200 – 2400 nm (CH2 stretch bend and 
combinations), with weaker absorption around 1750, 1200 and 900 – 920 nm ranges, and  
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Fig. 4. Model prediction for the Bundaberg and Childers combined 2006-08 calibration 
model predicting on the Bundaberg and Childers combined 2006-08 prediction set plotted 
against actual constituent values for %DM. 

930 nm (overtones of CH2 stretching) (Clark et al., 2003; Guthrie et al., 2004; Osborne et al., 
1993). Williams and Norris (1987) report that the 1300 - 1750 nm range is very fruitful for 
absorbers for use in the determination of protein and oil. The 900 - 920 nm absorbance band 
is often cited as the most important band for %DM and/or sugar determination, as it is 
removed from the troublesome interferences from the water absorbance peaks that typically 
dominate spectra of fruit (Clark et al., 2003). However, light penetration depth is 
wavelength dependent (Lammertyn et al., 2000). The 700 - 1100 nm short-wavelength NIR 
region allows better penetration into biological material, while wavelengths above 1100 nm 
(long-wavelength region) have limited penetration providing information only relatively 
close to the surface (Guthrie et al., 2004; Saranwong & Kawano, 2007). In some instances, 
there may be secondary correlations between skin properties and those of the bulk flesh and 
in these circumstances the long-wavelength region can provide relevant information. 

The regression coefficient vectors β for the dry matter calibration models across all years in 
this avocado study had many similar peak positions over the 850 – 2250 nm range. However 
as expected, there were slight differences in wavelength selection from one year to another 
which can be attributed to seasonal variability. Relevant spectral information for the 
calibration models was obtained primarily from oil, carbohydrate and water absorbance 
bands clustered in the 900 - 980 nm region (second and third overtone), with further 
contribution from absorbance bands for oil in the vicinity of 1360, 1703, 1722 and 1760 nm. 
However, these assignments can only be tentative because of other peaks and troughs 
present here-abouts in the β vectors.  

The results of this study are very encouraging and compare favourably to the results 
obtained by Clark et al. (2003) (RMSEP of 2.6 %DM over a 20 - 45 %DM range and an Rv2 of 
0.75) and Walsh et al. (2004) (Rc2 = 0.79, RMSECV = 1.14, SDR = 2.2, for %DM of an 
unspecified cultivar) using a fixed PDA spectrometer in reflectance mode. The current FT-
NIRS reflectance combined models for both Bundaberg and Childers compare well with the 
model accuracy obtained by Clark et al. (2003) (Rv2 of 0.88 and an RMSEP of 1.8 %DM) using 
a PDA spectrometer in interactance mode, indicating reflectance FT-NIRS may be a suitable 
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alternative for in-line and at-line environments. Another comparative study was conducted 
by Schmilovitch et al. (2001) for two relatively thin skin cultivars, ‘Ettinger’ and ‘Fuerte’, 
during a single season. They used a dispersive NIR spectrophotometer in reflectance mode 
in the 1200 - 2400 nm range, reporting errors of prediction for ‘Ettinger’ and ‘Fuerte’ of 0.9% 
and 1.3% respectively, for fruit having a 14 – 24 %DM range. It is likely that the relatively 
smooth to medium textured, thin-skin cultivars would not suffer to the same extent from the 
physiological limitations experienced in the thick rough skin of ‘Hass’, and prediction errors 
would certainly be expected to be lower. We must emphasize however, it is difficult to make 
a meaningful comparison of the various techniques as there is insufficient detail presented 
in these papers to establish if the differences are associated with the spectroscopic technique 
or with the geometry of the configurations used. 

3.2 Impact and rot assessment 

Classification statistics for the prediction of percentage rot development are presented in 
Table 4. The preliminary study found that by applying discriminative analysis techniques, 
92.8% of the test population could be correctly classified into 2 categories, above and below 
30% rot development for the area scanned. The percentage correctly classified decreased 
slightly to 86.8% when the classification was reduced to above and below 10% rot 
development for the scanned area. 
 

Item assessed Spectra 
(n) 

Defined 
classification 

(%) 

LV Spectra 
misclassified 

(%) 

Spectra correctly 
classified 

(%) 
%Rots of 
scanned area 

250 (i) 0-30; 
(ii) 31-100 

8 7.2 (n=18) 92.8 (n=232) 

250 (i) 0 -10; 
(ii) 11 – 100 

9 13.6 (n=33) 86.8 (n=217) 

Table 4. Classification statistics for prediction of percentage rot development (shelf life) of 
whole ‘Hass’ avocado fruit. Note: LV = latent variables; n = number of samples. 

Table 5 depicts the classification statistics for the prediction of percentage bruise development. 
The results indicate that 90% of the population could be correctly classified into 2 categories 
based on percentage bruise development in the scanned area (≤10%, ≥11%) using scans 
conducted 1 - 2 hours following impact. Of the 10 (9.8%) samples misclassified, 6 (5.9%) 
samples visually rated with bruising greater than 11% were placed into the <10% bruise 
category and 4 (3.9%) samples with bruising visually rated below 10% were placed into the 
≥11% bruise category. The 4 samples misclassified with bruising below 10% were all on the 
ambiguous change over point of the two defined classification categories at 10% bruising. 

These results improved to >95% correctly classified when the fruit were rescanned after 24 
hours following impact. It appears the 24 hour time delay allowed more time for the 
bruising to develop assisting with classification. This would indicate that in a commercial 
situation it would be an advantage to hold the fruit for 24 hours prior to scanning. The 5 
(4.9%) samples misclassified were all samples with bruising visually rated below 10% and 
placed into the ≥11% bruise category. Of these samples 4 (3.9%) were at the ambiguous 
change over point of the two defined classification categories at 10% bruising. 
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Item 
assessed 

Time 
after 

impact 
(hours) 

Spectra 
(n) 

Defined 
classification 

(%) 

LV Spectra 
misclassified 

(n) 

Spectra 
correctly 
classified 

(%) 
%Bruising 
of 
scanned 
area 

1-2 102 (i) 0 - 10; 
(ii) 11 - 100 

10 9.8 (n=10) 90.2 
(n=92) 

 
24 102 8 4.9 (n=5) 95.1 

(n=97) 
 

Table 5. Classification statistics for prediction of percentage bruise development in whole 
‘Hass’ avocado fruit. Note: LV = latent variables; n = number of samples. 

4. Conclusion 
NIRS has come to be extensively used in many applications for the non-invasive rapid 
assessment of a wide variety of products. These both include quantitative compositional 
determinations and qualitative determinations. The present study indicates the potential of 
FT-NIRS in diffuse reflectance mode to be used as a non-invasive method to predict the 
%DM of whole ‘Hass’ avocado fruit and the importance of incorporating seasonal and 
geographical variation in the calibration model. The results showed that the calibration 
model robustness increased when data from more than one season, incorporating a greater 
range of seasonal variation, was included in the calibration set. Also, that there are spectral 
differences between geographical regions and that, specific regional models may have 
significantly reduced predictive performance when applied to samples containing biological 
variability from a different growing region. It is therefore important that calibrations be 
developed on populations representative in which sorting is to be attempted. 

As shown, there is also great potential to use FT-NIRS as a tool to predict impact damage of 
whole avocados based on percentage bruise development, and to predict shelf-life based on 
rot development (susceptibility). It should be considered that the preliminary work 
presented here is a first step towards shelf-life prediction and bruise detection for avocado 
fruit. However, this was only a preliminary study and the classification models require 
many more samples, incorporating seasonal and geographical biological variations, to 
enable the development of a robust model suitable for commercial use.  

Overall, FT-NIR reflectance spectroscopy shows promise for the application in a 
commercial, in-line setting for the non-destructive evaluation of %DM, bruises and rot 
susceptibility of whole avocado fruit, although optimisation of the technology is required to 
address speed of throughput and environmental issues. Incorporating fruit physiological 
variability over future seasons and growing regions will be essential to further increase 
model robustness and ensure the predictive performance suitable for commercial use.  

Unfortunately, the process of calibration development is a major impediment to the rapid 
adoption of NIRS in industry. The collection and precise analysis of the reference samples 
remains a time-consuming and a potentially costly exercise depending on the type of 
analysis. With this said, NIRS has an obvious place in agriculture and environmental 
applications with its core strength in the analysis of biological materials, plus low cost of 
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alternative for in-line and at-line environments. Another comparative study was conducted 
by Schmilovitch et al. (2001) for two relatively thin skin cultivars, ‘Ettinger’ and ‘Fuerte’, 
during a single season. They used a dispersive NIR spectrophotometer in reflectance mode 
in the 1200 - 2400 nm range, reporting errors of prediction for ‘Ettinger’ and ‘Fuerte’ of 0.9% 
and 1.3% respectively, for fruit having a 14 – 24 %DM range. It is likely that the relatively 
smooth to medium textured, thin-skin cultivars would not suffer to the same extent from the 
physiological limitations experienced in the thick rough skin of ‘Hass’, and prediction errors 
would certainly be expected to be lower. We must emphasize however, it is difficult to make 
a meaningful comparison of the various techniques as there is insufficient detail presented 
in these papers to establish if the differences are associated with the spectroscopic technique 
or with the geometry of the configurations used. 

3.2 Impact and rot assessment 

Classification statistics for the prediction of percentage rot development are presented in 
Table 4. The preliminary study found that by applying discriminative analysis techniques, 
92.8% of the test population could be correctly classified into 2 categories, above and below 
30% rot development for the area scanned. The percentage correctly classified decreased 
slightly to 86.8% when the classification was reduced to above and below 10% rot 
development for the scanned area. 
 

Item assessed Spectra 
(n) 

Defined 
classification 

(%) 

LV Spectra 
misclassified 

(%) 

Spectra correctly 
classified 

(%) 
%Rots of 
scanned area 

250 (i) 0-30; 
(ii) 31-100 

8 7.2 (n=18) 92.8 (n=232) 

250 (i) 0 -10; 
(ii) 11 – 100 

9 13.6 (n=33) 86.8 (n=217) 

Table 4. Classification statistics for prediction of percentage rot development (shelf life) of 
whole ‘Hass’ avocado fruit. Note: LV = latent variables; n = number of samples. 

Table 5 depicts the classification statistics for the prediction of percentage bruise development. 
The results indicate that 90% of the population could be correctly classified into 2 categories 
based on percentage bruise development in the scanned area (≤10%, ≥11%) using scans 
conducted 1 - 2 hours following impact. Of the 10 (9.8%) samples misclassified, 6 (5.9%) 
samples visually rated with bruising greater than 11% were placed into the <10% bruise 
category and 4 (3.9%) samples with bruising visually rated below 10% were placed into the 
≥11% bruise category. The 4 samples misclassified with bruising below 10% were all on the 
ambiguous change over point of the two defined classification categories at 10% bruising. 

These results improved to >95% correctly classified when the fruit were rescanned after 24 
hours following impact. It appears the 24 hour time delay allowed more time for the 
bruising to develop assisting with classification. This would indicate that in a commercial 
situation it would be an advantage to hold the fruit for 24 hours prior to scanning. The 5 
(4.9%) samples misclassified were all samples with bruising visually rated below 10% and 
placed into the ≥11% bruise category. Of these samples 4 (3.9%) were at the ambiguous 
change over point of the two defined classification categories at 10% bruising. 
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Item 
assessed 

Time 
after 

impact 
(hours) 

Spectra 
(n) 

Defined 
classification 

(%) 

LV Spectra 
misclassified 

(n) 

Spectra 
correctly 
classified 

(%) 
%Bruising 
of 
scanned 
area 

1-2 102 (i) 0 - 10; 
(ii) 11 - 100 

10 9.8 (n=10) 90.2 
(n=92) 

 
24 102 8 4.9 (n=5) 95.1 

(n=97) 
 

Table 5. Classification statistics for prediction of percentage bruise development in whole 
‘Hass’ avocado fruit. Note: LV = latent variables; n = number of samples. 

4. Conclusion 
NIRS has come to be extensively used in many applications for the non-invasive rapid 
assessment of a wide variety of products. These both include quantitative compositional 
determinations and qualitative determinations. The present study indicates the potential of 
FT-NIRS in diffuse reflectance mode to be used as a non-invasive method to predict the 
%DM of whole ‘Hass’ avocado fruit and the importance of incorporating seasonal and 
geographical variation in the calibration model. The results showed that the calibration 
model robustness increased when data from more than one season, incorporating a greater 
range of seasonal variation, was included in the calibration set. Also, that there are spectral 
differences between geographical regions and that, specific regional models may have 
significantly reduced predictive performance when applied to samples containing biological 
variability from a different growing region. It is therefore important that calibrations be 
developed on populations representative in which sorting is to be attempted. 

As shown, there is also great potential to use FT-NIRS as a tool to predict impact damage of 
whole avocados based on percentage bruise development, and to predict shelf-life based on 
rot development (susceptibility). It should be considered that the preliminary work 
presented here is a first step towards shelf-life prediction and bruise detection for avocado 
fruit. However, this was only a preliminary study and the classification models require 
many more samples, incorporating seasonal and geographical biological variations, to 
enable the development of a robust model suitable for commercial use.  

Overall, FT-NIR reflectance spectroscopy shows promise for the application in a 
commercial, in-line setting for the non-destructive evaluation of %DM, bruises and rot 
susceptibility of whole avocado fruit, although optimisation of the technology is required to 
address speed of throughput and environmental issues. Incorporating fruit physiological 
variability over future seasons and growing regions will be essential to further increase 
model robustness and ensure the predictive performance suitable for commercial use.  

Unfortunately, the process of calibration development is a major impediment to the rapid 
adoption of NIRS in industry. The collection and precise analysis of the reference samples 
remains a time-consuming and a potentially costly exercise depending on the type of 
analysis. With this said, NIRS has an obvious place in agriculture and environmental 
applications with its core strength in the analysis of biological materials, plus low cost of 
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analysis, simplicity in sample preparation, no chemical reagent requirements, simultaneous 
analysis of multiple constituents, good repeatability and high throughput capability. 
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1. Introduction 
Infrared spectroscopy is a very powerful tool to determine the chemical nature of 
molecules.  

Differential infrared spectroscopy allows to select only those chemical vibrations involved 
in a light induced reaction. The structure and environment of unstable and short lived 
excited states can be probed by using step scan FTIR time resolved spectroscopy. In this 
chapter we present an application of time resolved FTIR step scan spectroscopy to the 
light harvesting complexes involved in the collection of solar energy in photosynthesis. 
The time resolved data are analysed using a global and target analysis procedure which 
allows identification of the dynamic and the spectral properties of short lived 
intermediates such as triplet states. Triplet state of chlorophyll a (Chl a) can react with 
oxygen and lead to the formation of singlet oxygen. Carotenoids avoid this reaction via 
triplet excitation energy transfer (TEET) and quench the triplet of Chl a. The peridinin 
chlorophyll protein (PCP), an algal light harvesting complex, which binds Per and Chl a is 
a good system to study photoprotection mechanism by infrared spectroscopy. Indeed Per 
and Chl a have both conjugated  carbonyl groups that are efficient probes of the molecular 
state in the infrared. We first investigated by step scan spectroscopy the TEET reaction of 
Per and Chl a in solvent to get their respective spectral signature. Such a study leads to 
the identification of several mechanisms associated with the formation of triplet states in 
solution. Secondly the triplet formation is observed in two different PCP complexes 
leading to the unexpected conclusion that the Per triplet state is delocalised over the Chl 
a. In a third part we reveal that the same process of triplet sharing between Chl and 
carotenoid is also present in higher plants, in sharp contrast with purple bacteria for 
which the triplet is fully localised on the carotenoid. Our finding strongly suggests that in 
higher plants and algae a much stronger interaction between carotenoids and 
chlorophylls is at the basis of photoprotection, and represents an example of molecular 
adaptation in oxygenic photosynthesis.  
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2. Differential FTIR spectroscopy and data analysis 
2.1 Time-resolved infrared spectroscopy 

To gain information about the dynamics of the system time-resolved infrared spectroscopy 
has to be used. Characterization of unstable and short-lived reaction intermediates is 
required to understand the photo-chemical reactions of light harvesting systems. To 
investigate the dynamics of such systems time-resolved pump-probe spectroscopy is 
required. Two different time-resolved infrared (trIR) techniques are commonly used namely 
ultrafast midIR and step scan FTIR spectroscopy. 

In these cases the light-induced difference of infrared absorption (ΔOD) of a sample is 
measured as a function of time. Then, the ΔOD signal at a given wavenumber and at a given 
delay time between the pump and the probe, ΔOD(υ,t), is given by:  
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TrIR can provide many molecular details of the reaction mechanism of protein, associated 
with their specific lifetimes, which are complementary to X-ray and NMR structure analysis, 
such as:  

- the electronic, redox, protonation and conformational state of the chromophore. 
- the H-bonding, the protonation, the charge distribution of side chains of protein 

residues.  
- the H-bonding state of the C=O and C-N-H involved in the peptide bond of the protein 

backbone which give informations about secondary structure dynamics and the 
propagation of structural changes.  

- the H-bonding state of water molecules which are as essential as the side chain of the 
residues in achieving protein function in photoreceptors (Garczarek and Gerwert 2006). 

Ultrafast midIR and step scan FTIR spectroscopy are complementary. On the sub-
nanosecond time scale most of the reaction is confined to the chromophore and the 
neighboring amino acid residues in the binding pocket and can be monitored using ultrafast 
IR spectroscopy. Long lived excited states such as triplet state, side chain (de)protonation 
and large scale protein motion involving changes in secondary-tertiary structure of the 
protein generally take place on the nanosecond to millisecond time scale and can be 
monitored using step scan FTIR spectroscopy. In this chapter step scan spectroscopy will be 
described in detail. 

2.2 Step scan-Time resolved FTIR spectroscopy 

Step scan-Time resolved FTIR spectroscopy allows monitoring molecular reaction 
mechanism of proteins at longer time-scales than ultrafast IR spectroscopy. The absorbance 
changes can be monitored with time resolutions down to nanoseconds and followed for 
time periods ranging over nine orders of magnitude. The technique has already been 
successfully applied to the light-driven proton pump bacteriorhodopsin (Kotting and 
Gerwert 2005), the photosynthetic reaction center and the GTPase Ras (Kotting 2005), PYP 
(Brudler, Rammelsberg et al. 2001) and Appa (Majerus, Kottke et al. 2007). In contrast to 
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ultrafast mid-IR which uses a spectrograph containing a grating to disperse the probe beam 
on a 32-element MCT detector, Fourier-Transform Infrared (FTIR) spectroscopy is an 
interferometric method. The FTIR spectrometer consists of an infrared source, an 
interferometer, the sample, and the infrared detector. The interferometer is the heart of the 
spectrometer and consists in its simplest form of a beam splitter, a fixed mirror, and a 
moving mirror scanning back and forth. Therefore, the spectrum is not directly measured 
but its interferogram, i.e. the IR intensity reaching the detector as a function of the mirror 
position. The spectrum is subsequently obtained by Fourier transformation of the 
interferogram. The major advantages of FTIR spectroscopy, as compared to conventional 
dispersive IR spectroscopy, are the so-called multiplexing advantage (Felgett advantage) 
and the high energy flux reaching the detector (Jacquinot advantage), allowing rapid 
spectrum acquisition at a high signal to noise ratio. In the step-scan mode, the 
interferometer moving mirror may be visualized as being held stationary at the 
interferogram mirror position xn. The protein activity is initiated, by a laser flash, and the 
time dependence of the intensity change at this interferogram position xn is measured. Then 
the interferometer “steps” to the next interferogram data position xn+1, and the reaction is 
repeated and measured again. This process is continued at each sampling position of the 
interferogram.  

2.3 Data analysis for time-resolved infrared spectra. Global and target analysis 

TrIR experiments result in a 3-dimensional dataset as the changes in intensity (ΔOD(υ,t)) are 
measured as a function of time and wavelength. A typical dataset results in ~20 000 data 
points. To analyze such large amounts of data a Global analysis procedure is required (van 
Stokkum, Larsen et al. 2004). Global analysis implies a simultaneous analysis of the entire 3-
dimensional dataset which gives a correlation between different wavelength-regions and 
time scales. The total dataset is a superposition of contributions from different species 
(components) having their own time constants (lifetime). Description of such a total dataset 
should be obtained with a minimum amount (i) of time constants (ki) that result in a good 
quality fit. Each component starts with a given concentration (ci) that decays in time and 
possesses its own specific time-independent spectrum (εi). Mathematically, the observed 
signal S at any given time (t) or wavenumber (υ) can be described with: 
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The resulting spectra εi may represent mixture of known physico-chemical species and then 
do not contain directly physically relevant information. In such case decisions have to be 
made about a model that not only describes the raw data, but also generates relevant and 
meaningful spectra. Data previously obtained using different experimental techniques can 
be helpful in such context. The simplest model describing the measured data has to be 
chosen. The simplest model templates are the sequential and parallel models (Figures 1A 
and 1B) where one compartment flows directly into the next compartment with increasing 
lifetimes or to the ground state, respectively. A compartment represents a spectroscopic 
distinct state or physico-chemical species and symbolizes a component of the reaction with  
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Fig. 1. Schematic view of a sequential model (A), a parallel model (B) and a branched 
scheme (C). 

its spectrum (εi) and associated lifetime (ki). Spectra that result from the application of a 
sequential and parallel model are called evolution associated difference spectra (EADS) and 
decay associated difference spectra (DADS), respectively. EADS estimated by a sequential 
model may represent mixtures of coexisting molecular states, since the possibility of 
branched or parallel dynamics are not taken into account. In order to disentangle the 
contributions a more complicated model must be used such as a branched model (Figure 
1C), where one compartment can populate two other compartments. If one data set is 
analyzed with the three described models, then the resulting spectra for each compartment 
are different, except for compartment 1. Using a model different from the sequential or the 
parallel model is called a target analysis and can only be done if the data allows for it 
and/or if additional information is available from other techniques. In this latter case the 
spectra are no longer called DADS or EADS but species associated difference spectra 
(SADS). 

3. Carotenoid and chlorophyll triplet state dynamic 
3.1 Photoprotection mechanisms in Peridinin chlorophyll proteins. The chlorophyll 
triplet quenching by peridinin 

Photosynthesis is the process by which some terrestrial and marine organisms acquire 
energy from sunlight and transform it into chemical energy (organic compounds) (Gest 
2002). Life on earth began roughly ~3.8 billion years ago (Schopf 1992), with some 
cyanobacterial species being the first photosynthetic organisms to appear. Accumulation of 
oxygen in our atmosphere has thus been possible due to the presence of these organisms, 
capable of performing oxygenic photosynthesis. Later the appearance of higher plants led to 
the production of organic compounds which constitute the basic source of energy for most 
living organisms. The photosynthetic process and, therefore the abundance and diversity of 
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life on Earth, ultimately depends on the energy provided by the Sun. Photosynthetic 
organisms use antenna pigment-proteins to harvest light. Absorbed solar energy is 
transferred to the reaction center (RC) where it is converted into an electrochemical 
gradient, which is used to synthesize ATP, powering the cell (van Grondelle, Dekker et al. 
1994). Together with (Bacterio)Chlorophyll ((B)Chl) carotenoids are the main pigments of 
photosynthesis. In addition to their structural involvement in the antenna architecture, 
carotenoids have a dual function namely light harvesting and photoprotection (Frank and 
Cogdell 1996). They harvest light in the blue –green spectral region where (B)Chl absorbs 
weakly thus increasing the absorption cross-section of the light harvesting system where 
sunlight is optimal. Carotenoid excitation is followed by ultrafast energy transfer to (B)Chl 
with a high efficiency (Shreve, Trautman et al. 1991; Ritz, Damjanovic et al. 2000; Walla, 
Linden et al. 2000; Zhang, Fujii et al. 2000; Papagiannakis, Kennis et al. 2002; Holt, Kennis et 
al. 2003; Zigmantas, Hiller et al. 2004). (B)Chl intersystem crossing (ISC) may lead to triplet 
formation, the efficiency of which depends on the singlet excited state lifetime. The long-
lived (ms timescale) (B)Chl triplet reacts with ground state oxygen (which is a triplet state) 
to produce the highly reactive oxygen singlet (1O2) (Krieger-Liszkay 2005). In light 
harvesting complexes (LHC), this process competes with fast (ns timescale) (B)Chl triplet 
excitation energy transfer to the carotenoid thereby (Krieger-Liszkay 2005) avoiding 
formation of 1O2 and ultimately the destruction of the light harvesting apparatus. In 
addition, carotenoids are also able to scavenge singlet oxygen. 

Singlet oxygen can be formed by the quenching of chlorophyll triplet states:  

3Chl-a* + 3O2  Chl-a + 1O2*  (singlet oxygen formation) 

To prevent this reaction, carotenoids with their low-lying triplet states quench long-lived 
chlorophyll triplets (Nagae, Kakitani et al. 1993; Frank and Cogdell 1996; Krueger, Scholes et 
al. 1998; Krueger, Scholes et al. 1998; Damjanovic, Ritz et al. 1999; Damjanovic, Ritz et al. 
2000) and scavenge singlet oxygen (Cogdell, Howard et al. 2000): 

3Chl-a* + Car  Chl-a + 3Car*  (chlorophyll triplet quenching) 

1O2* + Car  3O2 + 3Car   (singlet oxygen scavenging) 

In PCP, the triplet states of Chl-a are formed via intersystem crossing (ISC) from Chl-a 
singlet states. The latter are formed after direct Chl-a excitation or after excitation energy 
transfer (EET) which follows direct excitation of Per (Bautista, Hiller et al. 1999; Krueger, 
Lampoura et al. 2001; Zigmantas, Hiller et al. 2002). The Per triplet states are populated by 
triplet excitation energy transfer (TEET), which is governed by an electron-exchange 
interaction (Dexter mechanism) (Dexter 1953; Cogdell and Frank 1987). The PCP visible T-S 
spectra (Carbonera, Giacometti et al. 1996; Kleima, Wendling et al. 2000) exhibit a Qy Chl-a 
differential signal assigned to Chl-a-carotenoid interaction and is similar to carotenoid T-S 
spectra found in bacterial and higher plant antennae (Van der Vos, Carbonera et al. 1991; 
Angerhofer, Bornhauser et al. 1995; Peterman, Dukker et al. 1995). This interaction signal 
shows concerted dynamics with the carotenoid triplet (Peterman, Dukker et al. 1995; 
Kleima, Wendling et al. 2000) and has been discussed in terms of a Stark effect, but its exact 
nature remains unclear. It is then of interest to investigate such triplet dynamic using 
microsecond time-resolved FTIR spectroscopy to measure triplet formation in PCP by 
monitoring excitation-induced variations in the vibrational modes of the chromophores. For 
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infrared spectroscopy a good model to study this photoprotection mechanism is the water 
soluble LHC from the dinoflagellate Amphidinium carterae, A-PCP. Indeed it binds only one 
type of carotenoid and chlorophyll, Per and Chl a, respectively. In addition, Per and Chl-a 
possess conjugated carbonyl groups which are sensitive to the protein environment and the 
electronic state of the pigment. In other words, the carbonyl modes are the molecular probes 
for the pigments: the 9-keto mode of the Chl-a and the carbonyl group of the lactone ring of 
Per. The keto modes are generally expected at lower energies (≤ 1700 cm-1) compared to 
lactone modes (> 1700 cm-1) which makes them easily distinguishable. 

The 2.0 Å crystal structure of A-PCP reveals a trimeric arrangement. The protein is mainly 
composed of α-helices structure and surrounds a hydrophobic cavity in which besides the 
pigments also two lipids are bound. The A-PCP monomer contains 2 Chlorophyll-a and 8 
Peridinins. The molecular structures of Chlorophyll-a (Chl-a) and peridinin (Per) are shown 
Figure 2A and 2B. In each half of the PCP monomer one Chl-a is closely surrounded by 4 Per 
(Figure 2C) (Hofmann, Wrench et al. 1996; Hofmann 1999) leading to high efficiency for 
both light harvesting and photoprotection (Kleima 2000; Alexandre, Luhrs et al. 2007). The 
N- and C-terminal halves of the polypeptide to which the two clusters of pigments are 
bound form almost identical domains related by a pseudo two-fold symmetry axis. PCP 
most likely functions as a LHC that transfers its energy mainly to the PSII RC complex 
(Knoetzel and Rensing 1990; Mimuro, Tamai et al. 1990). Since the latter complex is located 
in the photosynthetic membrane, transfer has to occur from a water-soluble complex to a 
membrane bound complex. As no specific binding site has been identified so far, PCP could 
in principle either transfer its energy directly to the PSII RC or indirectly via the membrane 
bound Chl-a/c complex, which is an analog of LHCII of green plants. Per has a unique  
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Fig. 2. Molecular structure of Chl-a (A) and Per (B). Pigments organization, one Chl-a (black) 
surrounded by 4 Per (grey) (C).  
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molecular structure constituted of an allene moiety and a lactone ring in conjugation with 
the π-electron system of the carotenoid backbone, an epoxy group with a secondary alcohol 
group on one beta-ring and an ester group located on the opposite beta-ring with a tertiary 
alcohol group (Figure 2B). The structural differences between Per and other carotenoids are 
most likely related to its specific function in PCP. In contrast to most photosynthetic LHCs, 
the carotenoid (Per), and not Chl-a, is the main light-absorbing pigment in PCP. Per’s 
unusual structure and especially its conjugated lactone carbonyl confers a high plasticity of 
absorptivity and reactivity to this carotenoid, for instance by mixing CT states with the 
lower excited states (Bautista, Connors et al. 1999; Zigmantas, Hiller et al. 2002; Vaswani, 
Hsu et al. 2003; Ilagan, Shima et al. 2004; Zigmantas, Hiller et al. 2004; Premvardhan, 
Papagiannakis et al. 2005).  

A different dinoflagellate species Heterocapsa pygmaea uses a LHC closely related to A-PCP, 
H-PCP. H-PCP has the same pigment stoichiometry as A-PCP but its peptide unit is about 
half the size of that of A-PCP and contains only half the number of pigments (Song, Koka et 
al. 1976; Norris and Miller 1994; Hiller, Crossley et al. 2001). The overall identity of the H-
PCP monomer with that of the N and C terminal domains of A-PCP is about 70% (Hiller, 
Crossley et al. 2001). 3-D Modeling of the H-PCP sequence on the high-resolution x-ray 
structure of A-PCP has shown only major differences in the trimer interface (Hiller, Crossley 
et al. 2001). In nature, H-PCP is found as a dimer. Thus, the A-PCP monomer can be 
considered as the covalent equivalent of the H-PCP dimer and the pigment conformation in 
both systems should be very similar. This view is supported by the high similarity of the 
spectroscopic properties (Abs, CD, T-S spectra) of the two complexes (Carbonera, 
Giacometti et al. 1996). 

3.2 Peridinin and chlorophyll triplet state in solvent 

It is important to firmly establish our spectral assignment of Per and Chl-a modes in the 3Per 
and 3Chl-a states using an artificial system where Per and Chl-a are not strongly coupled. To 
this end, we performed step-scan time resolved FTIR measurements on Per mixed with Chl-
a in organic solvent to observe TEET on the µs timescale and extract their individual spectra 
using global and target analysis. The two chromophores were mixed in THF with a 
stoichiometric ratio Per: Chl-a of 1:8 with a Chl-a OD (670 nm) of about 100 cm-1. Time-
resolved FTIR data has been obtained by direct excitation of Chl-a at 625 nm and the 
ensuing spectral evolution was analyzed using global and target analysis. Global analysis in 
terms of a sequential kinetic scheme shows that three components are required to fit the 
data. In order to determine the origin of the third component, we used target analysis. The 
best fit was obtained with a three level scheme, in which the first component decays in 3.5 
µs in parallel to the second and the third component, which decay to the ground state in 7 µs 
and 3 ms, respectively. The kinetic model is displayed in Fig.3. The first component decays 
into the second and third components with an estimated yield of 60% and 12% respectively. 
About 28% of the first component amplitude is lost via triplet-triplet annihilation and decays 
to the ground state. Experiments with Chl-a only in THF confirmed that the first component 
decays into a component having similar lifetime and spectral features as compared to the 
third component observed in the mixed Chl-a/Per sample. We note that Per is unable to 
quench the third component which suggests that it can be assigned to a radical state of Chl-a. 
The three SADS that result from the target analysis of the mixed Chl-a/Per data are shown  
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Fig. 2. Molecular structure of Chl-a (A) and Per (B). Pigments organization, one Chl-a (black) 
surrounded by 4 Per (grey) (C).  
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group on one beta-ring and an ester group located on the opposite beta-ring with a tertiary 
alcohol group (Figure 2B). The structural differences between Per and other carotenoids are 
most likely related to its specific function in PCP. In contrast to most photosynthetic LHCs, 
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half the size of that of A-PCP and contains only half the number of pigments (Song, Koka et 
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PCP monomer with that of the N and C terminal domains of A-PCP is about 70% (Hiller, 
Crossley et al. 2001). 3-D Modeling of the H-PCP sequence on the high-resolution x-ray 
structure of A-PCP has shown only major differences in the trimer interface (Hiller, Crossley 
et al. 2001). In nature, H-PCP is found as a dimer. Thus, the A-PCP monomer can be 
considered as the covalent equivalent of the H-PCP dimer and the pigment conformation in 
both systems should be very similar. This view is supported by the high similarity of the 
spectroscopic properties (Abs, CD, T-S spectra) of the two complexes (Carbonera, 
Giacometti et al. 1996). 

3.2 Peridinin and chlorophyll triplet state in solvent 

It is important to firmly establish our spectral assignment of Per and Chl-a modes in the 3Per 
and 3Chl-a states using an artificial system where Per and Chl-a are not strongly coupled. To 
this end, we performed step-scan time resolved FTIR measurements on Per mixed with Chl-
a in organic solvent to observe TEET on the µs timescale and extract their individual spectra 
using global and target analysis. The two chromophores were mixed in THF with a 
stoichiometric ratio Per: Chl-a of 1:8 with a Chl-a OD (670 nm) of about 100 cm-1. Time-
resolved FTIR data has been obtained by direct excitation of Chl-a at 625 nm and the 
ensuing spectral evolution was analyzed using global and target analysis. Global analysis in 
terms of a sequential kinetic scheme shows that three components are required to fit the 
data. In order to determine the origin of the third component, we used target analysis. The 
best fit was obtained with a three level scheme, in which the first component decays in 3.5 
µs in parallel to the second and the third component, which decay to the ground state in 7 µs 
and 3 ms, respectively. The kinetic model is displayed in Fig.3. The first component decays 
into the second and third components with an estimated yield of 60% and 12% respectively. 
About 28% of the first component amplitude is lost via triplet-triplet annihilation and decays 
to the ground state. Experiments with Chl-a only in THF confirmed that the first component 
decays into a component having similar lifetime and spectral features as compared to the 
third component observed in the mixed Chl-a/Per sample. We note that Per is unable to 
quench the third component which suggests that it can be assigned to a radical state of Chl-a. 
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(a) Triplet-triplet annihilation proceeds with a yield of 28% (3[Chl-a]* + 3[Chl-a]* = 1[Chl-a]* + 1[Chl-a]). 
(b) Triplet excitation energy transfer from Chl-a to Per takes place in 3.5 µs with a yield of 60%. (c) Chl-a 
radical formation have a yield of 12%.  

Fig. 3. Target analysis kinetic model applied to the time-resolved data of Per mixed with 
Chl-a in THF (excitation at 625 nm).  

in Figure 4. The first component (SADS1), shown in black in Fig. 4, is assigned to 3Chl-a and 
has a lifetime of 3.5 µs. Its short lifetime indicates that the 3Chl-a is strongly quenched in the 
presence of Per. This SADS matches the FTIR triplet minus singlet (T-S) spectrum of Chl-a in 
THF at 90K (Breton, Nabedryk et al. 1999). Bands at 1747(-)/1733(+) and 1698(-)/1671(+) cm-1 
are assigned to the Chl-a 10a-ester and 9-keto carbonyl, respectively. The 9-keto carbonyl 
stretch of Chl-a in THF at 1698 cm-1 is non H-bonded and in a moderately polar 
environment. 

In SADS1 (Fig. 4), the band at 1599 (-) cm-1 is typical of a 6-coordinated Chl-a Mg-atom 
(Fujiwara 1986; Fujiwara and Tasumi 1986; Groot 2004). If Chl-a is monomeric, then Chl-a 
will be 6-coordinated with two THF molecules ligated to the central Mg atom forming the 
complex [Chl-a]-[THF]2. However the presence of a dip in the ESA at 1657 cm-1, which is not 
present in the FTIR T-S spectra in ref.(Breton, Nabedryk et al. 1999), may indicate that the 
observed triplet state actually resides on aggregated Chl-a. Chl-a at high concentration in an 
apolar solvent, in the absence of water, is known to aggregate with a typical IR band near 
1657 cm-1 for Chl-a dimers (Katz, Ballschmiter et al. 1968). The aggregation most likely 
follows from the high concentration used for the FTIR experiments of about 1 mM (OD at 
670 nm of about 100 cm-1) in THF. Assuming that Chl-a is dimeric in our sample, the 1657 
cm-1 band most likely indicates a second Chl-a (Chl-a2) with its 9-keto bound to the Mg atom 
of the first Chl-a (Chl-a1) (Katz, Ballschmiter et al. 1968; Fujiwara 1986). As SADS1 is 
dominated by modes of Chl-a1, this suggest that the triplet state is mainly localized on this 
Chl-a for which the ester and keto are free of (H-) bonding.  

The second SADS rises in 3.5 µs and decays in 7 µs. It is assigned to 3Per (dash-dot gray 
SADS in Fig. 3) according to its characteristic decay time. 3Per is formed via TEET from 3Chl-
a, note that this component is not observed in Chl-a only samples in THF. The 3Per SADS is 
dominated by a band-shift at 1761(-)/1733(+) cm-1, assigned to the C=O lactone stretch of 
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Per. Thus, C=O lactone conformers in THF, which is moderately polar and aprotic, are 
relatively homogenous and non H-bonded with a main frequency at 1761 cm-1.  

In SADS2, the small amplitude bandshift observed around 1697(-)/1666(+) cm-1 arises from 
a contribution by SADS1 (i.e. 3Chl-a) that the target analysis fails to fully remove due to our 
limited time resolution, S/N ratio and baseline fluctuations. A Chl-a – Per sample at a 1:1 
stoichiometric ratio (OD670 = 150 cm-1) exhibits a shorter 3Chl-a lifetime of about 1 µs. Target 
analysis resulted in a 3Per SADS (SADS-Per) almost free of 3Chl-a contributions. By 
comparing this latter SADS-Per with SADS2 (Figure 4, light gray line) we can confirm that in 
SADS2 (Figure 4) the small amplitude bandshift observed around 1697(-)/1666(+) cm-1 
follows from a spurious contribution from SADS1 (3Chl-a).  
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Fig. 4. SADS resulting from target analysis applied to data obtained upon direct Chl-a 
excitation at 625 nm of Per and Chl-a mixed in THF with a stoichiometric ratio Per: Chl-a of 
1:8 with a Chl-a OD at 670 nm of about 100 cm-1. The black spectrum is assigned to 3[Chl-a]*, 
it decays in 3.5 µs into the dash-dot gray and light gray SADS. The dash-dot gray SADS is 
assigned to 3[Per]* and decays to the ground state in 7 µs. The light gray SADS contains 
signature of Chl-a cation and THF radical anion; it decays in 3 ms. The gray spectrum (SADS-
Per) is obtained upon direct Chl-a excitation at 625 nm of Per and Chl-a mixed in THF with a 
stoichiometric ratio Per: Chl-a of 1:1 with a Chl-a OD at 670 nm of about 150 cm-1.  

The third SADS has an overall low amplitude. It is assigned to the Chl-a+/THF- radical pair 
which is formed with a relatively low yield from the 3Chl-a and decays with an estimated 
lifetime of 3 ms. In the carbonyl region, the third SADS exhibits up-shifted ester and keto 
C=O stretch frequencies at 1738(-)/1751(+) and 1692(-)/1712(+), 1657(-)/1680(+) cm-1, 
characteristic for radical cation formation (Breton, Nabedryk et al. 1999). The presence of 
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(a) Triplet-triplet annihilation proceeds with a yield of 28% (3[Chl-a]* + 3[Chl-a]* = 1[Chl-a]* + 1[Chl-a]). 
(b) Triplet excitation energy transfer from Chl-a to Per takes place in 3.5 µs with a yield of 60%. (c) Chl-a 
radical formation have a yield of 12%.  

Fig. 3. Target analysis kinetic model applied to the time-resolved data of Per mixed with 
Chl-a in THF (excitation at 625 nm).  

in Figure 4. The first component (SADS1), shown in black in Fig. 4, is assigned to 3Chl-a and 
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environment. 

In SADS1 (Fig. 4), the band at 1599 (-) cm-1 is typical of a 6-coordinated Chl-a Mg-atom 
(Fujiwara 1986; Fujiwara and Tasumi 1986; Groot 2004). If Chl-a is monomeric, then Chl-a 
will be 6-coordinated with two THF molecules ligated to the central Mg atom forming the 
complex [Chl-a]-[THF]2. However the presence of a dip in the ESA at 1657 cm-1, which is not 
present in the FTIR T-S spectra in ref.(Breton, Nabedryk et al. 1999), may indicate that the 
observed triplet state actually resides on aggregated Chl-a. Chl-a at high concentration in an 
apolar solvent, in the absence of water, is known to aggregate with a typical IR band near 
1657 cm-1 for Chl-a dimers (Katz, Ballschmiter et al. 1968). The aggregation most likely 
follows from the high concentration used for the FTIR experiments of about 1 mM (OD at 
670 nm of about 100 cm-1) in THF. Assuming that Chl-a is dimeric in our sample, the 1657 
cm-1 band most likely indicates a second Chl-a (Chl-a2) with its 9-keto bound to the Mg atom 
of the first Chl-a (Chl-a1) (Katz, Ballschmiter et al. 1968; Fujiwara 1986). As SADS1 is 
dominated by modes of Chl-a1, this suggest that the triplet state is mainly localized on this 
Chl-a for which the ester and keto are free of (H-) bonding.  

The second SADS rises in 3.5 µs and decays in 7 µs. It is assigned to 3Per (dash-dot gray 
SADS in Fig. 3) according to its characteristic decay time. 3Per is formed via TEET from 3Chl-
a, note that this component is not observed in Chl-a only samples in THF. The 3Per SADS is 
dominated by a band-shift at 1761(-)/1733(+) cm-1, assigned to the C=O lactone stretch of 

Time-Resolved FTIR Difference Spectroscopy Reveals the Structure and Dynamics  
of Carotenoid and Chlorophyll Triplets in Photosynthetic Light-Harvesting Complexes 

 

239 
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Fig. 4. SADS resulting from target analysis applied to data obtained upon direct Chl-a 
excitation at 625 nm of Per and Chl-a mixed in THF with a stoichiometric ratio Per: Chl-a of 
1:8 with a Chl-a OD at 670 nm of about 100 cm-1. The black spectrum is assigned to 3[Chl-a]*, 
it decays in 3.5 µs into the dash-dot gray and light gray SADS. The dash-dot gray SADS is 
assigned to 3[Per]* and decays to the ground state in 7 µs. The light gray SADS contains 
signature of Chl-a cation and THF radical anion; it decays in 3 ms. The gray spectrum (SADS-
Per) is obtained upon direct Chl-a excitation at 625 nm of Per and Chl-a mixed in THF with a 
stoichiometric ratio Per: Chl-a of 1:1 with a Chl-a OD at 670 nm of about 150 cm-1.  

The third SADS has an overall low amplitude. It is assigned to the Chl-a+/THF- radical pair 
which is formed with a relatively low yield from the 3Chl-a and decays with an estimated 
lifetime of 3 ms. In the carbonyl region, the third SADS exhibits up-shifted ester and keto 
C=O stretch frequencies at 1738(-)/1751(+) and 1692(-)/1712(+), 1657(-)/1680(+) cm-1, 
characteristic for radical cation formation (Breton, Nabedryk et al. 1999). The presence of 
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two different 9-keto stretches confirms our earlier hypothesis that a Chl-a dimer (Chl-
a1/Chl-a2) is present under these conditions. In contrast to the triplet state, which seemed to 
be mainly localized on Chl-a1 (SADS1), the radical appears to be delocalized over the two 
Chl-a molecules of the dimer, as its infrared signature is in fact similar to P700+ in the 
Photosystem I RC (Breton, Nabedryk et al. 1999). Below 1500 cm-1 new bands have appeared 
in SADS3. A strong negative band with a double peak character is observed centered at 1450 
and 1461 cm-1 in addition to bands at 1367, 1336 and 1306 cm-1. These bands are typical for 
THF (data not shown) and up-shifted after Chl-a excitation to 1630-1515, 1382, 1354 and 1321 
cm-1, respectively. Such up-shifts indicate radical formation of THF, probably the radical 
anionic ([THF]●-) state, forming the [Chl-a]●+/[THF]●- radical pair. 

3.3 A PCP triplet state dynamic 

In this section we use microsecond time-resolved FTIR spectroscopy to measure triplet 
formation in PCP by monitoring excitation-induced variations in the vibrational modes of 
the PCP chromophores. In the following paragraphs, we present the estimated lifetimes, the 
decay associated difference spectra (DADS) and the vibrational mode assignment of three 
sets of time-resolved IR data resulting from excitation of Chl-a at 670 nm (Qy), and Per at 480 
nm (maximum of Per absorption) and 530 nm (red edge of Per absorption, Fig.5). Excitation 
at 550 nm gave essentially the same result as 530 nm (data not shown).  

 
Fig. 5. Differential absorbance signals of PCP obtained by step-scan Fourier-transform 
infrared spectroscopy. Raw data with 5 µs time resolution for 530 nm excitation; intensity 2 
mJ/cm2. 

Time-resolved mid-IR spectra were collected (Fig. 6A) and globally analyzed at frequencies 
between 1100 and 1800 cm-1, and the resulting decay associated difference spectra (DADS) 
are shown in Fig. 6B. To describe the time resolved data, we used a parallel model, which 
required three components: two fast lifetimes, of the order of tens of microseconds and a 
longer one that we do not consider further We find the triplet state dynamics of PCP at RT 
to be described by lifetimes of 13 and 42 µs which are typical of carotenoid triplets. Previous  
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Fig. 6. (A) Time slices of raw data at different excitations. (B) DADS of PCP obtained using a 
parallel model after different excitations. DADS1 (dotted line) and DADS2 (black line) are 
associated with a 13 and 42 µs lifetime, respectively. 

experiments on PCP in the visible spectral region reported one Per triplet lifetime of 10 µs at 
RT (Bautista, Hiller et al. 1999; Kleima, Wendling et al. 2000) and two lifetimes of 13 and 40 
µs at 77 K (Kleima, Wendling et al. 2000) and 13 and 58 µs up to 200 K (Carbonera, 
Giacometti et al. 1999), respectively. In Fig. 6 the positive DADS signals originate from 
excited state absorption (ESA) of the triplet states, and negative DADS signals from the 
bleach of the ground state.  

3.3.1 Spectral analysis 

In our spectral analysis, we distinguish four regions of interest: The carbonyl region (1800-
1630 cm-1); the C=C stretch region, characteristic of the polyene backbone of carotenoids and 
chlorophylls giving rise to bands between 1610 and 1525 cm-1; the CH-deformations and 
possible lactone-ring modes in the region of 1450-1380 cm-1 and the fingerprint region below 
1380 cm-1 with e.g. CH-out-of-plane, C-C and C-O stretches and their combinations.  

As we can see in Fig. 6B, the two DADS show many spectral similarities. The weak bands at 
1623,1633 cm-1 (bleach) and strong bands at around 1555/1530 cm-1 (bleach/ESA) are Per 
C=C stretching modes. Typically, carotenoid C=C stretching modes are around 1520 cm-1 – 
e.g. spheroidene, ß-carotene (Noguchi, Hayashi et al. 1990; Hashimoto, Koyama et al. 1991) – 
and down-shifted by 20 cm-1 to around 1500 cm-1 in the T1 state (Hashimoto, Koyama et al. 
1991). In Per we observe slightly higher frequencies, indicating a decrease in bond-order, as 
observed normally for peripheral C=C stretches (Nagae, Kuki et al. 2000). Moreover, the 
broad band extending from ~1480 cm-1 to lower frequencies (bleach) due to CH-deformation 
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two different 9-keto stretches confirms our earlier hypothesis that a Chl-a dimer (Chl-
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possible lactone-ring modes in the region of 1450-1380 cm-1 and the fingerprint region below 
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C=C stretching modes. Typically, carotenoid C=C stretching modes are around 1520 cm-1 – 
e.g. spheroidene, ß-carotene (Noguchi, Hayashi et al. 1990; Hashimoto, Koyama et al. 1991) – 
and down-shifted by 20 cm-1 to around 1500 cm-1 in the T1 state (Hashimoto, Koyama et al. 
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observed normally for peripheral C=C stretches (Nagae, Kuki et al. 2000). Moreover, the 
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modes is characteristic of carotenoids (Bernhard and Grosjean 1995). The reported modes of 
Chl-a in PCP (Kleima, Wendling et al. 2000) at 1610, 1553 and 1526 cm-1 might also 
contribute to these bands to a minor extent. Additional recognizable modes are at ~1450 cm-

1 the methylene C-H deformation and the methyl asymmetric bending modes, as well as the 
symmetric methyl bending mode of the Per backbone peaks at 1408/1380 cm-1 (bleach/ESA) 
(Bernhard and Grosjean 1995). 

Carbonyl region – molecular probes 

The carbonyl region contains contributions from Per and Chl-a since both have carbonyl 
groups in conjugation with their electronic system. These carbonyl modes are very sensitive 
to electronic changes and can be used as molecular probes for the individual chromophores. 
The carbonyl modes that can be expected in this region are the lactone mode of Per, and the 
10a-ester and 9-keto modes of Chl-a (Fig. 7).  

After global analysis, the DADS in the carbonyl region show five major frequencies in the 
ground state bleach (best resolved with 530 nm excitation): 1745 cm-1 (DADS1), 1741, 1720 
cm-1 (DADS2), 1699 and 1686 cm-1 (both DADS) as seen Figure 7.  
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Fig. 7. Comparison of the carbonyl modes of the PCP DADS at 670, 530 and 480 nm 
excitations. 

Carbonyl modes of Chl-a 

The bands at ~1699, 1686 cm-1 (bleach), shown in Fig. 6 and 7, match the 1697 and 1681 cm-1 
ones reported from fluorescence line narrowing (FLN) spectra at 4 K (Kleima, Wendling et 
al. 2000). The ESA of the two bands has shifted down to 1670 and 1657 cm-1, respectively. 
Such a down-shift is typical for the 9-keto vibration of Chl-a in T-S FTIR spectra and can be 
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perfectly overlapped with the T-S FTIR spectrum of Chl-a in THF (Breton, Nabedryk et al. 
1999). Chl-a triplets are known to exhibit a down-shift in the ESA, while Chl-a cations are 
up-shifted (Breton, Nabedryk et al. 1999; Breton 2001; Noguchi 2002). A hypothetical charge 
transfer state leading to Per (+)/Chl-a(-),would be expected to downshift the 9-keto 
vibration of Chl-a anion by about 55 to 92 cm-1 as observed for BPheo/BPheo- in THF 
(Mantele, Wollenweber et al. 1988), Pheo/Pheo- in PSII (Okubo and Noguchi) and BChl-
a/BChl-a- (Hartwich, Geskes et al. 1995). In our data the 9-keto vibration of Chl-a down 
shifts by 30 cm-1 and strongly suggests that only Chl-a triplets exist on typical triplet 
carotenoid lifetimes and we can exclude the presence of Chl-a cations and anions. From the 
9-keto-mode-amplitudes at 1699, 1686 cm-1, we conclude that both Chl-a molecules of the 
quasi-symmetric PCP monomer are involved in the triplet state dynamics at RT, however, to 
a different extent depending on the excitation wavelength. The 9-keto mode is the strongest 
mode in T-S Chl-a FTIR difference spectra, about three times more intense than the 10a-ester 
mode (Breton, Nabedryk et al. 1999; Breton 2001), so we assign the other strong carbonyl 
modes to the lactone vibration of Per. 

Carbonyl modes of Per 

The remaining three ground state bleach modes – again best resolved after 530 nm 
excitation– at 1745 cm-1 (DADS1), 1741 (DADS2) and 1720 cm-1 (DADS2) represent the 
lactone carbonyl modes of three distinguishable Per conformers; however the 1741 cm-1 
(DADS2) conformer is absent under 670 nm excitation. (Fig. 7) The Per ester group, which 
could be a possible candidate for these frequencies is located at one of the cyclo-hexane end-
groups, and isolated from the conjugated backbone. For this reason, we do not expect 
contributions of the ester group after electronic excitation. The carbonyl-stretch of a five-
membered lactone has a typical frequency of 1765±5 cm-1 (Kristallovich, Shamyanov et al. 
1987), which can downshift by 20 cm-1 in conjugation with a π-system, as in Per, and even 
further in a polar environment or with hydrogen bonding of the carbonyl to the protein 
pocket. Moreover, the 25 cm-1 down-shift of the ESA corresponding to the 1745/1720 cm-1 
bands would be large compared to 5 cm-1 for ester groups (as reported e.g. for chlorophyll) 
(Breton 2001). The observed ground state bleach modes are in agreement with Per resonant 
(530 nm) Raman data for PCP (unpublished data, Papagiannakis, E. and Robert B.) which 
display only two broad bands at 1745 and 1720 cm-1 in the carbonyl region. In addition, the 
resonant Raman spectrum of Per in methanol shows only one broad carbonyl frequency 
peaking around 1740 cm-1. 

The spectral assignments leads to the conclusions that: 

- several conformers are involved in the triplet decay dynamics with bands at 1745, 1741, 
1725 cm-1 and bands at 1695 and 1681 cm-1 assigned to various Pers and Chl-a 
conformers, respectively, experiencing different protein environment.  

- Differential signals of Per and Chl-a are characteristic for their respective triplet states, 
which disappear with typical carotenoid triplet decay time constants. This implies that 
in PCP, while the triplet is on the Per, the triplet wavefunction is delocalised over the 
Chl-a, and both triplet signals decay with typical carotenoid tripet lifetimes.  

- In addition, both Per and Chl-a infrared differential signals show an excitation 
wavelength dependence. The low frequency keto carbonyl Chl-a is more populated and 
the 1741 cm-1 Per conformer appears in DADS2 upon direct red Per excitation (530 
and/or 550 nm) in comparison to direct Chl-a excitation (670 nm). The 1720 cm-1 
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modes is characteristic of carotenoids (Bernhard and Grosjean 1995). The reported modes of 
Chl-a in PCP (Kleima, Wendling et al. 2000) at 1610, 1553 and 1526 cm-1 might also 
contribute to these bands to a minor extent. Additional recognizable modes are at ~1450 cm-

1 the methylene C-H deformation and the methyl asymmetric bending modes, as well as the 
symmetric methyl bending mode of the Per backbone peaks at 1408/1380 cm-1 (bleach/ESA) 
(Bernhard and Grosjean 1995). 
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The carbonyl region contains contributions from Per and Chl-a since both have carbonyl 
groups in conjugation with their electronic system. These carbonyl modes are very sensitive 
to electronic changes and can be used as molecular probes for the individual chromophores. 
The carbonyl modes that can be expected in this region are the lactone mode of Per, and the 
10a-ester and 9-keto modes of Chl-a (Fig. 7).  

After global analysis, the DADS in the carbonyl region show five major frequencies in the 
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Fig. 7. Comparison of the carbonyl modes of the PCP DADS at 670, 530 and 480 nm 
excitations. 
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perfectly overlapped with the T-S FTIR spectrum of Chl-a in THF (Breton, Nabedryk et al. 
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9-keto-mode-amplitudes at 1699, 1686 cm-1, we conclude that both Chl-a molecules of the 
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a different extent depending on the excitation wavelength. The 9-keto mode is the strongest 
mode in T-S Chl-a FTIR difference spectra, about three times more intense than the 10a-ester 
mode (Breton, Nabedryk et al. 1999; Breton 2001), so we assign the other strong carbonyl 
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could be a possible candidate for these frequencies is located at one of the cyclo-hexane end-
groups, and isolated from the conjugated backbone. For this reason, we do not expect 
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display only two broad bands at 1745 and 1720 cm-1 in the carbonyl region. In addition, the 
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peaking around 1740 cm-1. 

The spectral assignments leads to the conclusions that: 

- several conformers are involved in the triplet decay dynamics with bands at 1745, 1741, 
1725 cm-1 and bands at 1695 and 1681 cm-1 assigned to various Pers and Chl-a 
conformers, respectively, experiencing different protein environment.  

- Differential signals of Per and Chl-a are characteristic for their respective triplet states, 
which disappear with typical carotenoid triplet decay time constants. This implies that 
in PCP, while the triplet is on the Per, the triplet wavefunction is delocalised over the 
Chl-a, and both triplet signals decay with typical carotenoid tripet lifetimes.  
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dynamics shows a strong wavelength dependence suggesting increased population of 
this Per conformer upon direct Per excitation. These spectral changes are accompanied 
by an overall increase of signal amplitude observed from 670 to 480 and to 530 nm. This 
wavelength dependence indicates that Per triplet formation proceeds via different 
pathways. 

3.4 Triplet quenching in HPCP 

It is of interest to investigate whether the same “triplet sharing” occurs in H-PCP as 
observed in A-PCP. In A-PCP, we previously observed the coexistence of Per and Chl-a 
carbonyl modes during the Per triplet lifetimes of 13 and 42 µs (Alexandre, Luhrs et al. 
2007), which led us to conclude that in this triplet state, 3Chl-a and 3Per are mixed. Here, we 
investigated the H-PCP complex by step scan time-resolved FTIR spectroscopy to assess the 
nature of its triplet state. Upon excitation of peridinin at 530 nm, the H-PCP triplet decay is 
satisfactorily fitted with a single time constant of 10 µs. Excitation of H-PCP at 670 nm gave 
essentially the same result (data not shown). Figure 8 shows the DADS with a 10 µs lifetime 
in H-PCP (black line), plotted along with the 13 µs DADS observed in A-PCP (gray line), 
reproduced from ref. (Alexandre, Luhrs et al. 2007). Note that in A-PCP, also a 42 µs decay 
component with a distinctly different infrared signature was observed in the step-scan FTIR 
experiment (Alexandre, Luhrs et al. 2007). The H-PCP triplet state is spectrally very similar 
to the triplet state of A-PCP that decays in 13 µs. In both complexes, specific Per C=O lactone 
conformers are involved in the triplet state, of which the 1745(-)/~1720(+) cm-1 is the 
principal signature. In H-PCP, the bands at 1745(-)/1724(+) are assigned to the Per C=O 
lactone, while the 1700(-)/1667(+) cm-1 shift is attributed to the Chl-a C=O 9-keto (Breton, 
Nabedryk et al. 1999), showing that in the H-PCP triplet IR spectrum, explicit 3Chl-a modes 
are present. This result indicates that some Chl-a/Per specific conformations and 
interactions are conserved in both A-PCP and H-PCP to achieve the efficient photo-
protective TEET. This is consistent with the similar T-S ODMR spectra obtained for both 
complexes (Carbonera, Giacometti et al. 1996). Thus we conclude that both in A-PCP and in 
H-PCP the triplet state is shared by Per and Chl-a in a similar fashion.  

In the 10 µs DADS of H-PCP (Figure 8), at least two C=O lactone conformers (1745 and 1710 
cm-1 in a relative stoichiometry of about 80 and 20%) can be identified for H-PCP, 
independent of the excitation wavelength. For A-PCP one or two conformers at 1745 and 
1745-1725 cm-1 depending on the excitation wavelength have been observed, i.e. 670 and 
480-530 nm for the 13 µs component (Alexandre, Luhrs et al. 2007). In the two components 
of A-PCP, three Per conformers have been identified with lactone carbonyl vibrations at 
1745, 1741 and 1725 cm-1. This is consistent with the observation that the Per bound to the 
protein in H-PCP and A-PCP adopts multiple conformations (Hofmann, Wrench et al. 1996). 
Excitation of A-PCP yielded two triplet decay components of 13 and 42 µs (Alexandre, 
Luhrs et al. 2007). The differences between A-PCP and H-PCP may be related to the 
different protein structure, i.e., H-PCP is a 15.5 kDa homo-dimer and A-PCP is a 32 kDa 
trimer. The 32 kDa unit of A-PCP is asymmetric, composed of two different N-terminal and 
C-terminal units that share 56% of identity (Hofmann, Wrench et al. 1996). In contrast, H-
PCP is a symmetric homo-dimer. The asymmetry within the A-PCP monomer is responsible 
for the Chl-a singlet equilibration on a ps timescale (Kleima, Hofmann et al. 2000; Salverda 
2003). Possibly, the asymmetry in A-PCP leads to the observed triplet populations with 
different lifetimes.  
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Fig. 8. Decay-Associated Difference Spectra (DADS) that result from a global analysis of 
step-scan FTIR data of H-PCP and A-PCP. The black line represents the 10 µs component in 
H-PCP. The gray line represents the 13 µs DADS in A-PCP. 

The second component in A-PCP has been observed below 200 K by Carbonera et al. 
(Carbonera, Giacometti et al. 1999) and at 77K by Kleima et al., while only a 10 µs component 
was present at room temperature in the latter work (Kleima, Wendling et al. 2000). We 
reproduced Kleima’s result at room temperature under aerobic and anaerobic conditions, by 
measuring the triplet decay in the visible using a diluted A-PCP solution. We found only the 
10 µs component under aerobic and anaerobic conditions, which excludes an effect related 
to oxygen (data not shown). Thus, it seems that the appearance of the ~40 µs component is 
likely related to a protein conformational change induced by cooling and/or high 
concentrations used for FTIR, rather than a temperature effect on the equilibration among 
the triplet sublevels (Carbonera, Giacometti et al. 1999).  

We previously proposed that the Per conformers involved in the photoprotective 
mechanism were likely Per 612/622 and Per 614/624. In a recent TR-EPR study (Di Valentin, 
Ceola et al. 2008), participation of the Per 612/622 pair in the 3Chl-a quenching was 
considered unlikely on the basis of the similarity of the 3Per triplet spectra in Main Form A-
PCP (MFPCP) and High Salt A-PCP (HSPCP), since the latter does not bind the Per 612/622 
pair. Comparison between experimental and calculated EPR spectra led the authors to 
conclude that the triplet was mainly (~80%) localized on the Per 614/624 pair, which has the 
shortest center-to-center distance to the Chl-a. This conclusion is consistent with the result of 
MD calculations showing that in the triplet state, the highest spin density is localized in the 
center of the Per backbone (Di Valentin, Ceola et al. 2008). Thus, it seems likely that in the 
step-scan FTIR experiments, the main Per conformer at 1745(-)/~1720(+) cm-1 corresponds 
to Per 614, Per 624, or both. Hence, we conclude that in A-PCP and H-PCP, Per 614 and/or 
624 likely constitute the principal 3Chl-a quenchers, and that their specific interaction with 
Chl-a promotes the mixing of the 3Chl-a and 3Per states during the lifetime of 3Per.  
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dynamics shows a strong wavelength dependence suggesting increased population of 
this Per conformer upon direct Per excitation. These spectral changes are accompanied 
by an overall increase of signal amplitude observed from 670 to 480 and to 530 nm. This 
wavelength dependence indicates that Per triplet formation proceeds via different 
pathways. 
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cm-1 in a relative stoichiometry of about 80 and 20%) can be identified for H-PCP, 
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protein in H-PCP and A-PCP adopts multiple conformations (Hofmann, Wrench et al. 1996). 
Excitation of A-PCP yielded two triplet decay components of 13 and 42 µs (Alexandre, 
Luhrs et al. 2007). The differences between A-PCP and H-PCP may be related to the 
different protein structure, i.e., H-PCP is a 15.5 kDa homo-dimer and A-PCP is a 32 kDa 
trimer. The 32 kDa unit of A-PCP is asymmetric, composed of two different N-terminal and 
C-terminal units that share 56% of identity (Hofmann, Wrench et al. 1996). In contrast, H-
PCP is a symmetric homo-dimer. The asymmetry within the A-PCP monomer is responsible 
for the Chl-a singlet equilibration on a ps timescale (Kleima, Hofmann et al. 2000; Salverda 
2003). Possibly, the asymmetry in A-PCP leads to the observed triplet populations with 
different lifetimes.  
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Fig. 8. Decay-Associated Difference Spectra (DADS) that result from a global analysis of 
step-scan FTIR data of H-PCP and A-PCP. The black line represents the 10 µs component in 
H-PCP. The gray line represents the 13 µs DADS in A-PCP. 

The second component in A-PCP has been observed below 200 K by Carbonera et al. 
(Carbonera, Giacometti et al. 1999) and at 77K by Kleima et al., while only a 10 µs component 
was present at room temperature in the latter work (Kleima, Wendling et al. 2000). We 
reproduced Kleima’s result at room temperature under aerobic and anaerobic conditions, by 
measuring the triplet decay in the visible using a diluted A-PCP solution. We found only the 
10 µs component under aerobic and anaerobic conditions, which excludes an effect related 
to oxygen (data not shown). Thus, it seems that the appearance of the ~40 µs component is 
likely related to a protein conformational change induced by cooling and/or high 
concentrations used for FTIR, rather than a temperature effect on the equilibration among 
the triplet sublevels (Carbonera, Giacometti et al. 1999).  

We previously proposed that the Per conformers involved in the photoprotective 
mechanism were likely Per 612/622 and Per 614/624. In a recent TR-EPR study (Di Valentin, 
Ceola et al. 2008), participation of the Per 612/622 pair in the 3Chl-a quenching was 
considered unlikely on the basis of the similarity of the 3Per triplet spectra in Main Form A-
PCP (MFPCP) and High Salt A-PCP (HSPCP), since the latter does not bind the Per 612/622 
pair. Comparison between experimental and calculated EPR spectra led the authors to 
conclude that the triplet was mainly (~80%) localized on the Per 614/624 pair, which has the 
shortest center-to-center distance to the Chl-a. This conclusion is consistent with the result of 
MD calculations showing that in the triplet state, the highest spin density is localized in the 
center of the Per backbone (Di Valentin, Ceola et al. 2008). Thus, it seems likely that in the 
step-scan FTIR experiments, the main Per conformer at 1745(-)/~1720(+) cm-1 corresponds 
to Per 614, Per 624, or both. Hence, we conclude that in A-PCP and H-PCP, Per 614 and/or 
624 likely constitute the principal 3Chl-a quenchers, and that their specific interaction with 
Chl-a promotes the mixing of the 3Chl-a and 3Per states during the lifetime of 3Per.  
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3.5 Triplet state in higher plants 

It has been recently reported that the TEET in LHCII takes place in less than 4 ns and is 
characterised by the lack of accumumaltion of Chl a triplet state. In order to understand the 
mechanisms underlying the very efficient triplet-triplet transfer, we investigated LHCII by 
step-scan time-resolved FTIR spectroscopy. Upon excitation of LHCII carotenoids at 475 nm, 
the triplet decay was satisfactorily fitted with two components only using global analysis. 
The first component decays with a time constant of 20 µs, while the second component, 
which does not account for more than 10% of the signal, does not decay within the time 
window of the measurement (about 320 µs). Figure 9A displays the first decay-associated  

 
(A) The Decay-Associated Difference Spectra (DADS) have a 20 µs component (black trace, termed 
DADS1), with an amplitude of 90% (Lutein-Chls shared triplet) and a non-decaying component (blue 
trace termed DADS2) which has an amplitude of 10% (unquenched Chls). For clarity, the spectra have 
been normalized to the keto modes. For comparison, the FTIR of lutein (B) and Chl a (C) triplet 
(redrawn from (Bonetti, Alexandre et al. 2009)) in THF are also plotted  

Fig. 9. Global analysis of step-scan FTIR data of LHCII excited at 475 nm showing the 
Lutein-Chls shared triplet state.  
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difference spectrum (DADS) normalized to the contribution of the keto group at 1653 cm-1. 
Taking into account the time-resolved absorption data displayed above, the first decay-
associated spectrum must be assigned to the carotenoid triplet (Fig. 9A, black spectrum and 
termed DADS1). In view of its long time the second one is attributed to unquenched Chl, i.e. 
a small proportion of triplet chlorophyll states which have not been transferred to the 
carotenoid molecules (Fig. 9A, blue spectrum and termed DADS2). It has already been 
observed that a small fraction of chlorophyll triplet may not be quenched by the carotenoid 
molecules (Mozzo, Dall'Osto et al. 2008). Considering the results of time-resolved 
absorption, DADS1 should contain positive contributions of the carotenoid triplet state and 
negative contributions of its ground state. Although such contributions clearly appear in the 
difference spectrum (region termed luteins), additional bands are obviously present in this 
spectrum. Indeed, no intense contribution in the higher frequency region is expected from 
lutein molecules (see Fig. 9B). On the contrary, in this region, DADS1 is typical of the 
spectrum of a chlorophyll triplet in solvent which is plotted in Fig. 9C for comparison 
(Breton, Nabedryk et al. 1999; Bonetti, Alexandre et al. 2009). The negative contributions 
around 1700 cm-1 represent bleaching of bands arising from the stretching modes of 
conjugated keto carbonyl groups. These groups, when conjugated with the Chl macrocycle, 
experience large downshifts upon triplet formation, which results in positive contributions 
at lower frequencies. Nevertheless, DADS1 has a lifetime characteristic of carotenoid 
triplets, and so we conclude that in LHCII these chlorophyll infrared modes decay with the 
same lifetimes as carotenoid modes. Then “sharing” of the triplet wavefunction is also 
observed for higher plants. 

4. Comparison of higher plant and purple bacteria triplet state 
Resonance Raman is a very sensitive and selective technique which allows access to the 
vibrational modes of molecules via inelastic scattering. In this section we describe the use of 
Resonance Raman to confirm the triplet delocalisation observed by step scan spectroscopy. 

In solution, upon triplet state formation, the frequency of stretching modes of the 
conjugated C=C’s of the molecule dramatically downshifts from 1522 to 1494 cm-1 for ß-
carotene in tetrahydrofuran (THF; (Hashimoto, Koyama et al. 1991), (Fujiwara, Yamauchi et 
al. 2008)), or from 1529 to 1500 cm-1 for all-trans spheroidene in hexane (Mukai-Kuroda, Fujii 
et al. 2002). This reflects the localization of the triplet throughout the conjugated system 
(triplet high spin density “hot spot” is mainly in the centre of the conjugated system; 
((Mukai-Kuroda, Fujii et al. 2002), (Di Valentin, Ceola et al. 2008)), which causes a reduction 
in the C=C bond order. The frequencies of the 1 resonance Raman bands observed in 
protein-bound carotenoid triplet spectra are reported in Table 2 and compared to those 
observed for triplet states of other carotenoids, including ß-carotene in solution and 
spheroidene bound to the bacterial reaction center. The downshift depends on the 
carotenoid configuration, and it is always larger in cis configurations ((Hashimoto, Koyama 
et al. 1991; Mukai-Kuroda, Fujii et al. 2002)). For rhodopin glucoside in LH2, this downshift 
of the band from 1517 to 1493 cm-1 is very similar to that observed for all-trans ß-carotene 
and spheroidene in solution (24 cm-1 vs. 23-25 cm-1). In contrast, the observed downshifts for 
this band for both luteins in LHCII trimers, LHCII monomers, CP29 and CP43 are much 
smaller and in all cases close to 18 cm-1, i.e. approximately 75% of the 23-25 cm-1shift that is 
observed for all-trans carotenoid triplets in solution (see Table 2). Such a reduction of the 1 
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difference spectrum (DADS) normalized to the contribution of the keto group at 1653 cm-1. 
Taking into account the time-resolved absorption data displayed above, the first decay-
associated spectrum must be assigned to the carotenoid triplet (Fig. 9A, black spectrum and 
termed DADS1). In view of its long time the second one is attributed to unquenched Chl, i.e. 
a small proportion of triplet chlorophyll states which have not been transferred to the 
carotenoid molecules (Fig. 9A, blue spectrum and termed DADS2). It has already been 
observed that a small fraction of chlorophyll triplet may not be quenched by the carotenoid 
molecules (Mozzo, Dall'Osto et al. 2008). Considering the results of time-resolved 
absorption, DADS1 should contain positive contributions of the carotenoid triplet state and 
negative contributions of its ground state. Although such contributions clearly appear in the 
difference spectrum (region termed luteins), additional bands are obviously present in this 
spectrum. Indeed, no intense contribution in the higher frequency region is expected from 
lutein molecules (see Fig. 9B). On the contrary, in this region, DADS1 is typical of the 
spectrum of a chlorophyll triplet in solvent which is plotted in Fig. 9C for comparison 
(Breton, Nabedryk et al. 1999; Bonetti, Alexandre et al. 2009). The negative contributions 
around 1700 cm-1 represent bleaching of bands arising from the stretching modes of 
conjugated keto carbonyl groups. These groups, when conjugated with the Chl macrocycle, 
experience large downshifts upon triplet formation, which results in positive contributions 
at lower frequencies. Nevertheless, DADS1 has a lifetime characteristic of carotenoid 
triplets, and so we conclude that in LHCII these chlorophyll infrared modes decay with the 
same lifetimes as carotenoid modes. Then “sharing” of the triplet wavefunction is also 
observed for higher plants. 

4. Comparison of higher plant and purple bacteria triplet state 
Resonance Raman is a very sensitive and selective technique which allows access to the 
vibrational modes of molecules via inelastic scattering. In this section we describe the use of 
Resonance Raman to confirm the triplet delocalisation observed by step scan spectroscopy. 

In solution, upon triplet state formation, the frequency of stretching modes of the 
conjugated C=C’s of the molecule dramatically downshifts from 1522 to 1494 cm-1 for ß-
carotene in tetrahydrofuran (THF; (Hashimoto, Koyama et al. 1991), (Fujiwara, Yamauchi et 
al. 2008)), or from 1529 to 1500 cm-1 for all-trans spheroidene in hexane (Mukai-Kuroda, Fujii 
et al. 2002). This reflects the localization of the triplet throughout the conjugated system 
(triplet high spin density “hot spot” is mainly in the centre of the conjugated system; 
((Mukai-Kuroda, Fujii et al. 2002), (Di Valentin, Ceola et al. 2008)), which causes a reduction 
in the C=C bond order. The frequencies of the 1 resonance Raman bands observed in 
protein-bound carotenoid triplet spectra are reported in Table 2 and compared to those 
observed for triplet states of other carotenoids, including ß-carotene in solution and 
spheroidene bound to the bacterial reaction center. The downshift depends on the 
carotenoid configuration, and it is always larger in cis configurations ((Hashimoto, Koyama 
et al. 1991; Mukai-Kuroda, Fujii et al. 2002)). For rhodopin glucoside in LH2, this downshift 
of the band from 1517 to 1493 cm-1 is very similar to that observed for all-trans ß-carotene 
and spheroidene in solution (24 cm-1 vs. 23-25 cm-1). In contrast, the observed downshifts for 
this band for both luteins in LHCII trimers, LHCII monomers, CP29 and CP43 are much 
smaller and in all cases close to 18 cm-1, i.e. approximately 75% of the 23-25 cm-1shift that is 
observed for all-trans carotenoid triplets in solution (see Table 2). Such a reduction of the 1 
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band’s downshift reflects a dramatic alteration of the nature of the triplet state, which 
correlates very well with a reduction in the energy gap between the S0/S2 and T1/Tn 
transitions observed for these carotenoids in LHCII (see Table 1; it is harder to determine 
this gap with precision for CP43 due to the larger number of carotenoid molecules in this 
complex). 
 

Carotenoid  
(complex) 

Number of 
C=C S0S2 (nm) T1Tn (nm) ΔE (cm-1) 

Neurosporene (LH2) 9 495 516 822 
Spheroidene (LH2) 10 514 537 833 
Rhodopin(LH2) 11 529 556 918 
Lutein 1 (LHCII trimers) 10 494 506 480 
Lutein 2 (LHCII trimers) 10 510 525 560 
Lutein 1 and 2 (LHCII 
monomers, CP29) 10 494,494 508,505  558,441 

Table 1. Electronic transitions of triplet carotenoid states in some LH2 complexes from 
purple bacteria (values obtained from (Angerhofer, Bornhaeuser et al. 1995)) and in higher 
plant LHCs prepared as trimers (lines 4 and 5, ((Peterman, Dukker et al. 1995), (Lampoura, 
Barzda et al. 2002), (Croce, Mozzo et al. 2007)) and monomers (line 6, ((Croce, Mozzo et al. 
2007), (Peterman, Gradinaru et al. 1997) ), and in CP29* (Croce, Mozzo et al. 2007).  
 

Carotenoid ν1 (cm-1) Δν1 (cm-1) 
LH2 rhodopin glucoside ground state 1517 

24 
LH2 rhodopin glucoside triplet 1493 
LHCII trimer Lutein1 ground state 1530 

18 
LHCII trimer Lutein 1 triplet 1512 
LHCII trimer Lutein 2 ground state 1526 

18 
LHCII trimer Lutein 2 triplet 1508 
LHCII monomer lutein ground state 1526 

18 
LHCII monomer lutein triplet 1508 
CP29 lutein ground state 1526 

18 
CP29 lutein triplet 1508 
CP43 lutein ground state 1522 

18 
CP43 lutein triplet 1504 
all-trans -carotene singlet state in THF 1522 

25 
all-trans -carotene triplet in THF 1497 
all-trans-spheroidene singlet state in n-hexane  1523  

23 all-trans-spheroidene triplet in n-hexane  1500 

Table 2. Comparison of the position of ν1 vibrational band in resonance Raman spectra of 
rhodopin glucoside in LH2, of lutein 1 (ground state of the latter from ref (Ruban, Berera et 
al. 2007) ) and 2 in LHCII trimers and other carotenoid-containing complexes with all-trans-
ß-carotene, and other carotenoids, in solution (taken from (Hashimoto, Koyama et al. 1991; 
Mukai-Kuroda, Fujii et al. 2002; Rondonuwu, Taguchi et al. 2004) ). 
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5. Triplet state dynamic in purple bacteria, higher plant and algae, a 
molecular adaptation of the photoprotection mechanism 
Recent time-resolved absorption spectra show that no chlorophyll a triplet is accumulated in 
LHCII and PCP while, on the other hand, the FTIR difference spectra strongly suggest the 
presence of Chl a contributions long after the initial excitation. In order to explain this 
apparent contradiction, the simplest hypothesis is that the triplet could be shared between 
carotenoid and chlorophyll molecules. This question has already been addressed in the 
literature. In order to explain the influence of the carotenoid triplet state on the absorption 
bands of the BChl molecules in LH complexes from purple bacteria, Angerhofer et al. 
proposed ‘a small delocalization of the carotenoid triplet over an adjacent BChl molecule’ 
(10). They also noted that the apparent rate of Bchl to carotenoid triplet-triplet transfer 
seems to correlate with how much the carotenoid triplet state is able to influence the BChl 
transition. However, it should be pointed out that in LH complexes from purple bacteria, 
the carotenoid and BChl molecules are very closely located (an essential condition for 
triplet/triplet transfer), and therefore they each constitute a sizeable part of the environment 
(or solvation) of the other. It would thus be expected that the dielectric changes following 
the appearance of the carotenoid triplet state would have a measurable influence on the 
BChl absorption transitions. Hence, these previous results do not formally demonstrate a 
sharing of the triplet. In contrast, the resonance Raman spectra reported in this chapter 
provides a direct and unambiguous measurement of the sharing of the triplet of the 
carotenoid molecule. Indeed, upon sharing, the carotenoid triplet should progressively loose 
its pure triplet character, and the Raman signature of this state should become intermediate 
between ground- and triplet-state. In the case of rhodopin glucoside in LH2 from Rbl. 
acidophilus, the downshift of the 1 band is quite similar to that of ß-carotene or spheroidene 
in solution. We may thus safely conclude that there is very little, if any, wavefunction 
sharing between carotenoid and BChl triplet states in the LH2 complex from Rbl. acidophilus.  

In LHCs from higher plants, the presence of the triplet state of the lutein molecules is known 
to induce a net bleaching of the electronic absorption transition of the neighboring 
chlorophyll molecules (Peterman, Gradinaru et al. 1997). However, delocalization of the 
triplet was for a long time considered unlikely, due to the large energy gap between the 
triplet states of carotenoid and chlorophyll molecules (Peterman, Gradinaru et al. 1997). This 
position is challenged by time-resolved FTIR studies on PCP and LHCII, which demonstrate 
a co-existence of chlorophyll and carotenoid triplets throughout the entire triplet lifetime 
(Alexandre, Luhrs et al. 2007). In addition, resonance Raman spectroscopy provides 
additional information on the nature of the carotenoid triplet in these complexes. The 
sensitivity of the v1 bands of the ground and triplet states is expected to exhibit similar 
responses to the environment. However, in LHCII we observe a reduction of the energy gap 
between the v1 bands of the ground- and triplet states by more than 30%. This 
unambiguously indicates that the electronic state gained by the carotenoid has lost a fraction 
of its carotenoid triplet character, and consequently part of the triplet must be localized on 
another molecule. From the results of the step-scan time-resolved FTIR measurements (Fig. 
9A), we may safely conclude that a neighbouring chlorophyll molecule is the acceptor of the 
carotenoid triplet. The fact that the same effect was found for both luteins to the same extent 
strongly substantiates this conclusion. Each lutein experiences a different protein 
environment (which induces the red-shift of the electronic transitions of lutein 2; (Liu, Yan et 
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band’s downshift reflects a dramatic alteration of the nature of the triplet state, which 
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monomers, CP29) 10 494,494 508,505  558,441 

Table 1. Electronic transitions of triplet carotenoid states in some LH2 complexes from 
purple bacteria (values obtained from (Angerhofer, Bornhaeuser et al. 1995)) and in higher 
plant LHCs prepared as trimers (lines 4 and 5, ((Peterman, Dukker et al. 1995), (Lampoura, 
Barzda et al. 2002), (Croce, Mozzo et al. 2007)) and monomers (line 6, ((Croce, Mozzo et al. 
2007), (Peterman, Gradinaru et al. 1997) ), and in CP29* (Croce, Mozzo et al. 2007).  
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LH2 rhodopin glucoside ground state 1517 

24 
LH2 rhodopin glucoside triplet 1493 
LHCII trimer Lutein1 ground state 1530 

18 
LHCII trimer Lutein 1 triplet 1512 
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25 
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Table 2. Comparison of the position of ν1 vibrational band in resonance Raman spectra of 
rhodopin glucoside in LH2, of lutein 1 (ground state of the latter from ref (Ruban, Berera et 
al. 2007) ) and 2 in LHCII trimers and other carotenoid-containing complexes with all-trans-
ß-carotene, and other carotenoids, in solution (taken from (Hashimoto, Koyama et al. 1991; 
Mukai-Kuroda, Fujii et al. 2002; Rondonuwu, Taguchi et al. 2004) ). 
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5. Triplet state dynamic in purple bacteria, higher plant and algae, a 
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literature. In order to explain the influence of the carotenoid triplet state on the absorption 
bands of the BChl molecules in LH complexes from purple bacteria, Angerhofer et al. 
proposed ‘a small delocalization of the carotenoid triplet over an adjacent BChl molecule’ 
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between ground- and triplet-state. In the case of rhodopin glucoside in LH2 from Rbl. 
acidophilus, the downshift of the 1 band is quite similar to that of ß-carotene or spheroidene 
in solution. We may thus safely conclude that there is very little, if any, wavefunction 
sharing between carotenoid and BChl triplet states in the LH2 complex from Rbl. acidophilus.  

In LHCs from higher plants, the presence of the triplet state of the lutein molecules is known 
to induce a net bleaching of the electronic absorption transition of the neighboring 
chlorophyll molecules (Peterman, Gradinaru et al. 1997). However, delocalization of the 
triplet was for a long time considered unlikely, due to the large energy gap between the 
triplet states of carotenoid and chlorophyll molecules (Peterman, Gradinaru et al. 1997). This 
position is challenged by time-resolved FTIR studies on PCP and LHCII, which demonstrate 
a co-existence of chlorophyll and carotenoid triplets throughout the entire triplet lifetime 
(Alexandre, Luhrs et al. 2007). In addition, resonance Raman spectroscopy provides 
additional information on the nature of the carotenoid triplet in these complexes. The 
sensitivity of the v1 bands of the ground and triplet states is expected to exhibit similar 
responses to the environment. However, in LHCII we observe a reduction of the energy gap 
between the v1 bands of the ground- and triplet states by more than 30%. This 
unambiguously indicates that the electronic state gained by the carotenoid has lost a fraction 
of its carotenoid triplet character, and consequently part of the triplet must be localized on 
another molecule. From the results of the step-scan time-resolved FTIR measurements (Fig. 
9A), we may safely conclude that a neighbouring chlorophyll molecule is the acceptor of the 
carotenoid triplet. The fact that the same effect was found for both luteins to the same extent 
strongly substantiates this conclusion. Each lutein experiences a different protein 
environment (which induces the red-shift of the electronic transitions of lutein 2; (Liu, Yan et 
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al. 2004)), but is surrounded by a number of similarly-positioned chlorophylls. The fact that 
both luteins exhibit the same 75/25 sharing of the triplet is thus most easily explained as a 
result of the pseudo-symmetry of the position of these chlorophyll molecules (Liu, Yan et al. 
2004). The same conclusion can be drawn for monomeric LHCII, CP29 and CP43. 

A closer analysis of the recently-obtained time-resolved FTIR data obtained for the PCP 
peridinin triplet supports this analysis. In FTIR, the intensity and frequency of the bands 
arising from the vibrational modes of the triplet state should reflect the triplet sharing. Since 
most of the bands are distorted by the differential method and by overlapping 
contributions, an accurate determination of their precise intensity and frequency is difficult 
except in the case of well-isolated bands. In the case of LHCII (Fig. 9), no carotenoid band 
can safely be used for that purpose. In the PCP spectra, the band arising from the stretching 
mode of the lactone carbonyl of peridinin is well isolated and contributes at ca. 1745 cm-1. 
From FTIR steady-state measurements of peridinin mixed with Chl a in THF (data not 
shown) the peridinin C=O lactone extinction coefficient was estimated to be similar to that 
of the Chl a C=O keto group. This allows us to estimate the extent of the ‘triplet sharing’ 
between peridinin and Chl a. From Fig. 8 the negative band area assigned to 9-keto C=O 
corresponds to about 25 and 40 % of the negative band area assigned to lactone C=O for A-
PCP and H-PCP, respectively. Taking into account the similar C=O extinction coefficient of 
peridinin lactone C=O and Chl a 9-keto C=O, about 25 and 40 % of the 3peridinin is shared 
with Chl a in A-PCP and H-PCP, respectively. This conclusion is in good agreement with the 
relative amplitude of the Qy bleach as compared to the peridinin bleach of about 20 % in the  

 
(A) A slice of the nonameric structure of the LH2 complex from Rhodoblastus acidophilus viewed in 
parallel with the membrane plane and from the outside of the protein. For clarity the central outer-
helice, from three α/β-apoprotein dimers has been removed allowing the interaction of the Car (orange) 
with its nearest-neighbour Bchl a (green) molecules to be visualised. The contacts between Car and Bchl 
molecules essentially occur at the very end of the C=C conjugated chain of the carotenoid. Protein Data 
Bank accession number 1KZU. (B) View of a monomer of LHCII from Spinacia oleracea viewed in 
parallel with the membrane plane. The colours of the luteins (L1 and L2), neoxanthin (neo) and 
xanthophyll (xan) cycle carotenoids are orange, purple and magenta, respectively. The Chl a and Chl b 
molecules are coloured green and blue, respectively. The closest contacts between Chl a and luteins in 
LHCII occur at the middle of the C=C polyenic chain. Although the Chl molecules have a pseudo-
symmetry within the monomer lutein 1 (L1) and lutein 2 (L2) experience a different protein 
environment. Protein Data Bank accession number 1RWT.  

Fig. 10. The organisation of the (bacterio)chlorophyll and carotenoid molecules in LH2 and 
LHCII.  
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T-S spectra of A-PCP (Kleima, Hofmann et al. 2000). This estimate of a 25 and 40 % triplet 
sharing in A-PCP and H-PCP is also in line with the smaller observed bandshift of the 
carbonyl lactone for H-PCP (i.e. 20 cm-1 as compared to 25 cm-1 for A-PCP and 28 cm-1 for 
Per in THF). 

Thus, in contrast to photosynthetic bacteria, our results provide compelling evidence of 
triplet sharing between carotenoid and chlorophyll molecules in plant and algal light-
harvesting complexes. It is obviously tempting to try to unravel which molecular 
mechanisms may be at the origin of this difference. In LH2, contacts between carotenoid and 
bacteriochlorophyll molecules essentially occur at the very end of the C=C conjugated chain 
of the carotenoid (Fig. 10A and Ref. (McDermott, Prince et al. 1995)), and the minimum 
distance between these molecules is 3.42 Å (Prince, Papiz et al. 1997). In strong contrast, the 
closest contacts between Chl a and luteins in LHCII occur at the middle of the C=C polyenic 
chain (Fig. 10B), and the pigments are slightly more closely packed in these complexes. 
Taking into account the expected molecular structure of the carotenoid triplet state, the 
relative positioning of carotenoid and chlorophyll molecules in LHCII appears definitely 
more favourable for triplet sharing between these molecules 

6. Conclusion 
To summarize, our results clearly show that the nature of the triplet excited state of 
carotenoid molecules is fundamentally different in the LH2 from Rbl. acidophilus and the 
antenna isolated from spinach. In the former case, the triplet state is mainly (if not totally) 
localized on the rhodopin glucoside molecule. According to the work of Angerhofer et al., 
(Angerhofer, Bornhaeuser et al. 1995), this is the case for the vast majority of light-
harvesting proteins from purple photosynthetic bacteria. This localization of the triplet state 
is associated with a relatively slow triplet-triplet transfer between the BChl and carotenoid 
molecules, in the 20-200 ns time scale. In LHCII complexes from higher plants, there is a 
sharing of the triplet between luteins and their neighbouring chlorophylls. As this is also the 
case in CP43 and CP29, as well as in PCP, it is likely that this triplet sharing exists in all 
light-harvesting proteins from plants and algae. This delocalization is associated with an 
ultrafast transfer/equilibration of the triplet between the chlorophyll and carotenoid 
molecules, which results in the absence of any measurable accumulation of pure triplet 
chlorophyll in these complexes. However, the price to pay to avoid the accumulation of this 
species is that the triplet state is shared between the chlorophyll and the carotenoid lasts for 
several microseconds. Apparently such mechanism drags the energy of the shared triplet 
below that of singlet oxygen. The resultant decrease in the probability of production of 
singlet oxygen thereby optimizes photoprotection of these complexes. It is striking that this 
tuning of photoprotection was found only in those organisms which perform 
photosynthesis in the presence of large amounts of molecular oxygen. We propose that 
triplet sharing represents an adaptation of the molecular mechanisms of protection against 
photo-oxidative stress, associated with the evolution of oxygenic photosynthesis.  
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1. Introduction 
Human bones are inherently complex materials consisting of minerals, collagen, water, non-
collagenous proteins, lipids, vascular elements and cells. The bone is a physiologically active 
and reactive tissue (Petra et al., 2005). Through hormonal or mechanical signals the 
osteoblasts and osteoclasts are forming the bones. It is known that the role of osteoblasts is 
to create a collagen-rich extracellular matrix, which will become mineralized (bone 
formation) with calcium. On the other hand, the main role of osteoclasts is to degrade 
calcified bone tissue (resorption) (Shier et al., 1996). In the bone microenvironment, there is a 
dynamic balance between resorption and formation that maintains skeletal homeostasis. 
This process between bone formation and bone resorption is called remodelling. Bone 
remodelling and bone loss, is in function of age, external mechanical loads originating from 
physical activity and diseases.  
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Mamarelis et al., 2010, Theophanides, 1979; Theophanides et al., 1993). FT-IR spectroscopy is 
a powerful non destructive technique and easy to investigate complex systems as bones 
with this technique. The absorption of infrared radiation excites the vibrations of the 
chemical bonds to higher energy levels, by changing the dipole moment of the molecule 
with which it interacts. This change and interaction gives the absorption spectrum with the 
characteristic absorption bands based on the total vibrational modes of biological molecules 
within the sample, such as hydroxyapatite. This powerful technique permits the study of 
homogenous and inhomogeneous systems, such as, bone, providing information from all 
tissue components, both organic and inorganic.  

Adrenergic receptors are well known to be present in osteoblastic cells, and it is known that 
the α- and β-receptors could activate pharmacologically the proliferation of these cells 
(Suzuki et al., 1998). It is also known that adrenergic agonists efficiently activate β-
adrenoreceptors on osteoblasts and can stimulate bone resorption in intact mouse calvaria 
(Moore et al., 1993). Furthermore, it has been reported that propranolol inhibited cAMP 
formation induced by β–adrenergic agonists in bone organ cultures (Takeuchi et al., 2000) 
increased bone strength and the rates of endochondral bone formation in rats (Dietrich et al., 
1979; Minkowitz et al., 2005).  

The purpose of this in vitro work is to study the role of the non-selective beta-adrenergic 
receptor and beta1-selective adrenoreceptor blocking agents on demineralization of human 
bones, which was induced by EDTA.  

2. Materials and methods 
The chemical compounds: 

Timolol, (S)-1-[(1,1-dimethylethyl)amino]-3-[(4-4(morpholinyl)-1,2,5-thiadiazol-3-yl] oxy] -2-
propanol (Z) –butenedioate, with the empirical formula C13H24N4O3S and chemical 
structure, A: 

A 

And Atenolol, 4-[2’-hydroxy-3’-[(1-methyl-ethyl) amino] propoxyl, C14H22N2O2 with 
chemical structure, B: 

B 
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Ethylene Diamino Tetracetic Acid (EDTA), (C10H14O8N2Na2).2H2O [CH2N(CH2COOH) 
CH2COO].2H2O and benzeneacetamide [4-[2’-hydroxy-3’-[(1-methyl-ethyl)amino] propoxyl] 
were products of Sigma. 

The bones were obtained intra-operatively from heads of femur of 65-75 year patients 
undergoing osteotomy. The samples were prepared in slices in order to preserve better the 
natural characteristics of the bones. The bone was cut into slices of 2 mm perpendicular to 
the longitudinal axis of the head (Fig. 1). The histological evaluation of representative 
sections of the biopsies showed no evidence of any metabolic disease, osteopenia, or bone 
cancer.  

 
Fig. 1. The anatomic location and the size of the bone sections. 

The bone sections were immersed successively in hydrogen peroxide solution (H2O2) and in 
acetone, according to a modification of the method described (Petra et al., 2005). Another 
bone section was reacted with aqueous EDTA solution and was left for a week in 4 oC (Veis 
and Schlueter, 1964). Twenty mg of bone were mixed with 200 mg of KBr powder in a pestle 
and was grownded in a mortar and compressed into a pellet. Two more sections were 
reacted with 2ml aqueous solutions of Νa2EDTA 0,5 Μ in the presence of timolol 0,5 Μ and 
0,5 M atenolol. The mixture was left for a week at 40 C. 

2.1 Preparation of bone samples 

Fresh cancellous bone was immersed successively in hydrogen peroxide solution (H2O2) and 
in acetone, according to a modification method (Petra et al., 2005). Hydrogen peroxide and 
acetone processing is known to reduce blood chromophores of fresh bones and the fat 
tissues of the bone (Petra et al., 2005), but it does not remove the organic components 
completely. The processed bone sample was cut with microtome in multiple slices of 2 mm 
thickness each. 

One dry slice was demineralized. The demineralization of the bone was carried out by 
extraction of calcium ions with 0.5 M EDTA at 4oC, where the pH was adjusted to pH 7.4 
with potassium hydroxide (Veis and Schlueter, 1964). Then the bone slice was washed 
thoroughly with repeated changes of distilled water and acetone. 

Two bone slices were left to become demineralized in the same way by extraction at 4oC 
with 0.5 M EDTA adjusted to pH 7.4 with potassium hydroxide in the presence of 0.25 M 
timolol or atenolol, for one week. Twenty milligrams of the cancellous section of the slices 
were mixed with 200 mg KCl powder in a pestle and mortar and compressed into a pellet to 
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be studied by FT-IR. A small section of the bone slices was also studied with SEM. It must be 
noticed that both compounds A and B did not interact with EDTA. 

2.2 FT-IR spectroscopy 

Fourier Transform Infrared (FT-IR) spectra were recorded in a frequency range of 4000-400 
cm-1 using an FTS 3000 MX BioRad, Excalibur Series spectrophotometer and were processed 
with the Bio-Rad Win-IR Pro 3.0 Software. Twenty mg of fresh bone were mixed with 200 
mg of KBr powder in a pestle and mortar and compressed into a pellet. Typically, 32 scans 
were collected at 4 cm-1 resolution over the wavenumber range of 400-4000 cm-1.  

2.3 Scanning Electron Microscopy (SEM) 

The morphologic and chemical composition of the compounds was obtained by Scanning 
Electron Microscopy (SEM) with a Quanta 200, (FEI, Hillsboro, Or, Usa) apparatus equipped 
with an Χ-ray detector ΕDS, Saphire CDU, (Edax Int, Mawhaw, NJ, USA). The spectra were 
obtained with acceleration of 10 kV and beam light 100 μÅ was applied. The samples were 
covered with graphite with an SCD 004 Sputter-Coater and OCD 30 attachment (Bal-Tec, 
Vaduz, Liechtenstein). The SEM spectral maps were processed with the Gemin (3.5 version, 
Edax Int) Software. 

3. Results and discussion 
3.1 FT-IR spectra 

The FT-IR spectra of homogenized bone samples before and after interaction with EDTA 
solution is shown in Figs. 2a and 2b, respectively.  

 
Fig. 2. FT-IR spectra of a) bone and b) bone after the first week of demineralization with 
EDTA  
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The infrared absorption bands (cm-1) and their assignments are given in Table 1.  

Unprocessed  
cm-1 

After the 1st week of 
demineralization with EDTA 

cm-1 
Assignment  

3420 3407 vOH, vΝ-Η 
3067  vCH= 
2925 2924 vasCH2 
2852 2851 vsCH2 
1746  vC=O non-ionised -COOH 
1653 1643 νC=O + δΝ-Η Amide I 

1546  δΝ-Η in-plane + νC-N, 
Amide II 

1452  δasCH3 + ν3CO32- , AB 
carbonate 

1406  νCOO- & ν3CO32-, AB 
carbonate 

1337  ρw-CH2 wagging 

1239  νCN + δΝΗ in-plane, 
Amide III 

1097 sh  ν3-PO43-,non stoich. ΗΑ 

1031 1031 ν3-PO43-, stoich. HA 
960 sh  ν1-PO43-, stoich. HA 

871  ν2CO32-, Β carbonate- 
605 609 ν4-PO43-, ΗΑ 
561  ν4-PO43-, ΗΑ 

Table 1. Peak assignments of the FT-IR spectra of homogenized bone before and after a week 
of demineralization with EDTA.  

Significant differences are shown in the spectra of the bone (Fig. 1b) after interaction with 
EDTA. The broad band which appears at 3420 cm-1in the bone spectrum shifts to 3407 cm-1 
after decalcification of the bone. This band is dominated by absorptions from stretching 
vibration of vOH and vNH functional groups of hydroxyapatite and proteins, respectively 
and is particularly sensitive by decalcification of the bone. This band shows that the OH 
groups of HA are reduced, while there are other free NH groups, which do not give neither 
inter- nor intra-molecular hydrogen bonds, leading to the result that the decalcification 
changes the secondary structure of proteins. The band at 3067 cm-1 is attributed to v=CH 
stretching vibration of oxidized lipids (Petra et al., 2005; Mamarelis et al., 2010).  

The bands in the spectra between 3000 and 2800 are characteristic of the antisymmetric and 
symmetric stretching vibrations of methyl (CH3) and methylene (CH2) groups. The bands 
near 2925 cm-1 and near 2852 cm-1 correspond to antisymmetric and symmetric stretching 
vibrations of vCH2, respectively. These bands do not shift after demineralization, but 
increase in intensity. These changes show that the secondary structure of proteins changed 
and their environment became less lipophilic (Mamarelis et al., 2010; Anastassopoulou and 
Theophanides, 1990). The characteristic peak at 1746 cm-1 due to the stretching vibration of 
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νC=O of the non-ionized carboxyl group –COOH (Petra et al., 2005; Kolovou and 
Anastassopoulou, 2007; Anastassopoulou et al., 2008; Mythili et al., 2000) is absent in the 
spectrum of the demineralized bone. In the spectrum of the unprocessed cancellous bone, an 
intense band is seen near 1031 cm-1, which is characteristic of stoichiometric biological 
apatites, with two shoulders, one at 1097 cm-1, which is assigned to non-stoichiometric 
hydroxyapatite (HA), containing HPO42- and/or CO32- groups3 and one at 960 cm-1, which is 
assigned to the symmetric stretching vibration of the PO43- groups (Petra et al., 2005; 
Graham et al., 2008). The bands near 1452, 1406 and 871 cm-1, are v3 and v2 carbonate groups 
and the bands near 605 and 561 cm-1, are due to the ν4PO43- vibrational modes. These are 
clearly seen in the spectrum of the unprocessed cancellous bone and are absent in the 
spectrum of the decalcified or demineralized bone, since decalcification eliminates the 
calcium phosphates, Ca3(PO4)2.  

Significant changes were observed in the region of 1670 - 1540 cm-1, where the Amide I and 
Amide II absorb. In many biological samples the Amide I band arises from the C=O 
stretching vibration with contribution of bending δNH of peptide bond of proteins. These 
Amide bands shifted to lower frequencies and are found at 1653 cm-1 and 1546 cm-1, 
respectively in demineralized bones. This observation leads to the conclusion that the 
decalcification changes the secondary structure of collagen matrix from α-helix to β-sheet 
formation (Anastassopoulou et al., 2008, 2011; Kolovou and Anastassopoulou, 2007; 
Pissaridi et al., 2011; Mamarelis et al., 2010). This observation shows also that the hydrogen 
bonds between proteins and hydroxyl apatite have been broken and that the proteins have 
much more freedom in vibrational movements. This is also in agreement with the increase 
of the bands, which were observed in the region of 3000-2850 cm-1, where as we noticed, the 
antisymmetric and symmetric stretching vibrations of methyl vCH3 and methlylen vCH2 
groups absorb. The above results were expected, since EDTA subtracts the Ca2+ cations from 
the bone to form complexes (Fig. 3) leading to its demineralization.  

 
Fig. 3. EDTA-Ca complexes A. Tetrahedral coordination and B. Octahedral coordination  

The non-intense band at 1239 cm-1 is assigned to Amide III, which arises from the in-phase 
δN-H in plane bending and vC-N stretching vibrations, which almost disappeared after 
demineralization. This band is also sensitive to protein structural changes.  
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In order to study the role of demineralization on the bone structure and to extrapolate the 
results to possible various bone diseases, we used calcium antagonists during 
demineralization with EDTA. The FT-IR spectra of bone, which were recorded after 
demineralization with EDTA in the presence of β- (timolol) and α- (atenolol) blockers after 
one week of reaction, are shown in Figs. 4b and 4c, respectively, in comparison with the 
spectra of untreated bone (Fig. 4a). The band assignments are given in Table 2.  

 
Fig. 4. FT-IR spectra of a) homogenized cancellous bone, b) homogenized and 
demineralized, cancellous bone with EDTA in the presence of timolol, C13H24N4O3S, and  
c) homogenized and demineralized cancellous bone with EDTA in the presence of atenolol, 
C14H22O2N2, for 1 week, in the region 4000-400 cm-1. 

By comparison of the spectra it was observed that the presence of β-blocker differentiates 
the reaction between EDTA and the bone. Especially, in the region 1700-1500 cm-1, where the 
bands of Amide I and Amide II are located, the spectra show that the collagen loses partly 
the α-helix structure. On the other hand, in demineralized samples and in the presence of α-
blocker the secondary structure of collagen changed from α-helix to β-pleated sheet. 
Interesting are also the results of the spectra in the region of the phosphate groups between 
1110 cm-1 and 870 cm-1 are characteristic. Furthermore, from the spectral data (Fig.3) and 
Table 2 it results again that there is a competition reaction between EDTA and β-blocker for 
calcium cations (Ca2+). Taking into account the chemical structure of the two calcium 
antagonists it was suggested that they should bind to hydroxyapatite of the bones with 
hydrogen bonds and thus inhibit the demineralization. These results are in accordance with 
the data of other investigators who reported that β-adrenoblockers prevented bone loss in 
animals (Mano et al., 2010). 
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results to possible various bone diseases, we used calcium antagonists during 
demineralization with EDTA. The FT-IR spectra of bone, which were recorded after 
demineralization with EDTA in the presence of β- (timolol) and α- (atenolol) blockers after 
one week of reaction, are shown in Figs. 4b and 4c, respectively, in comparison with the 
spectra of untreated bone (Fig. 4a). The band assignments are given in Table 2.  

 
Fig. 4. FT-IR spectra of a) homogenized cancellous bone, b) homogenized and 
demineralized, cancellous bone with EDTA in the presence of timolol, C13H24N4O3S, and  
c) homogenized and demineralized cancellous bone with EDTA in the presence of atenolol, 
C14H22O2N2, for 1 week, in the region 4000-400 cm-1. 

By comparison of the spectra it was observed that the presence of β-blocker differentiates 
the reaction between EDTA and the bone. Especially, in the region 1700-1500 cm-1, where the 
bands of Amide I and Amide II are located, the spectra show that the collagen loses partly 
the α-helix structure. On the other hand, in demineralized samples and in the presence of α-
blocker the secondary structure of collagen changed from α-helix to β-pleated sheet. 
Interesting are also the results of the spectra in the region of the phosphate groups between 
1110 cm-1 and 870 cm-1 are characteristic. Furthermore, from the spectral data (Fig.3) and 
Table 2 it results again that there is a competition reaction between EDTA and β-blocker for 
calcium cations (Ca2+). Taking into account the chemical structure of the two calcium 
antagonists it was suggested that they should bind to hydroxyapatite of the bones with 
hydrogen bonds and thus inhibit the demineralization. These results are in accordance with 
the data of other investigators who reported that β-adrenoblockers prevented bone loss in 
animals (Mano et al., 2010). 



 
Infrared Spectroscopy – Life and Biomedical Sciences 

 

266 

Unprocessed 
cm-1 

Decalcified bone 
C13H24N4O3S 

Decalcified bone 
C14H22O2N2 

Assignments 

3420 3414 3397 vΝ-Η, vOH 
3067 3067 3067 v=CH 
2925 2924 2924 vasCH2 
2852 2855 2857 vsCH2 
1746 1741 1741 vC=O non-ionised -COOH 
1653 1653  νC=O + δΝ-Η Amide I 

 1648 1649 νC=O + δΝ-Η Amide I 

1546 1550 1540 δΝ-Η in-plane + νC-N, 
Amide II 

1452 1450 1447 δasCH3 + ν3CO32- ,  
AB carbonate 

1406 1410 1394 νCOO- & ν3CO32-,  
AB carbonate 

1337 1335 1335 ρw-CH2 

1239 1241 1233 νCN + δΝΗ in-plane, 
Amide III 

1097 sh 1113  ν3-PO43-,non stoich. ΗΑ 

1031 1028  ν3-PO43-, stoich. HA 
960 sh 960  ν1-PO43-, stoich. HA 

871 870  ν2CO32-, Β carbonate- 
605 602  ν4-PO43-, ΗΑ 
561 557  ν4-PO43-, ΗΑ 

Table 2. Band assignments of the FT-IR spectra of homogenized decalcified bones with 
EDTA in the absence and presence of 0.5 M antagonists C13H24N4O3S and C14H22O2N2 for 1 
week. 

In the case of the presence of atenolol during demineralization, the pattern of the spectrum 
in the region 1097-960 cm-1 has changed to that of the characteristic amorphous structure of 
hydroxyapatite (Kolovou and Anastassopoulou, 2007;Anastassopoulou et al., 2008) as 
shown in Fig. 4.  

 
Fig. 5. FT-IR spectra of a) amorphous and b) biological hydroxyapatite. 
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This pattern of the infrared spectra, which correspond to amorphous structure of 
hydroxyapatite was also observed upon irradiation of bones (Anastassopoulou et al., 2008; 
Pissaridi et al., 2011) as well as in cancerous bones (Anastassopoulou et al., 2011), which 
suggest that under oxidative stress the bone loses its native molecular structure, in the same 
way as under artificial demineralization. 

3.2 SEM spectroscopy 

The spectra of the quantitative analysis of all the bone samples, obtained from the scanning 
electron microscope are shown in Fig. 6 and the results are shown in Table 3. 

 
Fig. 6. Spectra of quantitative analysis of the bone samples. 

Element bone Decalcified bone 
with EDTA 

Decalcified bone 
EDTA+C13H24N4O3S 

Decalcified bone 
EDTA+C14H22O2N2 

Ο 59.01 69.71 64.24 76.90 
Νa - 21.33 19.20 15.16 
P 11.70 02.54 07.56 01.70 
S - 05.31 01.38 02.31 

Ca 29.29 01.11 07.62 03.94 

Table 3. Quantitative analysis data of the bone samples (% wt composition) 

From the percentage data it is clear that the concentration of calcium has the highest value in 
the non-demineralized bone. The reaction of the bone tissue with EDTA leads to the 
disappearance of calcium of the bone. The presence of timolol during the reaction of the 
bone with EDTA seems to inhibit partially the decalcification of the bone tissues, since the 
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concentration of calcium increases up to 07.62. A similar result was obtained in the presence 
of atenolol, C14H22O2N2, but in both cases the calcium concentration was less than normal 
concentration. 

In Fig. 7 are given the SEM images of cancellous bone sections with enlargement of X80. 
From the architecture and morphology of the images it is shown that after the reaction of 
bone with EDTA the sample does not show any bright regions, since the density of the bone 
is minimized (Fig. 7b) after the elimination of minerals of bone tissue.  

 
Fig. 7. SEM images of bone a) without any penetration, b) after demineralization with 
EDTA, c) after demineralization in the presence of C13H24N4O3S and d) after 
demineralization in the presence of C14H22O2N2. 

Significant changes in the brightness of the image are observed, when the demineralization 
takes place in the presence of C13H24N4O3S. It is observed an increase in bone density and 
the deposition of calcium on bone tissue is obvious (Fig. 7c). The image in Figure 6d 
corresponds to the result, which was obtained after the reaction of bone with EDTA in the 
presence of C14H22O2N2. The picture shows that the bone gets a more amorphous structure. 
These results are in agreement with the FT-IR data, which led to the suggestion that the 
biological hydroxyapatite changed from low crystallinity to amorphous state. 

4. Conclusions 
From FT-IR spectra in the region 1700-1500 cm-1, which characterises the secondary 
structure of proteins, is found that demineralization changes the secondary structure of 
collagen from α-helix to β-pleated and random coil. Considerable intensity decrease was 
observed also in the region 1200-900 cm-1, where the absorptions bands of phosphates from 
hydroxyapatite appear, which are due to bone demineralization and bone damage. The 
presence of calcium antagonists inhibits partly the demineralization of bones, which is 
induced from EDTA. These results could lead to the conclusion that the bone diseases 
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maybe change their secondary structure. These experimental data indicate that β-blockers 
may prevent bone loss in humans and new drugs to cure osteoporosis could be synthesized 
on this base. 
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FT-IR Spectroscopy in Medicine 
Vasiliki Dritsa 
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Greece 

1. Introduction 
Infrared spectroscopy has been widely applied for the characterisation of various 
substances. Due to its sensitivity to the chemical information and architecture of the 
molecule, infrared spectroscopy can play an important role in new applications such as in 
the life-science field and not only in the traditional fields of physics and chemistry. 
Spectroscopic techniques are simple, reproducible, non-destructive without particular 
sample preparation. As a result, they provide information for the functional groups, bonds 
and molecular structure. 

Herschel discovered the existence of infrared radiation when he tried to measure the heat 
produced by separate colors of a rainbow spectrum in 1800. He noted that the highest 
temperature fell beyond the red end of the spectrum, implying the existence of invisible 
light beyond the red. Herschel termed this light calorific rays. Infrared spectra originate on 
the vibrational motions of atoms in chemical bonds within molecules. When a beam of light 
containing the IR radiation band is passed through a sample, light energy from the photons 
is absorbed by the chemical bonds and excites the vibrational motions. As a molecule 
absorbs radiation at a specific frequency, it produces a band in the infrared spectrum at the 
corresponding wavenumber. The approximate position of an infrared absorption band is 
determined by the vibrating masses and the chemical bonds (single, double, triple). Τhe 
exact position of the band depends also on electron withdrawing or donating effects of the 
intra- and intermolecular environment and coupling with other vibrations. The strength of 
absorption increases with increasing polarity of the vibrating atoms. The modes of vibration 
in a molecule that can absorb infrared radiation are many and increase with increasing 
complexity of the molecule. The vibrations that contribute to the spectrum are bending and 
stretching vibrations between atoms and rocking, twisting and wagging of a functional 
group (Theophanides, 1984; Goormaghtigh et al., 1999). 

Fourier transform infrared spectroscopy is preferred over dispersive or filter methods of 
infrared spectroscopy due to the sensitivity and the rapid data collection. The FT-IR 
spectrometer uses an interferometer to modulate the wavelength from a broadband infrared 
source. Light emitted from the infrared source is split by a beam splitter. Half of the light is 
reflected towards a fixed mirror and from there reflected back towards the beamsplitter 
where about 50% passes to reach the detector. The other half of the initial light intensity 
passes the beam splitter on its first encounter, is reflected by the moving mirror back to the 
beamsplitter where 50% of it is reflected towards the detector (Figure 1).When the two 
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beams recombine, they interfere and there will be constructive or destructive interference 
depending on the optical path difference. A detector measures the intensity of transmitted 
or reflected light as a function of its wavelength. The signal obtained from the detector is an 
interferogram, which is analyzed by a computer using Fourier transforms to obtain a single-
beam infrared spectrum (Barth, 2007). 

 
Fig. 1. Schematic function of an FT-IR set-up. 

Fourier transform infrared (FT-IR) spectroscopy has proven to be a fundamental and 
valuable technique in biology and medicine due to its high sensitivity to detecting changes 
in the functional groups belonging to tissue components such as lipids, proteins and nucleic 
acids. Each of these tissue components can be detected and characterized by their 
characteristic absorption bands at specific wavelengths within a single spectrum. For 
biological spectroscopy, the important vibrations occur in the mid-infrared region (4000 to 
400 cm-1) where most organic molecules show characteristic spectral features 
(Theophanides, 1978). The domain of biological applications of infrared spectroscopy 
encompasses a wide range of very different molecular structures. Biological molecules are 
categorized into proteins, nucleic acids, lipids, membranes, blood tissues. Different 
biomolecules interact among themselves, comprising electrostatic interactions, hydrogen 
bondings and van der Waals interactions, which can be readily studied by infrared 
spectroscopy. 

For complex samples that transmit infrared radiation poorly or no changes must take place 
in their specimen, attenuated total reflection (ATR) is applied. The technique was developed 
by Harrick (1960) and Fahrenfort (1961). ATR is a specialised sampling technique, where the 
sample is placed on ATR crystal. An infrared beam is passed through the ATR crystal, 
reflects of the interface of the crystal and the sample, and is passed through to the detector. 
During the reflection, an evanescent wave extends beyond the crystal into the sample, which 
enables the absorption of energies corresponding to infrared frequencies by the sample. The 
penetration depth of the evanescent wave is a function of wavelength with deeper 
penetration at longer wavelengths. This may lead to distortions in the relative intensities of 
infrared peaks if sample thickness is insufficient for complete coverage of the evanescent 
wave (Goormaghtigh et al., 1999). Figure 2 shows the diagram of a basic ATR set up. 

Attenuated total reflection (ATR) coupled with FT-IR, can obtain the infrared spectrum of 
solid or liquid samples in their native state. The resultant FT-IR spectra provide molecular 
information of samples. Samples with minimal size can be non-destructively analyzed,  
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Fig. 2. Diagram of the ATR setup. 

particularly in the biomedical sciences. High quality spectra can be obtained from cell 
suspensions containing l0-50.000 cells, depending upon the size of the cells. In the case of 
tissues, such measurements generally require a sample size of 1 mm3 (Legal, 1991). 
Additionally, ATR has been established as a method of choice of analyzing samples that are 
either too thick or too strongly absorbing to analyse by other transmitting techniques. The 
use of these techniques have become a great potential over other diagnostic methods for the 
determination of the chemical components of tissues at various diseases states, due to the 
rapid and reagent free procedure. An advantage of ATR-FTIR to study the structure of 
biomembranes is that the membrane can be deposited on the surface of the internal 
reflection element (IRE) as a thin film of highly oriented membranes by evaporation of the 
water. Variations in spectral signatures arising from nucleic acids, proteins and lipids can 
provide important information in a number of disease states.  

1.1 Medical applications of FT-IR spectroscopy 

In 1949 Blout, Mellors and Woernley in 1952 reported that infrared spectra of human and 
animal tissues could provide information on the molecular structure of tissues. These 
studies met with limited success due to non-developed instrumentation available and little 
knowledge of spectroscopic properties of biological molecules and the complexity of the 
samples. At the same time, Elliot and Ambrose (1950) proposed empirical correlations 
between peptide structure and the Amide I and Amide II bands. The development of 
sensitive and high throughput spectrometers led to a wide field of medical applications of 
FT-IR spectroscopy. The rapid experimental and theoretical development took place in 
1970s, where Fourier Transform interferometers interfaced to digital computers.  

FT-IR has been extensively applied for the determination of a biochemical metabolite in 
biological fluids. The improved sensitivity and data processing capability of new 
instruments, the presence of water is no longer a serious obstacle in the analysis of fluids. 
Current enzymatic methods require frequent calibration controls and reagents, and this is 
very costly. FT –IR spectroscopy has been used for the determination of glucose, total 
protein, urea, triglyceride, cholesterol, chylomicron and very low density lipoproteins in 
plasma and serum, in order to replace commonly used ultracentrifugation techniques 
(Deleris and Petibois, 2003; D. Krilov et al., 2009).The differences in the size, lipid 
composition and apolipoprotein structure in particular classes of lipoproteins are reflected 
in the characteristic spectral bands of lipid and protein moiety. 

FTIR has received much attention as a promising tool for non-destructive characterisation of 
the molecular features of atherosclerosis due to the fact that vibrational spectra are sensitive 
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to structures of biological molecules and their changes with the diseased state. Additionally, 
FTIR-spectroscopy on biological samples was pioneered in the medical sciences where it is 
used as a clinical tool to distinguish between malignant and healthy human cells. Acquired 
spectra of cells/ tissues give a detailed biochemical fingerprint that varies dependent on the 
clinical status. It has been successfully applied in the study of various human tissues such as 
mineralized tissue (Kolovou and Anastasopoulou, 2007), skin (McIntosh, 1999), colon (Conti 
et al., 2008), breast (Anastassopoulou et al., 2009), arteries (Mamarelis et al., 2010), 
cartilage(Petra et al., 2005), the urinary tract (prostate, bladder) (Gazi etal., 2003), lung(Yano 
et al., 2000), liver(Li et al., 2004), heart and spleen (Chua-anusorn and Webb, 2000; Gough et 
al., 2003).  

According to a wide range of studies, it has been proved that FT-IR spectroscopy has been a 
significant clinical technique, which provides detailed information of the chemical 
components of the tissues (proteins, lipids, carbohydrates, DNA). By analysing chemical 
and biochemical changes, specific spectral features are to be considered for a diagnostic 
evaluation. In this chapter, it is discussed FT-IR spectroscopy in the field of atherosclerosis 
in carotid and coronary arteries. Experimental studies are summarized demonstrating the 
possibilities and prospects of these methods to detect and characterize the disease. 

1.2 Atherosclerosis  

Atherosclerosis, the most common form of cardiovascular diseases, is a leading cause of 
death affecting almost one third of humans in developed countries. Atherosclerosis is the 
usual cause of heart attacks, strokes, and peripheral vascular disease. Ross and Glomset 
(1973) were the first who introduced that atherosclerosis forms as a result of damage of 
endothelium. Multiple factors contribute to atherosclerosis, such as hypertension, smoking, 
diabetes mellitus, obesity, hypercholesterolemia and genetic predisposition. The major 
characteristics of human atherosclerosis are based on studies of coronary and carotid artery 
lesions. Atherosclerosis is a chronic inflammatory disease characterised by a stenotic lesion 
of arterial walls. Atherosclerotic lesions can cause stenosis with potentially lethal distal 
ischemia or can trigger thrombotic occlusion of major conduit arteries to the heart, brain, 
legs and other organs. The extracellular and intracellular accumulation of lipids from the 
circulating blood results in the thickening of the inner layer of the arterial wall. Analyses of 
human lesions by modern computer methods and biomechanical testing have established 
the probable link between this characteristic morphology and the actual rupture event (Lee 
and Libby, 1997). 

During atherogenesis, the structure of the arterial wall changes in the intimal layer. The 
disease process consists of the intimal smooth muscle cell proliferation, the formation of 
large amounts of connective tissue matrix by the proliferated smooth muscle and the 
deposition of lipids within the cells and in the connective tissues surrounding them.  

In the early stages of atherogenesis, fatty deposition occurs.  

Atherogenic lipoproteins such as low-density lipoproteins (LDLs) enter the intima, where 
they are modified by oxidation or enzymatic activity and aggregate within the extracellular 
intima. Monocytes are transformed into macrophages, take up lipoproteins and become 
foam cells. The accumulation of foam cells leads to the formation of fatty streaks, which are 
often present in the aorta of children, the coronary arteries of adolescents, and other 
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peripheral vessels of young adults (Steinberg and Witztum, 1999). Fatty streaks are widely 
considered to be the initial lesion leading to the development of complex atherosclerotic 
lesions (Figure 3). The progression requires an additional stimulus, i.e. risk factor for the 
development of atherosclerosis. Smooth muscle cells secrete extracellular-matrix 
components (proteoglycans), increasing the retention and aggregation of lipids to 
monocytes (Stary, 1994).  

 
Fig. 3. Formation of atherosclerotic plaque. 

1.3 Study of atheromatous plaques by FT-IR 

Atherosclerosis is a complex process and the behaviour of vulnerable atherosclerotic 
plaques is believed to be closely related to plaque composition. Knowledge of the 
composition and physical chemistry of atherosclerotic plaques is essential for understanding 
how these plaques originate and mature and how reversal of the pathological process may 
be achieved (Insull, 2009). It is therefore important to develop an effective technique for 
examining plaque constituent properties. FT-IR provides information on the molecular and 
structural composition directly in the untreated, unfixed, and unstained whole tissue, thus 
preserving the integrity of the original cells. In this work, Fourier transform infrared 
spectroscopy using attenuated total reflectance (FTIR-ATR) has been used to assess and 
analyze the biochemical properties of human atherosclerotic plaques. Additionally, 
Scanning electron microscopy (SEM) has been used to provide valuable information on the 
general characteristics of the morphology and structure of carotid and coronary arteries. 
SEM allows the scanning of large area in the atheromatous plaque and the use of large 
magnification provides a detailed view. Human tissues were viewed directly without any 
conductive coatings.  
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2. Materials and methods 
20 samples from carotid and coronary arteries from patients (60-85 years old) who 
underwent endarterectomy were used for the study (Figure 4). Representative sections of 
the Carotid atheromatic plaques and coronary arteries were restored in formalin. The FT-IR 
spectra were obtained with a Nicolet 6700 thermoscientific spectrometer, connected to an 
attenuated total reflection, ATR, accessory. For each region a series of spectra were recorded 
and every spectrum consisted of 120 co-added spectra at a resolution of 4 cm−1 and the 
OMNIC 7.1 software was used for data analysis. All the spectra for each patient and region 
were obtained in the same way. The analysis of bacterial morphology was performed by 
Scanning Electron Microcopy –SEM using a Fei Co at an accelerating potential 25 kV. 
Uncoated freeze dried cells were examined with LFD and BSED detectors. Qualitive 
elemental data analysis of the samples was determined by EDX (Energy-dispersive X-ray 
spectroscopy).  

 
Fig. 4. Sample from carotid arteryA: atheromatous plaque, B: adventitia , C: intima 

3. Analysis and discussion of FT-IR spectra  
Two representative FT-IR absorption spectra of a carotid and coronary artery in the region 
4000 -400 cm-1 are shown in Figure 5. The spectra provide distinct features for the 
determination of the chemical composition and the diagnostic classification of arterial wall.  

The spectra in high frequency region, 4000–2500 cm−1, mainly consist of νΟΗ, νΝΗ, 
asymmetric and symmetric methyl (CH3) and methylene (CH2) stretching vibrations. 
Significant differences are observed among carotid and coronary artery. In the case of 
coronary artery, the shoulder observed at 3524 cm–1 is assigned to vOH vibration of 
hydroxyl groups produced by the hyperoxidation of lipids and proteins and by addition of 
hydroxyl (HO•) free radicals to the double bonds of the fatty acids. The band at 3282 cm–1 is 
assigned to vNH stretching of the peptide bond (–NHCO-) of proteins (Theophanides et al., 
1988). According to the intensity of vNH band, it is estimated that the coronary artery has a 
higher damage in proteins compared to the carotid artery. 

The olefinic band v=C-H at 3077 cm−1 arises from the unsaturated lipids. In coronary artery, 
the high intensity of the band indicates that the foam cells are rich in low density 
lipoproteins (LDL). It is known that unsaturated lipids are more prone to lipid peroxidation 
(Mamarelis et al., 2010). The integrated area of the olefinic CH band can be used as an index 
of relative concentration of double bonds in the lipid structure from unsaturated fatty acyl  
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Fig. 5. FT-IR adsorption spectra obtained from human tissues (a) carotid artery, (b) coronary 
artery in the region of 4000-400 cm-1. 

chains (e.g. linolenic, arachidonic, etc.), and/or due to lipid peroxidation. For this reason, 
the intensity of this band can be used as a diagnostic band of LDL. 

The CH2 asymmetric (2929 cm−1) and symmetric (2851 cm−1) stretching vibrations give 
intense bands, while asymmetric CH3 stretching at 2955 cm−1 and symmetric stretching at 
2865 cm−1 bands are seen as shoulders. The bands arise from lipids, phospholipids and 
membranes. The intensity of symmetric and asymmetric stretching vibrations of CH2 and 
CH3 reflect lipid hyperoxidation (Liu et al., 2002). The increase in the intensity of the bands 
in coronary artery shows that the environment is less lipophilic due to fragmentation of the 
lipoproteins and accumulation of free cholesterol and cholesterol esters in the atheromatous 
core, as a result membrane fluidity changes significantly (Anastassopoulou and 
Theophanides, 1990).  

Significant changes are also observed in the infrared absorption bands in the region 1800-
1500cm–1, as it is shown in the spectra. The presence of cholesterol esters and other ester-
containing compounds is also identified from the carboxyl ion (-O-C=O) stretching 
absorption at 1735 cm−1 apart from the C=C-H stretching band (3077 cm−1). This band 
confirms lipid hyperoxidation and the increased intensity of the band indicates increased 
LDL concentrations according to the blood analyses of the patient. All the patients who 
underwent coronary endarterectomy showed higher intensity in the specific band. The 
bands at 1735 and 3077 cm-1 can be used as indicators for LDL cholesterol of patients. 

The Amide I absorption band, arises mainly from the C=O stretching vibration with minor 
contributions from the out-of-phase CN stretching vibration, the CCN deformation and the 
NH in-plane bend. The Amide I band is down-shifted near 1635 cm-1, approximately 20 cm-1 
difference compared to the absorption of a normal tissue (1656 cm-1), suggesting a 
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conformational change in a –helixes (Anastassopoulou et al., 2009 ). The shifting of the 
Amide I band suggests that proteins lose their structure from a-helix to random coil due to 
fragmentation induced from free radical reactions. The exposure of proteins to free radicals 
induces secondary structural changes, since secondary structure is stabilized by hydrogen 
bonding of peptide backbone. Proteins are organized into a-helixes, but the hydrogen bond 
is damaged, so the chains opens and are more prone to free radicals, leading to the change 
of a-helix to random coil. 

The change of dipole moment of peptide bond, as it is shown in equation [1] at resonance 
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atheromatous plaque, which are probably connected to metal with high molecular weight. 
The broad band in the region 1750—1720 cm-1 appears to be the summation of two 
underlying components by deconvolution, giving one band at 1743cm-1 and a second one at 
1721 cm-1. These bands are assigned to LDL cholesterol and are due to stretching vibrations 
of the carbonyl group involved in ester bonds. These bands arise from the interfacial region 
of the glycerolipid moiety and are responsive to changes in their environment, such as 
hydrogen bonding or polarity (Arrondo and Goni, 1998).  

The broad band at 1700–1600 cm−1 is Amide I band, constituted from the bands at 1691, 
1674, 1654, 1629, and 1610 cm-1. The main amide I band at 1654 cm-1 is indicative of a high 
content of a-helical structure, although part of the absorption at this frequency also 
corresponds to random coil structure at 1630cm-1 and antiparallel β-sheet at 1691 cm-1 
(Barth, 2007). Particularly, the band at 1691 cm-1 arises from the peptide bond of proteins 
and mainly from the vibration of C=O compared to NH group. The band at 1674 cm-1 is 
attributed to apolipoprotein ApoC-III, which resides in HDL and inhibits the lipolysis of 
triglyceride-rich lipoproteins. The decrease of a-helix absorbance band compared to random 
coil confirms the fragmentation due to free radical interactions.  

The bands at the wavelengths 1592, 1570, 1547 and 1512, which are assigned to the groups of 
arginine, aspartic acid, glutaminic acid and tyrosine of apolipoproteins Apo A-I. The specific 
bands were revealed after the deconvolution treatment of spectra. The wide band at 1537 
cm-1 is split into two bands, one in 1550cm-1, which is characteristic of Amide II absorption 
due to the stretching vibrations C-N and bending vibration N-H because of the influence of 
lipids. The apolipoproteins of Apo A-I and A-II, are components of HDL (High density 
Lipoproteins) and control HDL metabolism (Nara et al., 2002). The distinctive structures and 
properties of apoA-I and apoA-II, the two major HDL proteins, determine in different ways 
the thermodynamic stability of HDL - the former through its greater plasticity and the latter 
by its higher lipophilicity. Apo A-I protects phospholipids from oxidation due to a 
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conformational constraint governed by adjacent amphiphatic a-helices located in C-terminal 
lipid-binding domain. Apo A-I is a potent inhibitor of lipid peroxidation, protecting the 
phospholipids from water-soluble and lipophilic free radical initiators (Bolanos-Garcia and 
Miguel, 2003). The reduction of Apo A-I and A-II and the increase of the characteristic band 
of LDL at 1735 cm-1 are connected to the blood analyses of the patients. 

Relatively, the deconvolution in the carotid artery spectra of a patient as it is shown in figure 
7, revealed the bands at 1776 and 1757 cm-1, which are attributed to the carboxyl anions –
COO- of the atheromatous plaque. The lipid content is indicated by the lipid ester band at 
1734 cm-1. The wide band of amide I is split to the bands at 1691, 1653, 1630 cm-1, which 
reveals the destruction of a-helical structure of proteins due to the free radicals reactions. 
The peptide bond appears another characteristic band at the region of amide II absorption, 
which is constituted from the bands at 1592, 1552, 1534 and 1513, which are attributed to 
arginine, a-helix of collagen, random coil and tyrosine.  

In carotid and coronary artery, the deconvolution confirmed the peroxidation of lipids and 
lipoproteins. The intensity of the aldehydes due to peroxidation of LDL (1735 and 1742 cm-1) 
is higher in the case of coronary artery. Various small molecular weight aldehydes such as 
acrolein, malondialdehyde (MDA), and 4-hydroxy-2-nonenal (HNE) are formed during 
lipid peroxidation as secondary or decomposition products. The main product of aldehydes 
in this region is malonaldehyde (MDA), which is an end product of lipid peroxidation that 
starts with abstracting a hydrogen atom from an unsaturated fatty acid chain, and this 
peroxidation spreads to the adjacent fatty acids continually. It has been proved that MDA 
inhibits the metabolism of high density lipoproteins (HDL), which are protecting factors of 
human organism. Thus, the increase of LDL, which is relative to the clinical condition of the 
patients, is associated with a higher risk of cardiovascular disease. 

In figure 8, the wide band at 1454 cm-1 is constituted of two bands at at 1461 cm-1and 1443 
cm-1 in the coronary artery, which arise from the carbon chain of lipids, combination of 
bending vibrations of δCH2 of carbon chains of lipids and δCOOH of non-ionic groups, 
respectively. The deconvolution of the band in the carotid artery revealed three bands, at 
1467, 1454, 1443 cm-1, which are assigned to the bending vibrations of δasCH3 of lipids, 
stretching vibration of νCO3 2- and δCOOH of non-ionic groups, respectively. In the 
coronary artery, the intense increase of the band results in the decrease of lipophilic 
environment of membrane. This observation is in agreement with the increase of the 
stretching vibration bands in the region 3000-2870 cm-1. 

The absorptions at 1238, 1173 and 1024 cm–1 matched the spectral patterns that arise from 
amide III (in plane N –H bending and C-N stretching vibrations) and the asymmetric and 
symmetric stretching modes of PO2 – in DNA or the phosphodiester groups of the 
phospholipids, cholesterol ester and –C-O-C- vibrations of fatty acids and ketals (Mamarelis 
et al., 2010), respectively, which are product of atheromatous plaque of coronary and carotid 
artery due to hyperoxidation of membranes (Figure 9).. The comparison of coronary and a 
carotid artery reveals that intense hyperoxidation has taken place in the coronary artery, as 
it is determined from the C-O-C vibrations of aldehyde groups. To the contrary, the 
vibrations of phosphate groups PO2 of phospholipids and DNA band together with the 
bending vibration v4CO3 2– at 874 cm-1 suggests that the atheromatic plaque is consisted 
from calcium carbonate (CaCO3) and that the foam cells are rich in calcium minerals(Petra et  
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Fig. 8. FT-IR spectra of carotid and coronary artery in the region 1500-1300 cm-1 and the 
deconvolution of the band at 1454 cm-1 of coronary (a) and carotid (b) artery.  

al., 2005). The calcified atherosclerotic plaque spectra are dominated by bands from calcified 
minerals such as hydroxyapatite and carbonated apatite.  

4. Scanning electron microscopy 
Scanning electron microscopy (SEM) was used for imaging biological specimens, thus 
enabling rapid and high-resolution imaging of atherosclerotic lesions (Kamar et al., 2008). 
High resolution images can be obtained without gold coating, thereby enabling imaging of 
atherosclerotic lesions close to its original state. Significant structural alterations and mineral 
salts were observed in carotid and coronary arteries. The membrane morphology of carotid 
artery is shown in figure 10.  

The architecture of foam cells is heterogenous as well as the size of white stones. It was 
found that this region is rich in phosphorous. It has been found that initiation of atheromats 
takes place in this region and thus, it is expected to be a region, which corresponds to 
atheromatic plaque rich in phospholipipases (Lp-PLA2). The enzyme Lp-PLA2 hydrolyses 
the oxidized phospholipids to lysophosphatydil choline and causes to atherogenesis 
(Gorelick, 2008; Parthasarathy et al., 2008). The ratio of [Ca]/[P] according to elemental 
analysis (EDAX)demonstrates that the stones of carotid are hydroxyapatite.  

On the contrary, the coronary artery is rich in calcium but no phosphorus was detected 
(Figure 11). As a result, carbonated apatite is mainly formed in coronary arteries. This 
observation is in agreement with the results from FT-IR spectra. Many of the mineral salts  
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Fig. 9. FT-IR spectra of carotid and coronary artery in the region 1300-800 cm-1. 

 
Fig. 10. A:SEM imaging of carotid membrane, region rich in mineral deposits (scale 500 μm), 
B: EDAX analysis of a white spot. 

are not connected to the tissues while other are bound by chemical bonds. Additionally, an 
increased number of fibrils are presented that confirm the fact that free radicals play an 
important role in the development of atheromas. The architecture of surface is rich in 
spheres of LDL, as it was demonstrated from FT-IR spectra. The molecules of LDL obtain 
the shape of sphere that corresponds to the minimum energy. 
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Fig. 11. A: SEM imaging of coronary membrane, region rich in mineral deposits  
(scale 50 μm), B: EDAX analysis of a white spot. 

5. Oxygen-centered free radicals 
The ubiquitous presence of oxygen in higher species and diatomic oxygen’s ability to readily 
accept electrons has made oxygen-centered free radicals the most frequently encountered 
radical species, which are involved in the pathogenesis of atherosclerosis. The hydrogen 
peroxide molecules are intermediate products in the catalytic cycle of oxidation of P450 

cytochrome according to the reaction [2]: 
 

e O2  O2 
2H+ 

H2O2
.- (2)

The main factors for the production of free radicals are the iron cations (Fe2+) of the 
hemoproteins and bivalent copper cations (Cu2+) from copper proteins(Halliwell & 
Gutteridge, 2000; Anastassopoulou & Dovas, 2007 ). The irons cations react with hydrogen 
peroxide and produce hydroxyl free radicals (.ΟΗ), according to Fenton or Haber-Weiss like 
reactions: 

 Fe2+ + H2O2 Fe3+ + ΗΟ. + OH- (3) 

Lipids, usually polyunsaturated fatty acids react with the produced hydroxyl radicals by 
hydrogen abstraction leading to the formation of lipid free radicals, according to the 
reaction [4]:  
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(4)

The produced lipid free radical is reproduced rapidly, leading to stable dimer products as it 
is shown in equation 5: 
 

(5)

Lipid radicals react with each other, leading to the generation of one terminal double bond 
[6]. 
 

 

(6)

The former reaction explains the increasing of the intensity of the olefinic band at 3077 cm-1. 

Taking into account that human lives under aerobic conditions, the oxygen in the form of 
double free radical (•O=O•) reacts rapidly with the lipid free radicals or other biomolecules 
such as collagen, elastin, resulting in the formation of lipid hydroperoxyl radical [7]. This 
step is the initiation of peroxidation. 
 

(7)

The abstraction of hydrogen (adjacent lipids, thiols) from lipid hydroperoxyl radical leads to 
the generation of hydroperoxyl groups (–C-O-OH), which are non-ionic and lead to fixation 
of lipid damage.  
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(8)

Peroxidized lipids decompose easily, generating both free and core aldehydes and ketones 
according to the reaction [9] (Mamarelis et.al. 2010). 
 

 

(9)

These reactions explain the FT-IR spectra of coronary and carotid artery. In the region of 1800-
1600 cm-1, the band at 1735 cm-1 which was assigned to the carbonyl group of lipid esters and 
the presence of malonaldehyde is confirmed by the former reactions. Malondialdehyde (MDA) 
is frequently measured as indicator of lipid peroxidation and oxidative stress (Dotan et al., 
2004). It is produced from lipid hydroperoxyl radical due to the following reactions: 

 
The non-destructive nature of FT-IR spectroscopy and the ability to directly probe 
biochemical changes lead to an understanding of the biochemical and structural changes 
associated with arteriosclerosis. The decrease in the intensity of the band at 1651 cm-1 and 
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the shifting to lower wavenumber (approximately 1630cm-1) justify the way of 
disappearance of the Amide I band and the change in the structure of proteins from alpha –
helix to random coil due to free radicals reactions. 

The bands at the region 1280 - 1170 cm-1 are attributed to the presence of O-C-C, O-C(O)-C 
groups due to the peroxidation of membranes. Thus, the presence of characteristic bands in 
the region 4000 -400 cm-1 confirms the peroxidation of membranes. 

6. Conclusions 
FT-IR spectra showed that hyperoxidation of lipids, phospholipids and membranes take 
place during atherogenesis. The plaque formation and the increase of LDL lead to change of 
tertiary structure of proteins from α-helix to random one. FT-IR spectra clearly revealed 
prominent spectral features corresponding to plaque constituents such as the presence of 
lipids, lipid esters, fibrous tissues and phosphate group (calcification). Spectral data were 
correlated well with patients’ analyses. The present work demonstrates that infrared 
spectroscopy can be used to accurately estimate the chemical composition of coronary and 
carotid arteries. In vivo information about the chemical composition of atherosclerotic 
lesions may provide a powerful method to detect and characterize sites of atherosclerosis. 
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the shifting to lower wavenumber (approximately 1630cm-1) justify the way of 
disappearance of the Amide I band and the change in the structure of proteins from alpha –
helix to random coil due to free radicals reactions. 

The bands at the region 1280 - 1170 cm-1 are attributed to the presence of O-C-C, O-C(O)-C 
groups due to the peroxidation of membranes. Thus, the presence of characteristic bands in 
the region 4000 -400 cm-1 confirms the peroxidation of membranes. 

6. Conclusions 
FT-IR spectra showed that hyperoxidation of lipids, phospholipids and membranes take 
place during atherogenesis. The plaque formation and the increase of LDL lead to change of 
tertiary structure of proteins from α-helix to random one. FT-IR spectra clearly revealed 
prominent spectral features corresponding to plaque constituents such as the presence of 
lipids, lipid esters, fibrous tissues and phosphate group (calcification). Spectral data were 
correlated well with patients’ analyses. The present work demonstrates that infrared 
spectroscopy can be used to accurately estimate the chemical composition of coronary and 
carotid arteries. In vivo information about the chemical composition of atherosclerotic 
lesions may provide a powerful method to detect and characterize sites of atherosclerosis. 

7. References 
Anastassopoulou, J., Boukaki, E., Conti, C., Ferraris, P., Giorgini, E., Rubini, C., Sabbatini, S., 

Theophanides, T. & Tosi, G. (2009). Microimaging FT-IR spectroscopy on 
pathological breast tissues. Vibrational Spectroscopy, Vol. 51, pp.270-275 

Anastassopoulou, J. & Dovas, A. (2007). Metal ions and cancer. In S Missailidis(Ed.), The 
cancer Clock. John Wiley, pp. 27-49 

Anastassopoulou, J. & TheophanidesT.(1990). Raman studies of model vesicle systems. J 
Appl Spectrosc. Vol. 44, pp. 523-525 

Arrondo, J.L.R. & Goni, F.M. (1998). Infrared studies of protein-induced perturbation of 
lipids in lipoproteins and membranes. Chemistry and Physics of Lipids, Vol. 96, pp. 
53–68 

Blout, E. R., & Mellors, R. C. (1949). Infrared Spectra of Tissues. Science, Vol. 110, pp.137–138 
Barth, A. (2007).Infrared spectroscopy of proteins. Biochimica et Biophysica Acta,Vol. 1767, 

No.9, pp. 1073-101 
Bolanos-Garcia, V.C. & Miguel, R.N. (2003). On the structure and function of 

apolipoproteins: more than a family of lipid binding proteins. Progress in Biophysics 
and Molecular Biology, Vol. 83, pp. 47-68 

Chua-anusorn, W. & Webb, J. (2000). Infrared spectroscopic studies of nanoscale iron oxide 
deposits isolated from human thalassemic tissues. Journal of Inorganic Biochemistry, 
Vol. 79, pp.303–309 

Conti, C., Ferraris, P., Giorgini, E., Rubini, C., Sabbatini, S., Tosi, G., Anastassopoulou, J., 
Arapantoni, P., Boukaki, E., Theophanides, T. & Valavanis, C. (2008). FT-IR 
Microimaging Spectroscopy:Discrimination between healthy and neoplastic human 
colon tissues. Journal of Molecular Structure, Vol. 881, pp. 46-51 

Deleris, G. & Petibois, C. (2003). Applications of FT-IR spectrometry to plasma contents 
analysis and monitoring. Vibrational Spectroscopy, Vol. 32, pp.129–136  

 
FT-IR Spectroscopy in Medicine 

 

287 

Dotan, Y., Lichtenberg , D.& Pinchuk, I. (2004). Lipid peroxidation cannot be used as a 
universal criterion of oxidative stress. Progress in Lipid Research, Vol. 43, No. 3, pp. 
200-227 

Elliot, A. & Ambrose, E. (1950). Structure of Synthetic Polypeptides. Nature, Vol.165, pp.921 
Fahrenfort, J. (1961). Attenuated total reflection: A new principle for the production of 

useful infra-red reflection spectra of organic compound. Spectrochimica Acta, Vol. 
17, pp. 698-709 

Gazi, E., Dwyer, J., Gardner, P., Ghanbari-Siakhani, A., Wde, A.P., Lockyer, N.P.,Vickerman, 
J.C., Clarke, N.W., Shanks, J.H., Scott, L.J., Hart, C.A. & Brown, M. (2003). 
Applications of Fourier transform infrared microspectroscopy in studies of benign 
prostate and prostate cancer. A pilot study. Journal of Pathology, Vol. 201, pp. 99–108 

Gorelick, P.B.(2008). Lipoprotein-Associated Phospholipase A2 and Risk of Stroke. American 
Journal of Cardiology, Vol. 101, pp. 34-40 

Goormaghtigh, E., Raussens, V. & Ruysschaert, J.-M. (1999). Attenuated total re£lection 
infrared spectroscopy of proteins and lipids in biological membranes. Biochimica et 
Biophysica Acta, Vol. 1422, pp.105-185 

Gough, K. M., Zelinski, D., Wiens, R., Rakand, M. & Dixon, M.C. (2003). Fourier transform 
infrared evaluation of microscopic scarring in the cardiomyopathic heart: Effect of 
chronic AT1 suppression. Analytical Biochemistry, Vol. 316, pp.232–242 

Halliwell, B. & Gutteridge, J.M.C. (2000). Free radicals in biology and medicine, 3rd ed. 
London: Oxford University Press, Oxford, UK 

Harrick, N.J. (1960). Study of Physics and Chemistry of Surfaces from Frustrated Total 
Internal Reflections. Physical Reviews Letters, Vol. 4, pp. 224–226  

Insull, W. (2009). The Pathology of Atherosclerosis: Plaque Development and Plaque 
Responses to Medical Treatment. The American Journal of Medicine, Vol. 122, No 1A, 
pp. S3–S14 

Kamari, Y., Cohen, H., Shaish, A., Bitzur, R., Afek, A., Shen, S., Vainshtein, A. & Harats, D. 
(2008). Characterisation of atherosclerotic lesions with scanning electron 
microscopy (SEM) of wet tissue. Diabetes and Vascular Disease Research, Vol. 5, 44-47 

Kolovou, P. & Anastassopoulou, J. (2007). Synchrotron FT-IR spectroscopy of human bones. 
The effect of agin. In: Brilliant Light in Life and Material Sciences, V. Tsakanov and H. 
Wiedemann (Eds.), pp. 267-272., Springer 

Krilov, D., Balarin, M., Kosovic, M., Gamulin, O. & Brnjas-Kraljevic, J. (2009). FT-IR 
spectroscopy of lipoproteins—A comparative study. Spectrochimica Acta Part A, Vol. 
73, pp. 701–706. 

Lee, R. T. & Libby, P.(1997). The Unstable Atheroma. Arteriosclerosis, Thrombosis, and Vascular 
Biology, Vol. 17, pp.1859-1867. 

Legal, J.M., Manfait, M. & Theohanides, T. (1991). Applications of FTIR spectroscopy in 
structural studies of cells and bacteria. Journal of Molecular structure, Vol. 242, 
pp.397-407  

Li, X., Lin, J., Ding, J., Wang, S., Liu, Q. & Qing, S. (2004). Raman spectroscopy and 
fluorescence for the detection of liver cancer and abnormal liver tissue, Annual Inter 
Conf IEEE EMBS, San Francisco, September 1–5, 2004 

Liu, K.Z., Bose, R. & Mantsch, H.H. (2002). Infrared spectroscopic study of diabetic platelets. 
Vibrational Spectroscopy, Vol. 28, pp. 131-136 



 
Infrared Spectroscopy – Life and Biomedical Sciences 

 

288 

Mamarelis, I., Pissaridi, K., Dritsa, V., Kotileas, P., Tsiligiris, V., Tzilalis, V. & 
Anastassopoulou, J. (2010). Oxidative stress and atherogenesis. An FT-IR 
spectroscopic study. In Vivo, Vol. 24, pp.883-888 

McIntosh, L.M., Jackson, M., Mantsch, H., Stranc, M.F. , Pilavdzic, D. &.Crowson, A.N.(1999) 
Infrared Spectra of Basal Cell Carcinomas are Distinct from Non-Tumor-Bearing 
Skin Components. Journal of Investigative Dermatology, Vol. 112, pp. 951–956. 

Nara, M., Okazaki, M., & Kagi, H. (2002). Infrared study of human serum very-low-density 
and low-density lipoproteins. Implication of esterified lipid C-O stretching bands 
for characterizing lipoproteins. Chemistry and Physics of Lipids, Vol. 117, pp. 1–6. 

Petra, M., Anastassopoulou, J., Theologis, T. & Theophanides T. (2005). Synchrotron micro-
FT-IR spectroscopic evaluation of normal paediatric human bone. Journal of 
Molecular Structure, Vol. 78, pp. 101-116 

Parthasarathy, S., Litvinov, D., Selvarajan, K. & Garelnabi M. (2008).Lipid peroxidation and 
decomposition — Conflicting roles in plaque vulnerability and stability. Biochimica 
et Biophysica Acta, Vol. 1781, pp. 221–231 

Ross, R. & Glomset, J. A. (1973). Atherosclerosis and the arterial smooth muscle cell. Science 
Vol. 180, pp. 1332–1339 

Stary, H.C. (2000). Natural history and histological classification of atherosclerotic lesions: 
an update. Arteriosclerosis, Thrombosis, and Vascular Biology, Vol. 20, pp. 1177-1178  

Steinberg, D. & Witztum, J.L. (1990). Lipoproteins and atherogenesis. Journal of American 
Medical association . Vol. 264, pp. 3047–3052 

Theophanides, T., Angibust, J.P. & Manfait M. (1988). Protein and Nucleic Acid Changes. In 
Twardowski (Ed.), Spectroscopic and Structural Studies of Biomaterials, I. Proteins, 
Sigma Press, Wilmslow, UK, pp. 3-14 

Theophanides, T. (1984). Fourier Transform Infrared Spectroscopy. D. Reidel Publishing Co., 
Dodrecht. 

Theophanides, T. (1978). Infrared and Raman spectroscopy of biological molecules. NATO 
Advanced Study Institute, D Reidel Publishing Co, Dodrecht 

Woernley, D. L. (1952). Infrared Absorption Curves for Normal and Neoplastic Tissues and 
Related Biological Substances. Cancer Research, Vol. 12, pp. 516 

Yano, K., Ohoshima, S., Gotou, Y., Kumaido, K., Moriguchi, T. & Katayama H. (2000). Direct 
Measurement of Human Lung Cancerous and Noncancerous Tissues by Fourier 
Transform Infrared Microscopy: Can an Infrared Microscope Be Used as a Clinical 
Tool? Analytical Biochemistry, Vol. 287, pp. 218-225 

17 

Chemometrics of Cells and  
Tissues Using IR Spectroscopy –  

Relevance in Biomedical Research 
Ranjit Kumar Sahu and Shaul Mordechai* 

Department of Physics, Ben-Gurion University of the Negev, Beer-Sheva 
Cancer Research Center, Ben-Gurion University of the Negev, Beer-Sheva 

Israel 

1. Introduction 
Biochemical analyses of substances rely upon the ability of techniques to identify 
qualitatively and quantitatively the components present and are based on physicochemical 
characteristics as well as chemical nature of substances being detected. While chemical 
analyses usually depend on reactions of a given substance and can be destructive, spectral 
studies are usually non-destructive and deal with describing a substance based on 
properties like absorption or transmission of light (e.g. UV, Visible, Infrared (IR)), light 
scattering ability, fluorescence /phosphorescence using various optical techniques. Thus, 
the technique (Fourier transform infrared) spectroscopy has gained prominence in both 
research and applications in different fields of science. Among the various techniques, IR 
spectroscopy owing to its lower potency of causing damage compared to X-rays, gamma 
rays and UV rays (as it is based on weak vibrational energies) has become the technique of 
choice during chemical analysis of substances. IR spectroscopy can not only provide 
information about the various components in a complex material but is also unique in its 
ability to be modified into different kinds of instrumentations based on requirement. The 
various IR spectroscopy based instruments from a simple IR based spectroscope that helps 
to obtain the absorbance spectra of a chemical compound to the complex imaging systems 
that employ computational methods in addition to the technical sophistication are based on 
a simple principle that every compound or a particular combination of compounds can be 
described by means of a FTIR (Fourier transform infra red) spectra qualitatively and 
quantitatively. 

The guiding principle of all such analyses lies in the fact that when IR radiation of different 
wave numbers are simultaneously passed through a sample, specific wave numbers are 
absorbed based on the vibrations of molecules, creating a unique fingerprint of each sample, 
from a simple molecule like a protein molecule to a more complex structure like eukaryotic 
tissues. In spite of the fact that the cells and tissues can be discriminated based on their 
spectral fingerprints in the mid IR/NIR region, their signatures are the result of contribution 
from several biological components that at times absorb at similar or overlapping wave 
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1. Introduction 
Biochemical analyses of substances rely upon the ability of techniques to identify 
qualitatively and quantitatively the components present and are based on physicochemical 
characteristics as well as chemical nature of substances being detected. While chemical 
analyses usually depend on reactions of a given substance and can be destructive, spectral 
studies are usually non-destructive and deal with describing a substance based on 
properties like absorption or transmission of light (e.g. UV, Visible, Infrared (IR)), light 
scattering ability, fluorescence /phosphorescence using various optical techniques. Thus, 
the technique (Fourier transform infrared) spectroscopy has gained prominence in both 
research and applications in different fields of science. Among the various techniques, IR 
spectroscopy owing to its lower potency of causing damage compared to X-rays, gamma 
rays and UV rays (as it is based on weak vibrational energies) has become the technique of 
choice during chemical analysis of substances. IR spectroscopy can not only provide 
information about the various components in a complex material but is also unique in its 
ability to be modified into different kinds of instrumentations based on requirement. The 
various IR spectroscopy based instruments from a simple IR based spectroscope that helps 
to obtain the absorbance spectra of a chemical compound to the complex imaging systems 
that employ computational methods in addition to the technical sophistication are based on 
a simple principle that every compound or a particular combination of compounds can be 
described by means of a FTIR (Fourier transform infra red) spectra qualitatively and 
quantitatively. 

The guiding principle of all such analyses lies in the fact that when IR radiation of different 
wave numbers are simultaneously passed through a sample, specific wave numbers are 
absorbed based on the vibrations of molecules, creating a unique fingerprint of each sample, 
from a simple molecule like a protein molecule to a more complex structure like eukaryotic 
tissues. In spite of the fact that the cells and tissues can be discriminated based on their 
spectral fingerprints in the mid IR/NIR region, their signatures are the result of contribution 
from several biological components that at times absorb at similar or overlapping wave 
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numbers. In order to explain the contribution of different metabolites like carbohydrates, 
nucleic acids, proteins and lipids in a sample, spectra of pure components are collected and 
analyzed for specific patterns. Comparison of compound that vary in one or more functional 
groups aids in the determination and assignment of particular groups and defines the 
specificity of signature for each along the entire spectral region. Assignment of the exact 
contribution of each component to the entire spectra therefore makes the method 
quantitative as well as qualitative.  

Figure 1A shows representative spectra of blood fractions obtained by FTIR-MSP (Fourier 
Transform Infrared Microscopy), mounted on ZnSe slides in transmission mode. It is 
observed that in spite of the diversity of the source and type of the samples, absorbance of 
IR occurs at similar wave numbers, implicating that the samples are composed of similar 
basic substances as mentioned above. Simultaneously it also shows how the variation occurs 
among these substances and what are the likely principal components of each, contributing 
to its unique spectra. For example, plasma has less sugar compared to the bacterial cell 
which has a capsule and thus has more prominent peaks in the region 900-1185. Similarly, 
the RBCs that lack nucleic acids show diminished peaks while WBCs show clear absorbance 
peaks between 1185 cm-1 and 1300 cm-1.  
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Fig. 1A. Amide II normalized average spectra in the region 800-1800 cm-1 of different ZnSe 
mounted blood components ( a-WBC, b-Plasma and c-RBC) analyzed by FTIR-MSP in 
transmission mode showing few peaks absorbance and the functional groups associated 
with it. 

Thus a qualitative assessment can be made regarding the composition of a sample by 
looking at its spectra and also defining what type of functional groups could be contributing 
to absorbance at specific wave numbers.  

Several tissues and organisms can show common peaks due to similarity in composition. As 
shown in Figure 1b, there is absorbance at wave numbers corresponding to components 
(like carbohydrates, proteins) that are present across a wide range of samples. Owing to 
large number of data due to the availability of several characteristic wave numbers for 
individual compounds, mathematical and computational methods are developed that can 
analyze spectra as per the requirement, providing users the convenience of obtaining the  
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Fig. 1B. Amide I normalized, averaged spectra of (a) bacteria (Streptococcus pneumoniae), (b) 
Cervical epithelium intermediate layer and (c) colonic crypt in transverse section to show 
absorbance of different biological components at different regions of mid IR. Note that though 
the carbohydrates absorbance occurs principally in the region between 1200-900 cm-1, the 
pattern differs across samples, giving a preliminary information of their different origins. 

data in usable and interpretable forms. Advancements in computational techniques have 
added to the utility of the FTIR based instruments by making spectral calculations rapid and 
automatic, leading to their application in diverse fields of chemistry and biology for both 
applied and basic research. The potential of FTIR spectroscopy thus serves not only for 
routine applications but also as a diagnostic tool where other optical methods become 
difficult to apply. In view of these developments an ever expanding field of biomedical 
research based on FTIR based technologies has arisen over the last few decades. With its 
unique abilities, the technique has been applied mostly in cancer diagnosis and monitoring, 
microbial identification and drug efficacy evaluations to name a few. The present chapter 
describes in brief the different aspects of applications of FTIR in biomedicine and their 
suitability and relevance to biomedical research. 

2. Brief historical perspective of FTIR spectroscopy in biomedical research 
IR spectroscopy has been in use for chemical analysis for several decades. The recognition of 
its ability to distinguish between normal and abnormal based on fingerprints of the cells and 
tissues has been utilized to describe changes at molecular and cellular levels ( Yang et al 
1995, Malik et al 1996, Schultz et al 1996, Malins et al 1997) opened up a new area in the field 
of biodiagnostics. Other studies paved way for the examination of the technique as a 
diagnostic tool for identification of disease especially malignancy (Cohenford et al 1997, 
Rigas et al 1990, Wang et al 1997). This was followed by expanding the methods to study 
tissues from several different organs such as skin, cervix, liver among others with an 
emphasis on cancer identification which would be at par with conventional diagnostic 
techniques without the negative factors like toxicity to live tissues. Early works focused on 
defining the tissue variability in terms of IR spectra (Chiriboga et al 1998a,b,c, Wood et al 
2004). This led to a large number of studies with different tissues and cell lines with an 
objective to make the technique relevant to oncology (Fukuyama et al 1999, Diem et al 2000, 
Gao et al 1999, Yano et al 2000, Malins et al 2003). The potential application in other 
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numbers. In order to explain the contribution of different metabolites like carbohydrates, 
nucleic acids, proteins and lipids in a sample, spectra of pure components are collected and 
analyzed for specific patterns. Comparison of compound that vary in one or more functional 
groups aids in the determination and assignment of particular groups and defines the 
specificity of signature for each along the entire spectral region. Assignment of the exact 
contribution of each component to the entire spectra therefore makes the method 
quantitative as well as qualitative.  

Figure 1A shows representative spectra of blood fractions obtained by FTIR-MSP (Fourier 
Transform Infrared Microscopy), mounted on ZnSe slides in transmission mode. It is 
observed that in spite of the diversity of the source and type of the samples, absorbance of 
IR occurs at similar wave numbers, implicating that the samples are composed of similar 
basic substances as mentioned above. Simultaneously it also shows how the variation occurs 
among these substances and what are the likely principal components of each, contributing 
to its unique spectra. For example, plasma has less sugar compared to the bacterial cell 
which has a capsule and thus has more prominent peaks in the region 900-1185. Similarly, 
the RBCs that lack nucleic acids show diminished peaks while WBCs show clear absorbance 
peaks between 1185 cm-1 and 1300 cm-1.  
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Fig. 1A. Amide II normalized average spectra in the region 800-1800 cm-1 of different ZnSe 
mounted blood components ( a-WBC, b-Plasma and c-RBC) analyzed by FTIR-MSP in 
transmission mode showing few peaks absorbance and the functional groups associated 
with it. 

Thus a qualitative assessment can be made regarding the composition of a sample by 
looking at its spectra and also defining what type of functional groups could be contributing 
to absorbance at specific wave numbers.  

Several tissues and organisms can show common peaks due to similarity in composition. As 
shown in Figure 1b, there is absorbance at wave numbers corresponding to components 
(like carbohydrates, proteins) that are present across a wide range of samples. Owing to 
large number of data due to the availability of several characteristic wave numbers for 
individual compounds, mathematical and computational methods are developed that can 
analyze spectra as per the requirement, providing users the convenience of obtaining the  
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Fig. 1B. Amide I normalized, averaged spectra of (a) bacteria (Streptococcus pneumoniae), (b) 
Cervical epithelium intermediate layer and (c) colonic crypt in transverse section to show 
absorbance of different biological components at different regions of mid IR. Note that though 
the carbohydrates absorbance occurs principally in the region between 1200-900 cm-1, the 
pattern differs across samples, giving a preliminary information of their different origins. 

data in usable and interpretable forms. Advancements in computational techniques have 
added to the utility of the FTIR based instruments by making spectral calculations rapid and 
automatic, leading to their application in diverse fields of chemistry and biology for both 
applied and basic research. The potential of FTIR spectroscopy thus serves not only for 
routine applications but also as a diagnostic tool where other optical methods become 
difficult to apply. In view of these developments an ever expanding field of biomedical 
research based on FTIR based technologies has arisen over the last few decades. With its 
unique abilities, the technique has been applied mostly in cancer diagnosis and monitoring, 
microbial identification and drug efficacy evaluations to name a few. The present chapter 
describes in brief the different aspects of applications of FTIR in biomedicine and their 
suitability and relevance to biomedical research. 

2. Brief historical perspective of FTIR spectroscopy in biomedical research 
IR spectroscopy has been in use for chemical analysis for several decades. The recognition of 
its ability to distinguish between normal and abnormal based on fingerprints of the cells and 
tissues has been utilized to describe changes at molecular and cellular levels ( Yang et al 
1995, Malik et al 1996, Schultz et al 1996, Malins et al 1997) opened up a new area in the field 
of biodiagnostics. Other studies paved way for the examination of the technique as a 
diagnostic tool for identification of disease especially malignancy (Cohenford et al 1997, 
Rigas et al 1990, Wang et al 1997). This was followed by expanding the methods to study 
tissues from several different organs such as skin, cervix, liver among others with an 
emphasis on cancer identification which would be at par with conventional diagnostic 
techniques without the negative factors like toxicity to live tissues. Early works focused on 
defining the tissue variability in terms of IR spectra (Chiriboga et al 1998a,b,c, Wood et al 
2004). This led to a large number of studies with different tissues and cell lines with an 
objective to make the technique relevant to oncology (Fukuyama et al 1999, Diem et al 2000, 
Gao et al 1999, Yano et al 2000, Malins et al 2003). The potential application in other 
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biomedical fields was expanded by studying the classification of microorganisms using the 
technique and using it for identifying pathogens (Kirschner et al 2001, Choosmith et al 2001, 
Sandt et al 2003, Essendoubi et al 2005). These studies led to the development of the concept 
of “biomarkers” which are parameters or statistics derived from the spectral data that help 
to identify or differentiate among samples. The most promising biomarkers have been 
repeatedly used though developments have led to utilization of more complex spectral 
information rather than simple ratios. For example the region between 900-1300 cm-1. There 
were also studies undertaken to identify universally suitable biomarkers which could be 
used in different cells or tissue types to identify malignancies (Sahu et al 2004b, 2005, 
Mordechai et al 2004). Thus, there was a parallel development of mathematical and 
computational methodologies to utilize the spectral data and improve the sensitivity and 
specificity of the diagnosis and helping clearly defining ambiguous samples or accounting 
for outliers. These methods include linear discriminant analysis (LDA) (Krafft et al 2006), 
probabilistic neural networks (PNN) (Mark et al 2004), Principal component analysis(PCA) 
(Muralikrishna et al 2005) artificial neural networks (ANN) (Zhang et al 2003, Lasch et al 
2007) and Discriminant classification functions (DCF) (Sahu et al 2010, Bogomolny et al 
2007). The methods like clustering of spectra based on either Wards algorithm using 
Euclidean distances or Mahalanobis distances have been used to classify tissues and used as 
a means of developing pseudocolor images during FPA mapping of tissues (Lasch and 
Naumann, 1998). Similarly while the diagnosis of tissues using FTIR was continuing, the 
detection of changes in single cells using more sophisticated techniques like synchrotron or 
SERS were undertaken (Chekun et al 2002). Studies were undertaken to elucidate the 
contribution of individual components like the nucleic acids which held a great promise as 
biomarkers (Malins et al 2005, Sahu et al 2008). The works were also supported by inducing 
transformation in cells using various biological and chemical reagents and studying the 
spectral manifestations (Ramesh et al 2001, Salman et al 2003, Bogomolny et al 2008). The 
other significant technical development undertaken was the fiber optic systems that could 
be used for surface scanning or as probes and these are based on the ATR systems. Parallel 
research was also carried out to help identify and exclude contaminants in samples (Wood 
et al 1998, Romeo et al 2003, Sahu et al 2005) or use samples from paraffin embedded 
systems (Ly et al 2008). The effect of physical phenomenon like Mie scattering and its 
contribution to the FTIR data was also studied (Kohler et al 2008, Lee et al 2007) with an aim 
to understand how it can interfere with and influence the basic spectral data. Thus in the last 
two decades progress has been made in several directions to help realize the full potential of 
the technique in various biomedical fields making the data both qualitatively and 
quantitatively relevant. Table I lists a few studies where detection of cancers was carried out 
using FTIR based instrumentation.  

3. Different types of FTIR spectroscopy and their suitability to different fields 
of biomedical research 
Currently the simplest and most familiar IR spectrometers existing consist of a source of IR 
beam, a sample holder and a detection system to monitor the absorbance. Utilizing several 
different matrices that are IR transparent ( KBr, BaF2, CaF2, ZnSe), it is possible to obtain the 
spectra from samples as diverse as pure compounds such as proteins, lipids, drugs and 
metabolites to homogeneous preparations such as body fluids, microorganisms, cell lines 
that can be mounted without destroying their chemical nature. While it is imperative that  
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Authors Tissue/Organs Analysis Region/Wave number 
Yang et al 1995 Fibrosacrcoma Intensity 1085 
Fujioka et al 2004 Gastric cancer Discriminant Analysis 925-1660 
Podshyvavlov et al 2005 Cervical cancer PNN 900-1800 
Krishna et al 2007 Ovarian tissue Cluster analysis 1540-60 & 1720-1780 
Ali et al 2008 Brain tumor Cluster analysis Higher region, 1735. 
Maziak et al 2007 Oesophagus Ratios  Several  
Harvey et al 2007 Prostate FTIR-acoustics  
Argov et al 2002 Colon ANN 900-1800 
Yano et al 2000 Lung  Ratios 1045,1467 
Wu et al 2001 Oral tissues Intensity 1745 
Lasch and Naumann 1998 Melanoma ANN/cluster analysis  
Andrus and Strickland 1998 Lymphoma Ratio 1020,1121 

Table 1. Malignancy in different types of tissue studied by FTIR spectroscopy. 

each sample would require a different approach before being mounted for analysis, the 
common requirement is removal of water (that interferes with the spectra) through 
processes like lyophilization or even heating thermo stable samples in an oven. The samples 
are at times dissolved in D2O to over come the effect of water especially where they are 
aqueous soluble. Such systems are used to study interactions between biological molecules 
such as proteins and nucleic acids with ligands like toxins and antibiotics (Pratibha and 
Malathi, 2008, Bourassa et al 2011). 

A slightly different approach is required for cells and microbes where a homogeneous material 
is available (e.g cell lines, bacteria). Such samples require removal of extraneous materials that 
can confound the spectra and are usually subjected to washes by normal saline before being 
dried for spectral acquisition. For example, bacterial cells from cultures in log phase are 
harvested after treatment with chloroform and the media removed by centrifugation. 
Subsequently they are washed several times in normal saline (without phosphates) and 
mounted on discs or any IR transparent support for spectra collection (Sahu et al 2006b).  

When dealing with eukaryotic cells like cell lines, the cells are harvested and washed in a 
buffered solution several times to get rid of the media components and finally washed in 
normal saline before removing the excess water by a process of air drying. Similarly, 
different components of blood can be separated and fractions of plasma directly dried on the 
support. For the cellular components of blood or fluid biopsies like fine needle extracts by 
different biophysical techniques can be used for obtaining a given population of cells such 
as RBC, WBCs, monocytes or T cells and B cells which after purification are treated similar 
to cell lines for spectroscopic measurements. Most of these samples can be measured with 
routine spectrometers. 

The approach becomes more complex when dealing with spectroscopy of tissues. In case of 
a relatively homogeneous tissue like liver, spectra can more or less be obtained from any 
region of the biopsy while tissues like cervical tissues that have clearly differentiated zones 
would need measurements at precise locations to alleviate spectral variation due to location 
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biomedical fields was expanded by studying the classification of microorganisms using the 
technique and using it for identifying pathogens (Kirschner et al 2001, Choosmith et al 2001, 
Sandt et al 2003, Essendoubi et al 2005). These studies led to the development of the concept 
of “biomarkers” which are parameters or statistics derived from the spectral data that help 
to identify or differentiate among samples. The most promising biomarkers have been 
repeatedly used though developments have led to utilization of more complex spectral 
information rather than simple ratios. For example the region between 900-1300 cm-1. There 
were also studies undertaken to identify universally suitable biomarkers which could be 
used in different cells or tissue types to identify malignancies (Sahu et al 2004b, 2005, 
Mordechai et al 2004). Thus, there was a parallel development of mathematical and 
computational methodologies to utilize the spectral data and improve the sensitivity and 
specificity of the diagnosis and helping clearly defining ambiguous samples or accounting 
for outliers. These methods include linear discriminant analysis (LDA) (Krafft et al 2006), 
probabilistic neural networks (PNN) (Mark et al 2004), Principal component analysis(PCA) 
(Muralikrishna et al 2005) artificial neural networks (ANN) (Zhang et al 2003, Lasch et al 
2007) and Discriminant classification functions (DCF) (Sahu et al 2010, Bogomolny et al 
2007). The methods like clustering of spectra based on either Wards algorithm using 
Euclidean distances or Mahalanobis distances have been used to classify tissues and used as 
a means of developing pseudocolor images during FPA mapping of tissues (Lasch and 
Naumann, 1998). Similarly while the diagnosis of tissues using FTIR was continuing, the 
detection of changes in single cells using more sophisticated techniques like synchrotron or 
SERS were undertaken (Chekun et al 2002). Studies were undertaken to elucidate the 
contribution of individual components like the nucleic acids which held a great promise as 
biomarkers (Malins et al 2005, Sahu et al 2008). The works were also supported by inducing 
transformation in cells using various biological and chemical reagents and studying the 
spectral manifestations (Ramesh et al 2001, Salman et al 2003, Bogomolny et al 2008). The 
other significant technical development undertaken was the fiber optic systems that could 
be used for surface scanning or as probes and these are based on the ATR systems. Parallel 
research was also carried out to help identify and exclude contaminants in samples (Wood 
et al 1998, Romeo et al 2003, Sahu et al 2005) or use samples from paraffin embedded 
systems (Ly et al 2008). The effect of physical phenomenon like Mie scattering and its 
contribution to the FTIR data was also studied (Kohler et al 2008, Lee et al 2007) with an aim 
to understand how it can interfere with and influence the basic spectral data. Thus in the last 
two decades progress has been made in several directions to help realize the full potential of 
the technique in various biomedical fields making the data both qualitatively and 
quantitatively relevant. Table I lists a few studies where detection of cancers was carried out 
using FTIR based instrumentation.  

3. Different types of FTIR spectroscopy and their suitability to different fields 
of biomedical research 
Currently the simplest and most familiar IR spectrometers existing consist of a source of IR 
beam, a sample holder and a detection system to monitor the absorbance. Utilizing several 
different matrices that are IR transparent ( KBr, BaF2, CaF2, ZnSe), it is possible to obtain the 
spectra from samples as diverse as pure compounds such as proteins, lipids, drugs and 
metabolites to homogeneous preparations such as body fluids, microorganisms, cell lines 
that can be mounted without destroying their chemical nature. While it is imperative that  
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Authors Tissue/Organs Analysis Region/Wave number 
Yang et al 1995 Fibrosacrcoma Intensity 1085 
Fujioka et al 2004 Gastric cancer Discriminant Analysis 925-1660 
Podshyvavlov et al 2005 Cervical cancer PNN 900-1800 
Krishna et al 2007 Ovarian tissue Cluster analysis 1540-60 & 1720-1780 
Ali et al 2008 Brain tumor Cluster analysis Higher region, 1735. 
Maziak et al 2007 Oesophagus Ratios  Several  
Harvey et al 2007 Prostate FTIR-acoustics  
Argov et al 2002 Colon ANN 900-1800 
Yano et al 2000 Lung  Ratios 1045,1467 
Wu et al 2001 Oral tissues Intensity 1745 
Lasch and Naumann 1998 Melanoma ANN/cluster analysis  
Andrus and Strickland 1998 Lymphoma Ratio 1020,1121 

Table 1. Malignancy in different types of tissue studied by FTIR spectroscopy. 

each sample would require a different approach before being mounted for analysis, the 
common requirement is removal of water (that interferes with the spectra) through 
processes like lyophilization or even heating thermo stable samples in an oven. The samples 
are at times dissolved in D2O to over come the effect of water especially where they are 
aqueous soluble. Such systems are used to study interactions between biological molecules 
such as proteins and nucleic acids with ligands like toxins and antibiotics (Pratibha and 
Malathi, 2008, Bourassa et al 2011). 

A slightly different approach is required for cells and microbes where a homogeneous material 
is available (e.g cell lines, bacteria). Such samples require removal of extraneous materials that 
can confound the spectra and are usually subjected to washes by normal saline before being 
dried for spectral acquisition. For example, bacterial cells from cultures in log phase are 
harvested after treatment with chloroform and the media removed by centrifugation. 
Subsequently they are washed several times in normal saline (without phosphates) and 
mounted on discs or any IR transparent support for spectra collection (Sahu et al 2006b).  

When dealing with eukaryotic cells like cell lines, the cells are harvested and washed in a 
buffered solution several times to get rid of the media components and finally washed in 
normal saline before removing the excess water by a process of air drying. Similarly, 
different components of blood can be separated and fractions of plasma directly dried on the 
support. For the cellular components of blood or fluid biopsies like fine needle extracts by 
different biophysical techniques can be used for obtaining a given population of cells such 
as RBC, WBCs, monocytes or T cells and B cells which after purification are treated similar 
to cell lines for spectroscopic measurements. Most of these samples can be measured with 
routine spectrometers. 

The approach becomes more complex when dealing with spectroscopy of tissues. In case of 
a relatively homogeneous tissue like liver, spectra can more or less be obtained from any 
region of the biopsy while tissues like cervical tissues that have clearly differentiated zones 
would need measurements at precise locations to alleviate spectral variation due to location 
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effects (Chiriboga et al 1998a). However these samples necessitate a microscopic evaluation 
before measurement. Colonic biopsies that display a more or less uniform pattern in the 
cross section are measured on the circles of crypts for diagnosis of malignancies. However 
the longitudinal sections of the crypt require a more defined location for measurement and 
invariably depend on the utilization of microscope. More complicated measurements of 
tissues where several different kind of cells are required to be measured depend on focal 
plane array detectors where each pixel of the measured area can be represented by a spectra. 
The requirement of methodologies for reconstruction of a pseudo image based on spectral 
characteristics become the norm and essential feature of such measurements. 

4. FTIR instrumentation and their applications in biomedicine 
The simplest FTIR spectrometers have been most widely used to study cells and plasma 
samples. When a sample’s spectra are obtained, they are normalized, averaged and baseline 
corrected. The usual practice is to undertake a baseline correction in the spectral region of 
interest using the rubber band form and locating the two extreme points of the region of 
interest. The cut spectra are then normalized again to the highest peak or the area. The 
different methods of baseline correction in specified regions would greatly alter the results. 
Hence application of similar data processing on all spectra being considered in a study 
becomes essential. The intensities at selected wave numbers are then used to define ratios or 
biomarkers that can define the criterion being sought for the diagnosis. Extracting intensity 
ratios is preferred than band intensity, since it yields a dimensionless quantity which is 
mostly independent on the exact normalization procedure used (such as Min-Max or vector 
normalization). Other than the intensities, many studies report shifts in peak wave numbers 
which can provide additional valuable information. However instruments that can measure 
only a few wave numbers can also be used when more sophisticated instrumentations are 
not available. For example measuring the band intensities of the CH2 and CH3 vibrations 
between 2800-3200 cm-1 can provide information about the status of the tissue (Sahu et al 
2006a,2005). Similarly various other parameters have been routinely used in diagnosis of 
diseases and cancer. The ratio of Amide I /Amide II quantified using the integrated 
absorption of Amide I and Amide II (1750-1590 cm-1, 1590-1480 cm-1) was one of the first 
ratios found suitable for diagnosis and is an indicator for the DNA absorbance variation 
(Liquier and Talliander,1996, Benedetti et al., 1997; Gasparri & Muzio, 2003). RBCs (red 
blood cells) from humans that lack nuclei posses a ratio of unity for this parameter and 
maybe used as a reference when understanding nuclear changes using these wave number 
regions. 

Similarly quantification of phosphate metabolites calculated by measuring the integrated 
area of phosphate symmetric (990-1145 cm-1) and antisymmetric (1190-1275 cm-1) bands 
have been used to understand the stages of the cell (Yang at al. 1995). The most promising 
phosphate absorbance that has been used in many studies is the RNA/DNA ratio 
dependent on the phosphate absorbance arising from the symmetric vibrations of DNA and 
RNA namely at 1020 and 1121 cm-1 respectively. Several other band intensities have been 
used individually or in combination as listed in table 1 for evaluating cells, tissues and 
biopsies. The band at 1045 cm-1 is attributed to the vibrational frequency of -CH2OH groups 
and the C-O stretching frequencies coupled with C-O bending frequencies of the C-OH 
groups of carbohydrates (including glucose, glycogen, etc.) as well as the capsular 
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carbohydrates of bacteria. The ratio of the integrated absorbance at 1045 cm-1 to that at 1545 
cm-1 provides an estimate of the carbohydrate absorption (Parker, 1971). When a 
normalization is made to the amide II band the intensities at this wavenumber can be 
assumed to directly correlate with the amount of carbohydrates and is similar to 
normalizing the amount to protein in cells and tissues using chemical analyses. 

5. Protocols for sample preparation 
As the sources of samples for FTIR spectroscopy can be different, they need special 
preparations adopting different kinds of procedures depending on the samples. 

5.1 FTIR spectroscopy of homogeneous materials 

5.1.1 Drug macromolecules interactions 

Studies of drug interactions by FTIR spectroscopy are easily carried out in systems using D2O. 
Various approaches are possible. The drug and protein/nucleic acid interaction is carried out 
under solution conditions at predetermined stoichiometry and the mixture is then added to a 
film from which spectral data are obtained. The individual components are also used as 
references or controls. The difference spectra between the control and with the ligands is sued 
to quantify the amount of bound ligands or study the changes in the protein secondary 
structure by monitoring the shifts in peak intensities or variation in peak intensities of different 
functional groups (Bourasssa et al 2011). FTIR-ATR system can also be used for studying the 
interactions using a dialysis system.(Krasteva et al 2006, Kumar & Barth (2011). 

5.1.2 Microbial cultures 

Bacterial cultures growing in the log phase are fixed with formaldehyde (final concentration 
0.25%) and washed three times with saline containing 0.25% formaldehyde and once with 
saline only. The pellet is resuspended with saline to an OD450 = 0.3 (about 20 ml). One 
microliter of the suspension is spotted on Zinc-Selenium slides and air dried for 6 hours to 
remove any water in the sample under a laminar air flow chamber. Microscopic FTIR 
measurements are made in transmission mode using the FTIR microscope IRscope II with a 
mercury-cadmium-telluride (MCT) detector, coupled to the FTIR spectrometer (Bruker 
Equinox model 55/S, OPUS software). Absorbance is measured from an area of 100 nm 
diameter by setting the slit to 100 microns. Regions of thickness of about 10 microns (as seen 
from the ADC values) are selected and 128 scans co added for each spectrum. For each 
sample at least five spots are measured and the average spectra calculated. Similar 
procedure can be adopted for yeast cells. In case of fungi which have a tendency to grow as 
filaments (hyphae), the filaments are harvested and briefly tweezed or torn to get uniform 
untangled mass as observed under the microscope. These are then washed in water or saline 
before mounting on the slides. These can also be measured using ATR systems as they are 
highly adherent and a spread sample is likely to have non uniformity in thickness owing to 
the clumping tendency of the filaments (Salman et al 2011).  

5.1.3 Cell lines and transformed cultures 

Cell lines are cultured under suitable conditions (e.g. 37°C in RPMI medium supplemented 
with 10% of newborn calf serum (NBCS) and the antibiotics penicillin, streptomycin) and 
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effects (Chiriboga et al 1998a). However these samples necessitate a microscopic evaluation 
before measurement. Colonic biopsies that display a more or less uniform pattern in the 
cross section are measured on the circles of crypts for diagnosis of malignancies. However 
the longitudinal sections of the crypt require a more defined location for measurement and 
invariably depend on the utilization of microscope. More complicated measurements of 
tissues where several different kind of cells are required to be measured depend on focal 
plane array detectors where each pixel of the measured area can be represented by a spectra. 
The requirement of methodologies for reconstruction of a pseudo image based on spectral 
characteristics become the norm and essential feature of such measurements. 

4. FTIR instrumentation and their applications in biomedicine 
The simplest FTIR spectrometers have been most widely used to study cells and plasma 
samples. When a sample’s spectra are obtained, they are normalized, averaged and baseline 
corrected. The usual practice is to undertake a baseline correction in the spectral region of 
interest using the rubber band form and locating the two extreme points of the region of 
interest. The cut spectra are then normalized again to the highest peak or the area. The 
different methods of baseline correction in specified regions would greatly alter the results. 
Hence application of similar data processing on all spectra being considered in a study 
becomes essential. The intensities at selected wave numbers are then used to define ratios or 
biomarkers that can define the criterion being sought for the diagnosis. Extracting intensity 
ratios is preferred than band intensity, since it yields a dimensionless quantity which is 
mostly independent on the exact normalization procedure used (such as Min-Max or vector 
normalization). Other than the intensities, many studies report shifts in peak wave numbers 
which can provide additional valuable information. However instruments that can measure 
only a few wave numbers can also be used when more sophisticated instrumentations are 
not available. For example measuring the band intensities of the CH2 and CH3 vibrations 
between 2800-3200 cm-1 can provide information about the status of the tissue (Sahu et al 
2006a,2005). Similarly various other parameters have been routinely used in diagnosis of 
diseases and cancer. The ratio of Amide I /Amide II quantified using the integrated 
absorption of Amide I and Amide II (1750-1590 cm-1, 1590-1480 cm-1) was one of the first 
ratios found suitable for diagnosis and is an indicator for the DNA absorbance variation 
(Liquier and Talliander,1996, Benedetti et al., 1997; Gasparri & Muzio, 2003). RBCs (red 
blood cells) from humans that lack nuclei posses a ratio of unity for this parameter and 
maybe used as a reference when understanding nuclear changes using these wave number 
regions. 

Similarly quantification of phosphate metabolites calculated by measuring the integrated 
area of phosphate symmetric (990-1145 cm-1) and antisymmetric (1190-1275 cm-1) bands 
have been used to understand the stages of the cell (Yang at al. 1995). The most promising 
phosphate absorbance that has been used in many studies is the RNA/DNA ratio 
dependent on the phosphate absorbance arising from the symmetric vibrations of DNA and 
RNA namely at 1020 and 1121 cm-1 respectively. Several other band intensities have been 
used individually or in combination as listed in table 1 for evaluating cells, tissues and 
biopsies. The band at 1045 cm-1 is attributed to the vibrational frequency of -CH2OH groups 
and the C-O stretching frequencies coupled with C-O bending frequencies of the C-OH 
groups of carbohydrates (including glucose, glycogen, etc.) as well as the capsular 
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carbohydrates of bacteria. The ratio of the integrated absorbance at 1045 cm-1 to that at 1545 
cm-1 provides an estimate of the carbohydrate absorption (Parker, 1971). When a 
normalization is made to the amide II band the intensities at this wavenumber can be 
assumed to directly correlate with the amount of carbohydrates and is similar to 
normalizing the amount to protein in cells and tissues using chemical analyses. 

5. Protocols for sample preparation 
As the sources of samples for FTIR spectroscopy can be different, they need special 
preparations adopting different kinds of procedures depending on the samples. 

5.1 FTIR spectroscopy of homogeneous materials 

5.1.1 Drug macromolecules interactions 

Studies of drug interactions by FTIR spectroscopy are easily carried out in systems using D2O. 
Various approaches are possible. The drug and protein/nucleic acid interaction is carried out 
under solution conditions at predetermined stoichiometry and the mixture is then added to a 
film from which spectral data are obtained. The individual components are also used as 
references or controls. The difference spectra between the control and with the ligands is sued 
to quantify the amount of bound ligands or study the changes in the protein secondary 
structure by monitoring the shifts in peak intensities or variation in peak intensities of different 
functional groups (Bourasssa et al 2011). FTIR-ATR system can also be used for studying the 
interactions using a dialysis system.(Krasteva et al 2006, Kumar & Barth (2011). 

5.1.2 Microbial cultures 

Bacterial cultures growing in the log phase are fixed with formaldehyde (final concentration 
0.25%) and washed three times with saline containing 0.25% formaldehyde and once with 
saline only. The pellet is resuspended with saline to an OD450 = 0.3 (about 20 ml). One 
microliter of the suspension is spotted on Zinc-Selenium slides and air dried for 6 hours to 
remove any water in the sample under a laminar air flow chamber. Microscopic FTIR 
measurements are made in transmission mode using the FTIR microscope IRscope II with a 
mercury-cadmium-telluride (MCT) detector, coupled to the FTIR spectrometer (Bruker 
Equinox model 55/S, OPUS software). Absorbance is measured from an area of 100 nm 
diameter by setting the slit to 100 microns. Regions of thickness of about 10 microns (as seen 
from the ADC values) are selected and 128 scans co added for each spectrum. For each 
sample at least five spots are measured and the average spectra calculated. Similar 
procedure can be adopted for yeast cells. In case of fungi which have a tendency to grow as 
filaments (hyphae), the filaments are harvested and briefly tweezed or torn to get uniform 
untangled mass as observed under the microscope. These are then washed in water or saline 
before mounting on the slides. These can also be measured using ATR systems as they are 
highly adherent and a spread sample is likely to have non uniformity in thickness owing to 
the clumping tendency of the filaments (Salman et al 2011).  

5.1.3 Cell lines and transformed cultures 

Cell lines are cultured under suitable conditions (e.g. 37°C in RPMI medium supplemented 
with 10% of newborn calf serum (NBCS) and the antibiotics penicillin, streptomycin) and 
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passed to obtain confluent cells . Adherent cells are harvested using a cell lifter while cells in 
suspension are taken directly. The cell suspensions is centrifuged for 5 minutes at 3000 rpm 
and the pellet washed in phosphate buffered saline several times ( 3-5 times). After the 
washing, the cells are washed at least two times in normal saline and resuspended in saline 
such that the cells density is about 1x106/ml. One microlitre of this suspension is spotted on 
a ZnSe window and allowed to air dry in a laminar air flow chamber for several hours. A 
microlitre of the last supernatant before suspension may also be spotted to be used as a 
reference for any unwanted materials. Spectra from this sample should ideally be similar to 
the background spectra. Cells and microbes like fungus may also be grown on IR 
transparent matrices when they are analyzed by ATR or in reflectance mode. Precautions 
are however required to avoid artifacts due to very thin layers of drying of cells (Mourant et 
al 2003a). 

5.1.4 Samples from body fluids such as blood or urine 

Body fluids usually contain cells and non cellular components, tissue debris and a fluid or 
matrix. When the cells are the material of interest, they are isolated into pure or 
homogeneous forms using various separation techniques that utilize the different 
sedimentation coefficient of the cells and including Fluorescence activated cell sorter (FACS) 
when required to isolate a pure population based on their cell surface markers. In case of 
blood samples, the collection is made in heparin or EDTA to prevent the clotting. Then they 
are separated by a histopaque or Ficoll gradient. The cells are then washed in PBS followed 
by normal saline as for cultured cells. For spectra of other components such as plasma from 
blood, the plasma or sera obtained from blood is directly spotted on the ZnSe windows 
without further processing. However, if the liquid is very viscous, it can lead to super 
saturated spectra. To avoid this, the fluid is spread by dragging the drop in several 
directions with the tip and spreading it. Study of other body fluids like urine may require 
filtration of the liquid to remove debris and its concentration to reduce the amount of water 
before it is loaded on matrices. In case of study of the cellular components, a prior 
separation of different cell components maybe required.  

5.2 FTIR spectroscopy of tissue samples 

Most of the diagnostic potential of FTIR spectroscopy has been evaluated in tissues that relate 
to carcinogenesis with an objective to diagnose malignancy or premalignancy. Thus, 
conventionally the material available was formalin fixed, paraffin embedded tissues. In most 
of these cases, the tissue is sliced to a suitable thickness( usually 10 microns), processed to 
remove the embedding material and mounted on a slide ( usually a ZnSe slide) before it is 
used for measurements. Such slides are stored in histology frames dipped in 70% ethanol to 
prevent contamination. A consecutive section that is congruent to the section being measured 
is usually used for H&E staining. Thus, both the optical as well as the FTIR measuring 
capabilties of the microscope are used to pin point the exact location of measurement. For 
example, in tissues like cervical epithelium, where there is a decrease in glycogen level from 
the superficial layer to the basal layer ( Chiriboga et al 1998a), and also the reduction of 
glycogen is an important marker for CIN or cervical cancer, it becomes important to measure 
at defined regions, namely the intermediate layers of the tissue to accurately be able to classify 
the stage of CIN (Figure 3a)(Mark et al 2004). In case of colonic epithelium, the tissue can 
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contain regions where the crypts are seen in a transverse or longitudinal section. The 
measurements can be made on either type of section. However, the transverse sections are 
usually measured for conventional diagnosis and grading for cancer or premalignancy (Argov 
et al 2002, Argov et al 2004). Measurements along the crypt height have been employed to 
understand metabolic activity in terms of spectral changes (Salman et al 2004) or to define 
abnormal proliferation in the epithelium (Sahu et al 2004a, Sahu et al 2010). In these cases, a 
region of the slide free from contaminants is used for the background. The histology of the 
tissue is evaluated on the complementary slide which is stained with H&E. Regions are 
selected that indicate the required stage of disease and then measured by locating the identical 
spots on the ZnSe slide. At least five measurements on each sample are carried out. The 
morphology of the colonic epithelium is well defined and it is easy to locate the crypts even 
while viewing under the optical microscope. Thus, it is easier to locate the crypts and measure 
them. Usually in these tissues, measurements are made by adjusting the slit to 120 microns 
that results in an area of 100 micron diameter. As most formalin fixed tissues are paraffin 
embedded and processed, the spectroscopy in the higher region can also be used to monitor 
contaminants like blood and paraffin or any residual cleansing reagent like xylol (Sahu et al 
2005). Both the transverse sections of the crypt, where the entire crypt would fit into the area of 
measurement or several locations along the crypt in the longitudinal section can be measured 
based on the requirement of the studies (Argov et al 2002, Argov et al 2004, Sahu et al 2004a, 
Salman et al 2004). In case of measurement along the length of the crypt the replication is 
carried out by measuring several crypts at similar distance form the base or apex unlike the 
cross section where several crypt circles are measured. For more complex tissues such as skin, 
where different kinds of abnormalities occur (both benign and malignant) the exact location 
of the sample measurement area requires the involvement of an expert 
dermatologist/pathologist to pin point and mark the areas on the complementary slides 
(Hammody et al 2007). Advancement in technologies have made it possible to automatically 
measure entire regions of the biopsy using the FPA detector systems and the spectra 
corresponding to every pixel of the measured area can be obtained. This type of measurement 
is slow though automated and helps to map entire regions. However the study on a 
complementary slide to demarcate the exact location of histological entities is still essential to 
precisely correlate the spectra. The processing is similar to microscopy but owing to a large 
amount of acquired data, automated computational methods become necessary.  

5.3 Cellular transformations 

Cellular transformations are used to understand spectral changes happening due to 
biological changes in cells and tissues, often inducing controlled changes in cell lines using 
genes or viruses. Cells grown in tissue culture plates are treated with polybrene (a cationic 
polymer required for neutralizing the negative charge of the cell membrane) for 24 h before 
infection with the virus. Free polybrene is removed and incubated with the high titer 
infecting virus stock at 37°C for 2 h. The unabsorbed virus particles are removed by washing 
the cells in fresh warm medium and fresh medium is added. Several wells are used in a 
study including a control group passed through similar conditions without the infecting 
virus. After various stages of progression the cells are examined for the appearance of 
malignant transformation and cells from sets of wells harvested at different time intervals 
used for spectra acquisition. Cells can also be grown on soft agar or stained to confirm their 
malignant transformation. 
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passed to obtain confluent cells . Adherent cells are harvested using a cell lifter while cells in 
suspension are taken directly. The cell suspensions is centrifuged for 5 minutes at 3000 rpm 
and the pellet washed in phosphate buffered saline several times ( 3-5 times). After the 
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are however required to avoid artifacts due to very thin layers of drying of cells (Mourant et 
al 2003a). 
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blood samples, the collection is made in heparin or EDTA to prevent the clotting. Then they 
are separated by a histopaque or Ficoll gradient. The cells are then washed in PBS followed 
by normal saline as for cultured cells. For spectra of other components such as plasma from 
blood, the plasma or sera obtained from blood is directly spotted on the ZnSe windows 
without further processing. However, if the liquid is very viscous, it can lead to super 
saturated spectra. To avoid this, the fluid is spread by dragging the drop in several 
directions with the tip and spreading it. Study of other body fluids like urine may require 
filtration of the liquid to remove debris and its concentration to reduce the amount of water 
before it is loaded on matrices. In case of study of the cellular components, a prior 
separation of different cell components maybe required.  

5.2 FTIR spectroscopy of tissue samples 

Most of the diagnostic potential of FTIR spectroscopy has been evaluated in tissues that relate 
to carcinogenesis with an objective to diagnose malignancy or premalignancy. Thus, 
conventionally the material available was formalin fixed, paraffin embedded tissues. In most 
of these cases, the tissue is sliced to a suitable thickness( usually 10 microns), processed to 
remove the embedding material and mounted on a slide ( usually a ZnSe slide) before it is 
used for measurements. Such slides are stored in histology frames dipped in 70% ethanol to 
prevent contamination. A consecutive section that is congruent to the section being measured 
is usually used for H&E staining. Thus, both the optical as well as the FTIR measuring 
capabilties of the microscope are used to pin point the exact location of measurement. For 
example, in tissues like cervical epithelium, where there is a decrease in glycogen level from 
the superficial layer to the basal layer ( Chiriboga et al 1998a), and also the reduction of 
glycogen is an important marker for CIN or cervical cancer, it becomes important to measure 
at defined regions, namely the intermediate layers of the tissue to accurately be able to classify 
the stage of CIN (Figure 3a)(Mark et al 2004). In case of colonic epithelium, the tissue can 
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contain regions where the crypts are seen in a transverse or longitudinal section. The 
measurements can be made on either type of section. However, the transverse sections are 
usually measured for conventional diagnosis and grading for cancer or premalignancy (Argov 
et al 2002, Argov et al 2004). Measurements along the crypt height have been employed to 
understand metabolic activity in terms of spectral changes (Salman et al 2004) or to define 
abnormal proliferation in the epithelium (Sahu et al 2004a, Sahu et al 2010). In these cases, a 
region of the slide free from contaminants is used for the background. The histology of the 
tissue is evaluated on the complementary slide which is stained with H&E. Regions are 
selected that indicate the required stage of disease and then measured by locating the identical 
spots on the ZnSe slide. At least five measurements on each sample are carried out. The 
morphology of the colonic epithelium is well defined and it is easy to locate the crypts even 
while viewing under the optical microscope. Thus, it is easier to locate the crypts and measure 
them. Usually in these tissues, measurements are made by adjusting the slit to 120 microns 
that results in an area of 100 micron diameter. As most formalin fixed tissues are paraffin 
embedded and processed, the spectroscopy in the higher region can also be used to monitor 
contaminants like blood and paraffin or any residual cleansing reagent like xylol (Sahu et al 
2005). Both the transverse sections of the crypt, where the entire crypt would fit into the area of 
measurement or several locations along the crypt in the longitudinal section can be measured 
based on the requirement of the studies (Argov et al 2002, Argov et al 2004, Sahu et al 2004a, 
Salman et al 2004). In case of measurement along the length of the crypt the replication is 
carried out by measuring several crypts at similar distance form the base or apex unlike the 
cross section where several crypt circles are measured. For more complex tissues such as skin, 
where different kinds of abnormalities occur (both benign and malignant) the exact location 
of the sample measurement area requires the involvement of an expert 
dermatologist/pathologist to pin point and mark the areas on the complementary slides 
(Hammody et al 2007). Advancement in technologies have made it possible to automatically 
measure entire regions of the biopsy using the FPA detector systems and the spectra 
corresponding to every pixel of the measured area can be obtained. This type of measurement 
is slow though automated and helps to map entire regions. However the study on a 
complementary slide to demarcate the exact location of histological entities is still essential to 
precisely correlate the spectra. The processing is similar to microscopy but owing to a large 
amount of acquired data, automated computational methods become necessary.  

5.3 Cellular transformations 

Cellular transformations are used to understand spectral changes happening due to 
biological changes in cells and tissues, often inducing controlled changes in cell lines using 
genes or viruses. Cells grown in tissue culture plates are treated with polybrene (a cationic 
polymer required for neutralizing the negative charge of the cell membrane) for 24 h before 
infection with the virus. Free polybrene is removed and incubated with the high titer 
infecting virus stock at 37°C for 2 h. The unabsorbed virus particles are removed by washing 
the cells in fresh warm medium and fresh medium is added. Several wells are used in a 
study including a control group passed through similar conditions without the infecting 
virus. After various stages of progression the cells are examined for the appearance of 
malignant transformation and cells from sets of wells harvested at different time intervals 
used for spectra acquisition. Cells can also be grown on soft agar or stained to confirm their 
malignant transformation. 
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6. Spectra acquisition and data processing 
Spectra can be obtained either in transmission or reflective mode or both from a FTIR 
microscope (Argov et al 2002, Chang et al 2003). Samples loaded on a mounting material 
such as a ZnSe slide are observed under the microscope for their uniformity and thickness 
and representative regions are selected. Prior to measuring the samples a background 
measurement is made in a region free of any samples or reference material. This spectrum is 
saved as a background (Figure 2a). The data processor automatically subtracts these  
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A. Initial absorbance spectrum collected in transmission mode (a), background (b) and background 
subtracted and rubber band baseline corrected spectrum (c). B. Spectra in the region 800-1800 cm-1 after 
cutting from the entire spectrum, baseline correction and normalization to amide I peak (a) or amide II 
peak (b). C. Area normalization of the spectrum after cutting the region between 800-1800 cm-1 preceded 
by baseline correction and followed by offset correction. The vertical lines denote intensities at 1545 and 
1045 cm-1 which can be used for quantification of carbohydrates. D. Deconvolution of the spectra to 
obtain intensity at various peaks using Gaussian fit of the spectra. (E.) Second derivative of the spectra. 
(F) Selected region in the second derivative spectra where the intensity at a selected wavenumber is 
calculated by taking the intesities at the minimum (a) and the adjacent maximum (b).  

Fig. 2. Spectral acquisition and processing.  
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background spectra when further measurements are made. The reference samples if any are 
then measured. The thickness of the sample is usually reflected in the ADC rates. A ADC 
value of less than 3000 usually denotes a thickness of less than 10 microns and often leads to 
noisy spectra. On the other hand regions with a very high ADC value of (>6000) can give 
rise to supersaturated spectra. Once a set of reference spectra are obtained and they display 
required characteristics, the samples are measured. Ideally 3-5 spots are measured on each 
spotted sample. 

The background corrected spectra is then baseline corrected for the entire region using a 
rubber band baseline function (Figure 2A). Selected spectral regions of interest are then 
separately cut from the entire spectrum and a second baseline correction is made (e.g region 
between 800-1800 cm-1). This is followed by a normalization of the spectra (Fig.2B,C). The 
different spectra are then averaged and the average spectra used to represent a sample. 
Intensities at different wavenumbers obtained form this processed spectra are the inputs for 
various mathematical analyses. For example, the ratio of intensities at 1545 and 1045 cm-1 ( 
Figure 2C) or peak areas after deconvolution (Figure 2D). 

Usually a region with normal morphology is taken as a reference or control while 
identifying the malignancy in a tissue to avoid any heterogeneity due to individual 
variations while comparing normal and abnormal tissues (Argov et al 2002). With 
recognition of the fact that normal tissues may still display abnormal FTIR spectra it 
becomes important to precisely define a normal tissue or biological entity which in itself 
could lead to better understand dynamics of spectral variation during disease progression 
(Sahu et al 2010). 

Second derivatives and higher order derivatives of spectra are used to avoid the errors 
creeping in due to bias originating from baseline selection methods (Figure 2E). In this case 
when the intensities are measured, the minima correspond to the maxima (peak intensity) in 
the original spectra. Sum of the value at the minima with the value at the nearest maxima is 
taken to indicate the intensity at the particular wavenumber (Fig 2F). 

6.1 Spectral acquisition using ATR/FEWS systems 

ATR measurements can be done using Bruker FT-IR Tensor 27 Spectrometer equipped with 
a liquid nitrogen cooled mercury-cadmium-telluride (MCT) detector and coupled with 
Horizontal Attenuated Total Reflectance Accessory (HATR (Horizontal Attenuated Total 
Reflectance), PIKE technologies Inc,) systems (Bogomonly et al 2009). The accessory is 
connected with a nitrogen reservoir, which enables to preserve dryness of the sample and 
maintaining an inert atmosphere. The design employs a pair of transfer optics to direct the 
infrared beam to one end of IR transmitting crystal. A similar pair of flat mirrors directs the 
beam from the other end of the ATR crystal to the spectrometer detector. The ATR crystal 
made up of ZnSe is of a trapezoid shape with its thickness suitable to produce optimum 
performance. To reduce variance each sample is measured several times (at least five) and 
the ADC rates are empirically chosen between 4000-5000 counts/sec.  

7. Advances in data analysis 
Unique spectral fingerprints of biological entities in the mid IR region are the manifestation 
of several components absorbing at different wavenumbers, with overlap. Thus, both the 
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6. Spectra acquisition and data processing 
Spectra can be obtained either in transmission or reflective mode or both from a FTIR 
microscope (Argov et al 2002, Chang et al 2003). Samples loaded on a mounting material 
such as a ZnSe slide are observed under the microscope for their uniformity and thickness 
and representative regions are selected. Prior to measuring the samples a background 
measurement is made in a region free of any samples or reference material. This spectrum is 
saved as a background (Figure 2a). The data processor automatically subtracts these  
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A. Initial absorbance spectrum collected in transmission mode (a), background (b) and background 
subtracted and rubber band baseline corrected spectrum (c). B. Spectra in the region 800-1800 cm-1 after 
cutting from the entire spectrum, baseline correction and normalization to amide I peak (a) or amide II 
peak (b). C. Area normalization of the spectrum after cutting the region between 800-1800 cm-1 preceded 
by baseline correction and followed by offset correction. The vertical lines denote intensities at 1545 and 
1045 cm-1 which can be used for quantification of carbohydrates. D. Deconvolution of the spectra to 
obtain intensity at various peaks using Gaussian fit of the spectra. (E.) Second derivative of the spectra. 
(F) Selected region in the second derivative spectra where the intensity at a selected wavenumber is 
calculated by taking the intesities at the minimum (a) and the adjacent maximum (b).  

Fig. 2. Spectral acquisition and processing.  
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background spectra when further measurements are made. The reference samples if any are 
then measured. The thickness of the sample is usually reflected in the ADC rates. A ADC 
value of less than 3000 usually denotes a thickness of less than 10 microns and often leads to 
noisy spectra. On the other hand regions with a very high ADC value of (>6000) can give 
rise to supersaturated spectra. Once a set of reference spectra are obtained and they display 
required characteristics, the samples are measured. Ideally 3-5 spots are measured on each 
spotted sample. 

The background corrected spectra is then baseline corrected for the entire region using a 
rubber band baseline function (Figure 2A). Selected spectral regions of interest are then 
separately cut from the entire spectrum and a second baseline correction is made (e.g region 
between 800-1800 cm-1). This is followed by a normalization of the spectra (Fig.2B,C). The 
different spectra are then averaged and the average spectra used to represent a sample. 
Intensities at different wavenumbers obtained form this processed spectra are the inputs for 
various mathematical analyses. For example, the ratio of intensities at 1545 and 1045 cm-1 ( 
Figure 2C) or peak areas after deconvolution (Figure 2D). 

Usually a region with normal morphology is taken as a reference or control while 
identifying the malignancy in a tissue to avoid any heterogeneity due to individual 
variations while comparing normal and abnormal tissues (Argov et al 2002). With 
recognition of the fact that normal tissues may still display abnormal FTIR spectra it 
becomes important to precisely define a normal tissue or biological entity which in itself 
could lead to better understand dynamics of spectral variation during disease progression 
(Sahu et al 2010). 

Second derivatives and higher order derivatives of spectra are used to avoid the errors 
creeping in due to bias originating from baseline selection methods (Figure 2E). In this case 
when the intensities are measured, the minima correspond to the maxima (peak intensity) in 
the original spectra. Sum of the value at the minima with the value at the nearest maxima is 
taken to indicate the intensity at the particular wavenumber (Fig 2F). 

6.1 Spectral acquisition using ATR/FEWS systems 

ATR measurements can be done using Bruker FT-IR Tensor 27 Spectrometer equipped with 
a liquid nitrogen cooled mercury-cadmium-telluride (MCT) detector and coupled with 
Horizontal Attenuated Total Reflectance Accessory (HATR (Horizontal Attenuated Total 
Reflectance), PIKE technologies Inc,) systems (Bogomonly et al 2009). The accessory is 
connected with a nitrogen reservoir, which enables to preserve dryness of the sample and 
maintaining an inert atmosphere. The design employs a pair of transfer optics to direct the 
infrared beam to one end of IR transmitting crystal. A similar pair of flat mirrors directs the 
beam from the other end of the ATR crystal to the spectrometer detector. The ATR crystal 
made up of ZnSe is of a trapezoid shape with its thickness suitable to produce optimum 
performance. To reduce variance each sample is measured several times (at least five) and 
the ADC rates are empirically chosen between 4000-5000 counts/sec.  

7. Advances in data analysis 
Unique spectral fingerprints of biological entities in the mid IR region are the manifestation 
of several components absorbing at different wavenumbers, with overlap. Thus, both the 
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quantity and type of individual components can alter the fingerprint. As shown in Figure 3, 
during carcinogenesis, in both colon and cervical tissues, there is a depletion of 
carbohydrates likely due to increased metabolism. However the disappearance of 
carbohydrates evident from vanishing of the triads between 900-1185 cm-1 in cervical tissues 
is slightly different than in colonic tissues. This is likely because glycogen is known to 
accumulate in cervical tissues, increasing in concentration from the basal to superficial layer, 
the absorbance associated with colonic tissues is more likely to be from glycoproteins than 
pure glycogen. Thus, though similar functional groups may contribute to the absorbance, 
they can manifest as spectral variations. This also necessitates that each tissue or cell type is 
investigated independently though common biomarkers are used. Such type of differences 
and the gradual variation at specific wave numbers due to transition of tissues or cells from 
one type to another requires that contribution of individual metabolites like carbohydrates, 
nucleic acids, proteins is clearly evaluated.  
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Fig. 3. Baseline corrected spectra from (top) normal and cancerous colonic tissues and 
(bottom) normal and cancerous cervical tissues, indicating changes in the region 900-1200 
cm-1. The circles in the histological sections depict the measurement sites. Note that spectra 
in the upper panel are further baseline corrected by using a rubber band baseline in the 
region 900-1200 cm-1 while in the lower panel the data presented are after normalization to 
the amide II peak ( not shown). Note also the similarity in the trends in peak intensity on 
carcinogenesis irrespective of tissue origin. 

Figure 4a shows the variation in the integrated intensity in colonic biopsies with different 
diagnostic features. It is noted that while both normal and hyperplastic samples show  
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Fig. 4. (A) Variation in levels of integrated absorbance between 1000-1480 cm-1 of colonic 
biopsies with different levels of malignancy or premalignancy. (B) Variation in the 
parameter over time. The biopsies of the same patients are joined by solid lines. The dotted 
arrow points to the progression of the disease. N=normal, C1, B2, C2=Cancer grades, 
Hp=hyperplastic, Mi=mild, Mo=moderate, Se=severe. 

similar quantitative traits, the other biopsies with varying degrees of malignancy or 
premalignancy display a decrease in the levels. It is also noted that the samples with worst 
prognosis show similar values (For example C2 grade cancer and Severe level of hyperplasia 
have similar value). This indicates that systems with similar spectral features pertain to a class 
of conditions with similar outcomes. The feature can also be used to monitor the progression 
of the disease over time, indicating its possible potential as a biomarker (Figure 4b). 

However the two groups of tissues need separate independent analysis i,e the samples of 
cancerous biopsies and hyperplastic biopsies when dealing from a clinical perspective. To 
further be able to differentiate between these two subgroups additional biomarkers become 
necessary. The availability of several biomarkers, suitable for disease diagnosis can 
complicate the selection though they can increase the sensitivity of the technique. Therefore 
other than using simple ratios, cluster analysis using several biomarkers or spectral data in 
entire regions can be undertaken. These help to minimize the false negatives or positives. 
Inclusion of mathematical and computational methods to analyze suitable wavenumbers for 
diagnosis focused on the differences between normal and abnormal tissues can utilize 
artificial neural networks and set up data bases that are used as a reference. Usually a part 
of the study sample is used to train the system before the blind samples are analyzed. 
Setting up of reference data base with spectra from clearly identified histopathological 
systems is a primary step in setting up of a good diagnostic software.  

The potential of FTIR increased several fold by the combination of computational methods 
can thus also be used to overcome spatial and temporal variation in samples. The setting up 
of such database becomes more crucial when microorganisms (that have a tendency to 
mutate and change rapidly) are being studied as the older database can be used to monitor 
such evolution by studying spectral variations. Cluster analysis where different groups are 
separated by the distance proportional to their heterogeneity is another way to study the 
evolutionary relation between species and subspecies of microorganism. However 
clustering may not be sensitive enough to discriminate among closely related samples. Thus, 
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quantity and type of individual components can alter the fingerprint. As shown in Figure 3, 
during carcinogenesis, in both colon and cervical tissues, there is a depletion of 
carbohydrates likely due to increased metabolism. However the disappearance of 
carbohydrates evident from vanishing of the triads between 900-1185 cm-1 in cervical tissues 
is slightly different than in colonic tissues. This is likely because glycogen is known to 
accumulate in cervical tissues, increasing in concentration from the basal to superficial layer, 
the absorbance associated with colonic tissues is more likely to be from glycoproteins than 
pure glycogen. Thus, though similar functional groups may contribute to the absorbance, 
they can manifest as spectral variations. This also necessitates that each tissue or cell type is 
investigated independently though common biomarkers are used. Such type of differences 
and the gradual variation at specific wave numbers due to transition of tissues or cells from 
one type to another requires that contribution of individual metabolites like carbohydrates, 
nucleic acids, proteins is clearly evaluated.  
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Fig. 3. Baseline corrected spectra from (top) normal and cancerous colonic tissues and 
(bottom) normal and cancerous cervical tissues, indicating changes in the region 900-1200 
cm-1. The circles in the histological sections depict the measurement sites. Note that spectra 
in the upper panel are further baseline corrected by using a rubber band baseline in the 
region 900-1200 cm-1 while in the lower panel the data presented are after normalization to 
the amide II peak ( not shown). Note also the similarity in the trends in peak intensity on 
carcinogenesis irrespective of tissue origin. 

Figure 4a shows the variation in the integrated intensity in colonic biopsies with different 
diagnostic features. It is noted that while both normal and hyperplastic samples show  
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Fig. 4. (A) Variation in levels of integrated absorbance between 1000-1480 cm-1 of colonic 
biopsies with different levels of malignancy or premalignancy. (B) Variation in the 
parameter over time. The biopsies of the same patients are joined by solid lines. The dotted 
arrow points to the progression of the disease. N=normal, C1, B2, C2=Cancer grades, 
Hp=hyperplastic, Mi=mild, Mo=moderate, Se=severe. 

similar quantitative traits, the other biopsies with varying degrees of malignancy or 
premalignancy display a decrease in the levels. It is also noted that the samples with worst 
prognosis show similar values (For example C2 grade cancer and Severe level of hyperplasia 
have similar value). This indicates that systems with similar spectral features pertain to a class 
of conditions with similar outcomes. The feature can also be used to monitor the progression 
of the disease over time, indicating its possible potential as a biomarker (Figure 4b). 

However the two groups of tissues need separate independent analysis i,e the samples of 
cancerous biopsies and hyperplastic biopsies when dealing from a clinical perspective. To 
further be able to differentiate between these two subgroups additional biomarkers become 
necessary. The availability of several biomarkers, suitable for disease diagnosis can 
complicate the selection though they can increase the sensitivity of the technique. Therefore 
other than using simple ratios, cluster analysis using several biomarkers or spectral data in 
entire regions can be undertaken. These help to minimize the false negatives or positives. 
Inclusion of mathematical and computational methods to analyze suitable wavenumbers for 
diagnosis focused on the differences between normal and abnormal tissues can utilize 
artificial neural networks and set up data bases that are used as a reference. Usually a part 
of the study sample is used to train the system before the blind samples are analyzed. 
Setting up of reference data base with spectra from clearly identified histopathological 
systems is a primary step in setting up of a good diagnostic software.  

The potential of FTIR increased several fold by the combination of computational methods 
can thus also be used to overcome spatial and temporal variation in samples. The setting up 
of such database becomes more crucial when microorganisms (that have a tendency to 
mutate and change rapidly) are being studied as the older database can be used to monitor 
such evolution by studying spectral variations. Cluster analysis where different groups are 
separated by the distance proportional to their heterogeneity is another way to study the 
evolutionary relation between species and subspecies of microorganism. However 
clustering may not be sensitive enough to discriminate among closely related samples. Thus, 
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more methods of analyses are resorted to like ANNs (Goodacre et al 1996). Artificial neural 
networks make it possible to examine samples over time by setting up reference data bases. 
These systems often work on the principal of classifying the tissue in a binary progression 
mode as depicted in Figure 5a. The final results are displayed as a confusion matrix where 
the probability of classifying a particular biopsy into one of the diagnostic group is 
expressed as a percentage. 

FTIR Sample

Normal, Malignant  
Classifier

Cancer Classifier CIN Classifier

Cancer, CIN
Classifier

FTIR Sample

Normal, Malignant  
Classifier

Cancer Classifier CIN Classifier

Cancer, CIN
Classifier

 
Fig. 5. A model displaying a possible methodology to classify cervical biopsies using an 
ANN. 

Data analysis involving FTIR spectra focuses on utilization of intensities or integrated 
absorbance from wave number/ wave number regions or their various combinations that 
result in separation of the different classes of samples under study. Often diagnosis between 
normal and abnormal tissues is carried out by monitoring absorbance at selected wave 
numbers after routine mathematical manipulation of the spectra. (Sahu et al 2004, 
Mordechai et al 2004). Later entire regions of spectra or their derivatives were used to 
classify tissues or samples (supervised or unsupervised) into clusters to determine their 
hierarchy or their relation with one another. These types of data conventionally presented as 
clusters were later used in advanced methods like FPA, to organize areas with similar into 
pseudocolor maps to establish patterns of tissues from FTIR spectra. 

Cluster analysis based on the Ward’s algorithm separates samples by the distance 
proportional to their heterogeneity and difference spectra of colonic crypts has successfully 
been used their classification (Sahu et al 2004). Similarly the cluster analysis has been used 
for classification of microorganisms (Sahu et al 2006). Figure 5b displays a schematic 
diagram of how different biopsies are classified and the closely related conditions tend to 
group together. Cluster analysis of FEWS spectra of human skin samples using a chemical 
factor analysis has been shown to differentiate melanoma from basaloma (Sukuta and Bruch 
1999). 

The data analysis methods like DCF are more useful when classifying systems using 
morphological features like crypts compared to the others (Sahu et al 2010) as each of the 
potential biomarkers is used with its weighed contribution which helps to discriminate 
between normal and abnormal biopsies by representing an adequate quantitative follow up 
of transformations versus time. DCF can therefore used to classify biopsies using a  

Chemometrics of Cells and Tissues Using  
IR Spectroscopy – Relevance in Biomedical Research 

 

303 

Normal

Cancer
Cancer

Normal

CIN3
CIN3

CIN2
CIN2

CIN1
CIN1

Euclidean distance

Biopsies

Normal

Cancer
Cancer

Normal

CIN3
CIN3

CIN2
CIN2

CIN1
CIN1

Euclidean distance

Biopsies

Normal

Cancer
Cancer

Normal

CIN3
CIN3

CIN2
CIN2

CIN1
CIN1

Euclidean distance

Biopsies

 
Fig. 5B. Schematic representation of a cluster analysis of cervical biopsies evaluated using 
hierarchal clustering to show the distance of separation between similar and dissimilar 
diagnosis. Not that the distance between progressively malignant groups decreases. 

classification score that is a linear combination of several potential biomarkers taking 
advantage of the variation at several wave numbers. Usually the normal or abnormal class is 
given a final value of 100 and its reverse condition the value of zero by using a combination 
of weighted coefficients. The different intermediary stages lie within these two extreme 
values(Hammody et al 2007, Bogomonly et al 2009). One or more of the statistical and 
computational methods can be resorted to classify samples when an ambiguity is 
encountered. 

Classification of not only the normalized spectral intensities or spectral regions but also the 
spectral derivatives or difference spectra may be undertaken while performing cluster 
analysis. Confusion matrices are obtained as a result of ANN and PNN analysis which help 
to classify tissues or biopsies based on their probability of falling into a particular class. The 
LDA and PCA techniques classify biopsies into several groups presenting them in normal 
graphical formats and assigning the grade. The DCF analysis improves discrimination 
between different stages by using a weighted value for each biomarker used and enables 
proper assignment during studies involving progression of changes in cells and tissues 
(Hammody et al 2007, Bogomonly et al 2009).  

8. Recent trends and future perspectives 
Though basic research has been extensively carried out including pilot scale 
experimentation of clinical trials in using FTIR measurements for diseases diagnosis, the 
potential has not been practically exploited due to inability of FTIR based diagnosis to be an 
independent technique for classification of diseased tissues. The role of a pathologist has 
been indispensable and pivotal in the preliminary process of sample selection. Advances 
made through development of FPA based techniques partially overcome this requirement 
where automated identification of diseased regions in tissues using programs like cluster 
analysis or ANN/PNN provide pseudocolored images depicting tissue morphology. The 
rapidity of the technique is however compromised in these cases. Moreover, while a 
pathologist could quickly look at areas of interest, the automation mandatorily examines the 
entire section, making it a time consuming affair. In case of complex material like melanoma 
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encountered. 

Classification of not only the normalized spectral intensities or spectral regions but also the 
spectral derivatives or difference spectra may be undertaken while performing cluster 
analysis. Confusion matrices are obtained as a result of ANN and PNN analysis which help 
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graphical formats and assigning the grade. The DCF analysis improves discrimination 
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(Hammody et al 2007, Bogomonly et al 2009).  

8. Recent trends and future perspectives 
Though basic research has been extensively carried out including pilot scale 
experimentation of clinical trials in using FTIR measurements for diseases diagnosis, the 
potential has not been practically exploited due to inability of FTIR based diagnosis to be an 
independent technique for classification of diseased tissues. The role of a pathologist has 
been indispensable and pivotal in the preliminary process of sample selection. Advances 
made through development of FPA based techniques partially overcome this requirement 
where automated identification of diseased regions in tissues using programs like cluster 
analysis or ANN/PNN provide pseudocolored images depicting tissue morphology. The 
rapidity of the technique is however compromised in these cases. Moreover, while a 
pathologist could quickly look at areas of interest, the automation mandatorily examines the 
entire section, making it a time consuming affair. In case of complex material like melanoma 
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and different grades of nevi, the process still needs supporting techniques like immuno 
histochemistry/histology for verifications before an FTIR measurement is made. The 
complex dynamics of epithelial tissues that are most prone to carcinogenesis, vary from one 
organ to another. Thus, clear knowledge of the type of metabolic pattern variation in these 
tissues is a prerequisite for both acquisition and interpretation of the spectral data. This 
makes the technique interdisciplinary and involves people with extra specializations 
requiring special training. However owing to the simplicity in data acquisition and 
automation with most post spectral processing, these limitations may be overcome easily. 

An objective and quantitative method like FTIR spectroscopy becomes crucial when 
metabolomics of cells and tissues are desired without requirement of different chemical 
analyses, as it simultaneously can monitor different metabolites. It has the ability to 
distinguish between microorganisms depending on their biochemical variation and this has 
been demonstrated in both bacteria and fungi (Sahu et al 2006b, Salman et al 2011). 
Similarly, minute changes can occur between the different stages of cancer or malignancy 
which are difficult to detect even with histochemical analyses. Under these circumstances, 
FTIR becomes handy as it distinguishes among different grades of premalignant and 
malignant tissues based on markers like carbohydrates which may not be easily stained in 
normal laboratory practices (Mark et al 2005). Observation of metabolite variation along 
tissues reflecting the dynamic nature through FTIR spectroscopy has been one of the most 
important findings (Chiriboga et al 1998a, Salman et al 2004, Sahu et al 2010) that has 
implications for cancer diagnosis. For example abnormal crypt proliferation can detect in 
colonic tissues to re-evaluate resection margins (Sahu et al 2010) consequently decreasing 
the number of surgical interventions. The technique becomes an inexpensive alternative 
method to follow disease progression or regression quantitatively over a period of time 
(Zelig et al 2011). Similarly, the growth patterns of microbes are being studied using FTIR 
spectroscopy. The technique has also become a method of choice to monitor drug effects on 
cells and tissues as it can easily monitor changes occurring due to onset of processes like 
apoptosis and necrosis (Zelig et al 2009). 

In addition to these abilities, the availability of a qualitative evaluation along with 
quantization adds in determining the status of the tissues. For example, as shown in figure 
6, the values of the ratio of integrated absorbance of several crypts in colonic biopsies shows 
two different patterns. The biopsies of patients diagnosed with polyposis show a low ratio 
of 1 or less for many crypts while biopsies without any polyposis have most crypts 
displaying a the ratio greater than 1. While conventional statistical analysis would look at 
values like the average for determining the probability of the biopsy being normal or 
abnormal, the present system allows the pathologist to examine each biopsy with the 
privilege of being able to designate the biopsy as abnormal based on the values of more than 
one crypt going with the medical practice of assigning the worst prognosis. This is an easier 
approach where spectral data from the biopsy cannot be analyzed using more complicated 
methods like DCF analysis. Thus, the spectral analysis can be tailor made to suit the 
availability of qualified personnel. 

The fiber optic based IR probes are being increasingly examined for utilization as in vivo 
detection systems as these are non toxic. Several reports on fiber-optic based IR sensors for 
diagnosis of malignancies reflect the trend of incorporation of this technique in future 
clinical practices (Mackanos and Contag 2010). This in combination with light based 
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colonoscopes, colposcopes or other endosocopic tools maybe used to detect malignant or 
abnormal tissues in body cavities. While the optical systems could help to pin point 
locations , the FTIR system could provide a quantitative evaluation of the abnormal tissue in 
vivo , without the requirement of the pathologist and help the surgeon make real time 
decisions. This is especially important as histologically normal regions can be diseased 
when evaluated by FTIR spectroscopy (Argov et al 2004, Sahu et al 2004, 2010). For example, 
IR probes mounted on colposcopes may not only determine the areas of malignancy in the 
cervix but also possibly be able to determine the stage of the CIN. Similarly, examination of 
body fluids or other material for microbial infections without requiring long culture time 
can be rapidly done if detection systems are developed where the type of changes associated 
with different kinds of microbes are clearly defined and established (Bombalska et al 2011, 
Maquelin et al 2003). The ability of FTIR to detect biochemical changes in organs other than 
the one affected to possibly use these as indicator of the health status of patients has been 
another growing area of interest, mainly because these use materials like hairs and nails that 
are dispensable or blood samples that are easily obtained compared to biopsies (Lyman et al 
2005, Khanmohammadi et al 2007). This type of FTIR based diagnosis would help decrease 
the cost through early intervention. FTIR based diagnosis of diseases, microbes, and healthy 
and unhealthy conditions is thus a future possibility that is less destructive and harmless 
compared to conventional methods (Toubas et al 2006). Similar approach can be used to 
diagnose microbial presence in blood samples (Maquelin et al 2003). 
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Fig. 6. Evaluation of polyposis in biopsies using the biomarkers derived from crypts. The 
Crypts from patients 1 and 2 had a polyposis while those of patients 3 and 4 did not. The 
values in the y axis are derived from the ratios of the integrated absorbance in the region 
900-1185 cm-1 obtained at the middle and top of the crypt. The color codes are independent 
and used only to distinguish crypts from one another. Crypts with a value less than 1 are 
indicative of a propensity to have polyposis. At least 2 such abnormal crypts are required 
for assigning the worst prognosis. 

Another clinically relevant application of FTIR spectroscopy related to the , in vivo 
diagnosis of diseases in human organs like colon, rectum, oesophagus, cervix, alimentary 
tract, nasopharynx and other areas deals with fiber optic based IR probes that can be 
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and different grades of nevi, the process still needs supporting techniques like immuno 
histochemistry/histology for verifications before an FTIR measurement is made. The 
complex dynamics of epithelial tissues that are most prone to carcinogenesis, vary from one 
organ to another. Thus, clear knowledge of the type of metabolic pattern variation in these 
tissues is a prerequisite for both acquisition and interpretation of the spectral data. This 
makes the technique interdisciplinary and involves people with extra specializations 
requiring special training. However owing to the simplicity in data acquisition and 
automation with most post spectral processing, these limitations may be overcome easily. 
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privilege of being able to designate the biopsy as abnormal based on the values of more than 
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The fiber optic based IR probes are being increasingly examined for utilization as in vivo 
detection systems as these are non toxic. Several reports on fiber-optic based IR sensors for 
diagnosis of malignancies reflect the trend of incorporation of this technique in future 
clinical practices (Mackanos and Contag 2010). This in combination with light based 
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colonoscopes, colposcopes or other endosocopic tools maybe used to detect malignant or 
abnormal tissues in body cavities. While the optical systems could help to pin point 
locations , the FTIR system could provide a quantitative evaluation of the abnormal tissue in 
vivo , without the requirement of the pathologist and help the surgeon make real time 
decisions. This is especially important as histologically normal regions can be diseased 
when evaluated by FTIR spectroscopy (Argov et al 2004, Sahu et al 2004, 2010). For example, 
IR probes mounted on colposcopes may not only determine the areas of malignancy in the 
cervix but also possibly be able to determine the stage of the CIN. Similarly, examination of 
body fluids or other material for microbial infections without requiring long culture time 
can be rapidly done if detection systems are developed where the type of changes associated 
with different kinds of microbes are clearly defined and established (Bombalska et al 2011, 
Maquelin et al 2003). The ability of FTIR to detect biochemical changes in organs other than 
the one affected to possibly use these as indicator of the health status of patients has been 
another growing area of interest, mainly because these use materials like hairs and nails that 
are dispensable or blood samples that are easily obtained compared to biopsies (Lyman et al 
2005, Khanmohammadi et al 2007). This type of FTIR based diagnosis would help decrease 
the cost through early intervention. FTIR based diagnosis of diseases, microbes, and healthy 
and unhealthy conditions is thus a future possibility that is less destructive and harmless 
compared to conventional methods (Toubas et al 2006). Similar approach can be used to 
diagnose microbial presence in blood samples (Maquelin et al 2003). 
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Fig. 6. Evaluation of polyposis in biopsies using the biomarkers derived from crypts. The 
Crypts from patients 1 and 2 had a polyposis while those of patients 3 and 4 did not. The 
values in the y axis are derived from the ratios of the integrated absorbance in the region 
900-1185 cm-1 obtained at the middle and top of the crypt. The color codes are independent 
and used only to distinguish crypts from one another. Crypts with a value less than 1 are 
indicative of a propensity to have polyposis. At least 2 such abnormal crypts are required 
for assigning the worst prognosis. 

Another clinically relevant application of FTIR spectroscopy related to the , in vivo 
diagnosis of diseases in human organs like colon, rectum, oesophagus, cervix, alimentary 
tract, nasopharynx and other areas deals with fiber optic based IR probes that can be 
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inserted to obtain spectra of the surface layers. Studies pertaining to these objectives have 
utilized fiber-optic sensors for diagnosis of malignancies (Li et al 2005, Katkuri et al 2010) 
and under conditions of aqueous interference (Bindig et al 2003). Presently malignant tissues 
are excised during colonoscopy and send for evaluation. With the development of suitable 
probes, it is envisoned that other than the area with the symptoms, adjoining areas can be 
evaluated to determine the extent of spread of disease and redefine the resection margin. 
Another potential use would be to differentiate diseases with similar symptoms like IBD 
and cancer using such probes. This would help in early intervention and prevent recurrent 
surgeries resulting in less patient discomfort and less expenses. Thus, the field of FTIR based 
disease diagnosis can be utilized in various levels such as the simple diagnosis using IR 
microscopes to advanced in-vivo methods using fiberoptic sensors.  

9. Discussion 
The diagnostic potential of FTIR spectroscopy relies upon its ability to detect and monitor 
changes in the biochemical fingerprint of abnormal cells, tissues and molecules as compared 
to the normal conditions along with its ability to monitor minute spectral differences among 
closely related samples. Thus, establishing reference set of spectra of every biological entity 
that is being studied is an integral part as with other spectroscopic methods, often the 
references data base built using model compounds, whose exact spectral contribution is 
known (Benedetti et al 1996). Biological samples are procured after many different types of 
procedures and thus, each type may demand different approach for spectral acquisition and 
analysis. In addition, the availability of the instrument set up and resources would play an 
important role in deciding which types of samples can be analyzed in a particular clinical set 
up. For example, when both FTIR microscopy and normal spectroscopy is available, blood 
components can be examined by the normal method while tissues and biopsies can utilize 
the microscopy. Similarly, the tissue architect dictates the type of measurement to be 
followed. While tissues like cervical epithelium where distinct zones permit the spectral 
acquisition at several locations within a uniform region (Figure 3) more complex tissues like 
melanoma and nevus make it imperative that the location is carefully selected to not exclude 
desired region and not include regions that do not meet the criterion of either normal or 
diseased conditions (Hammody et al 2005). Complicated tissues like colonic epithelium 
present two possibilities of data acquisition, along the cross section (Argov et al 2002,2004) 
or longitudinal section (Sahu et al 2004b, 2010) of the crypts and inevitably the availability of 
microscopic or FPA facilities. Understanding the spectral differences due to instrumentation 
has been undertaken with the objective of tailoring the techniques to suit set ups and also 
verifying the universal applicability of certain parameters compared to others (Hammody et 
al 2007). 

The biogenesis of each cell or tissue needs to be studied before a suitable methodology is 
designed to obtain spectral data for the specific purpose it is intended to serve. The various 
protocols are also required to be suitably modified depending upon whether a sample is 
fresh, frozen or paraffin embedded to exclude interfering substances (Sahu et al 2005). The 
spectroscopy of microorganisms on the other hand may be simpler (Sahu et al 2006b).Both 
FTIR and Raman spectroscopy use vibrational spectroscopy and can be used independently 
or in combination with each other as a means of spectroscopic evaluation of biological 
samples(Mourant et al 2003b, Krishna et al 2005, Oust et al 2006). The prospective of 
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extending Fiberoptic detection systems to different organs is a future potential (Lucas et al 
2005). 

10. Conclusion 
The technique of FTIR spectroscopy is now being used for different purposes like 
identification of organisms and their classification, determination of status of tissues, 
monitoring the effects of drugs on cell lines, monitoring treatment regimen and studying 
interactions between biological systems in the arena of biomedical research. Owing to its 
simplicity of data acquisition compared to more sophisticated methods like NMR and 
development of computational methods for rapid data processing, its relevance in 
biomedical research is bound to increase over the coming years, in spite of the initial block 
of having large amounts of spectra for analyses. 
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1. Introduction 

Despite its static appearance, bone is a very dynamic living tissue that undergoes constant 
remodelling throughout life. After blood, bone is the second most commonly transplanted 
tissue in human medicine, and thus a thorough characterization of this material is of crucial 
importance. For instance, although it has been accepted that the whole bone strength is 
related to the bone mineral density (BMD), changes in this parameter often do not correlate 
with the probability of fracture. To improve the mechanical performance of bone, other 
material properties related to bone quality, and not only quantity, have to be investigated. 

FTIR spectroscopy constitutes an excellent tool to characterize the bone matrix because its 
main components (carbonated hydroxyapatite and collagen) absorb infrared radiation at 
distinct, almost complementary, regions within the 500-4000 cm-1 range. This not only 
enables the study of the main contributions of each component separately, but also allows a 
further investigation of relevant parameters that mostly affect the structural and mechanical 
properties of bone, as well as its active metabolism. Furthermore, FTIR analysis, particularly 
when combined with microscopic technologies, enables the measurement of spatial 
variations in bone composition, allowing their correlation with micro-to-macro morpho-
structural properties. In clinical studies, this allows the comparison between sound and 
diseased bone, and the analysis of therapeutic effects of drugs, among many other examples. 
On the other hand, FTIR spectroscopy is also commonly used to characterize bone grafts. 
Moreover, evidence that optimizing the osteointegration requires a fundamental knowledge 
of the material properties both of the bone graft and of the host bone tissue, has driven to 
extensive research on this subject, often supported by FTIR spectroscopy. 

2. Bone composition and structure 

Besides providing mechanical support, bone also plays diverse important metabolic functions. 
Even though bones possess various sizes and shapes, they share general chemical and 
structural features that, despite a static appearance on adult vertebrates, vary with and within 
species (Gamsjaeger et al., 2010; Mkukuma et al., 2004). In fact, among similar individuals, 
bone properties change with age, nutrition, hormonal equilibrium and health condition, in 
addition to other factors such as biomechanical environment (Aerssens et al., 1997; Fratzl et al., 
2004). These variations are relatively restricted due to the constant remodelling processes that 
re-establish equilibrium. The bone turnover or remodelling, that consists on the resorption, 
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followed by the replacement of bone with little change in shape, acts as a dynamic response to 
multiple local and systemic factors (Robling et al., 2006). The bone metabolic functions are 
regulated by the combined action of two principal cell lineages: the bone forming cells (mainly 
osteoblasts and osteocytes) and bone resorption cells (osteoclats). Diverse enzymes and many 
other molecules, such as the important bone morphogenetic proteins (BMPs), participate in 
those dynamic cellular processes (Katz et al., 2009; Urist, 1965). 

The composition of the extracellular matrix of bone, often described as a two-phase 
composite, consists of about 65 wt. % mineral component (carbonated hydroxyapatite) and 
25 wt. % organic component (mainly type I collagen), being the remaining 10 wt. % water 
(Judas et al., 2005). These components have extremely different mechanical properties: the 
mineral is stiff and brittle while the (wet) protein is much more elastic and also much 
tougher than the mineral. Bone combines both the stiffness and the toughness in an unusual 
arrangement of material properties that result on a remarkable tensile strength and 
resistance against fracture (Fratzl et al., 2004; Rho et al., 1998). 

The bone components are so tightly embedded that require the use of chemical procedures 
to obtain an effective separation of the mineral from the organic phase. The mineral 
component may be obtained using thermal treatment at high temperatures (calcination) to 
eliminate the organic component and conversely, the latter may be isolated using acid 
demineralization processes (Martins et al., 2008).  

Mineral phase 

Bone mineral is a poorly crystalline calcium-deficient apatite, with a Ca:P ratio that differs 
from 1.67, which is the theoretical value for pure hydroxyapatite [Ca10(PO4)6(OH)2]. The 
nonstoichiometric biological apatites contain several ion substitutions. For example, Na+ and 
Mg2+ may substitute Ca2+ ions, HPO42- ions may substitute phosphate ions, and Cl- and F- 
may replace OH-. Additionally, carbonate ions, the most abundant substitutions (3-8 wt. %), 
may occupy either the OH- (type A apatite) or PO43- (type B apatite) positions in the crystal 
lattice. The mineral component of bone is usually closer to B-type apatite (Landi, 2003; 
Murugan et al., 2006). 

The crystalline structure of carbonated hydroxyapatite belongs to the hexagonal system, 
although a portion of the bone mineral remains amorphous. In fact, the apatite crystals 
comprise two different environments: a non-apatitic hydrated domain, containing diverse 
labile and reactive ions, surrounds a relatively inert and more stable apatitic domain (Fig. 1) 
(Farlay et al., 2010). In the interface between these domains, labile anions (PO43-, HPO42- and 
CO32-) and cations (Ca2+, Mg2+) are easily and reversibly exchangeable. During initial crystal 
formation, ionic exchange occurs and ions gradually incorporate into the interior unit cell. 
The maturation of the mineral is associated with reduction of labile non-apatitic 
environments while stable apatitic domains augment. Moreover, as bone mineral becomes 
more mature, it contains less structural defects, both the size and number of crystals increase 
and its composition becomes closer to the stoichiometric hydroxyapatite. For this reason, 
crystal maturity is often associated with crystallinity (that augments with crystal size and 
mineral perfection). 

Organic phase 

The organic matrix of bone consists of collagen and a series of non-collagenous proteins and 
lipids. About 85–90 wt. % of the total bone protein corresponds to Type I collagen fibers. 
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Fig. 1. Evolution of the apatite crystal and of the surrounding hydrated layer. During 
maturation and growth of the mineral, the apatitic domain of the crystal increases whereas 
the hydrated layer decreases, due to continuous ionic exchange between these domains and 
the solution bath. Soluble charged groups of proteins (Pr) can also participate in the ionic 
equilibrium of the non-apatitic domain (adapted from Farlay et al., 2010). 

This principal component of the organic matrix of bone is a large fibrous protein with a 
highly repetitive amino acid sequence [Gly (glycine)–X–Y]n (often X is proline and Y is 
hydroxyproline). Other amino acids may also be found, such as alanine, lysine and 
hydroxylysine. These monomers are bound together by peptide bonds (between the 
carboxyl and amino groups of adjacent amino acids) constituting three polypeptide chains 
(two 1 and one 2 chains) that fold into a unique structure (Fig. 2). This consists of a single 
uninterrupted triple helix which represents more than 95% of the molecule (tropocollagen) 
and two non-helical domains (the telopeptides) containing the – COOH and – NH2 terminals 
of the protein. 

The integrity of the collagen molecule is attributed to the formation of intra- and inter-
molecular cross-linking which contribute to the mechanical strength of the bone organic 
matrix (Eyre & Wu, 2005; Ottani et al., 2001; Saito & Marumo, 2009). Inter-molecular 
collagen cross-links can be divided into two types: lysine hydroxylase/lysyl oxidase-
controlled cross-links (enzymatic cross-links) and glycation/oxidation-induced cross-links. 
In both cases, cross-linking sites are at specific Lys (lysine) or Hyl (hydroxylysine) residues 
of the collagen molecule. Concerning the first type, the enzymatic activity leads to the 
formation of Lys and Hyl aldehyde-derived covalent cross-links, in which a molecular 
fragment binds a telopeptide and a triple helix of adjacent molecules (divalent cross-link). 
As a consequence of chemical reactions and rearrangements, divalent cross-links may be 
converted into trivalent cross-links, in which a helix is bound to two telopeptides. As  
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Fig. 2. Structure of the collagen molecule: three intertwined polypeptide chains (two 1 and 
one 2) constitute a major triple helical domain (tropocollagen) and two non-triple helical 
domains (telopeptides) at the –COOH and –NH2 terminals of the protein. The typical 
staggered arrangement found in the collagen fibrils is displayed both in 2D and 3D 
configurations. The gap regions between the molecules are nucleation sites for hydroxyapatite. 

suggested by the sequence of the mechanism of formation, divalent cross-links are classified 
as immature, whereas trivalent are considered as mature. These cross-links are also 
commonly named after their reactivity with sodium borohydride: typically, divalent cross-
links are reducible fragments whereas trivalent are non-reducible. As for the second type, 
glycation cross-links, these are formed between collagen helices (telopeptides are not 
involved), being frequently associated with the ageing process that is generally deleterious 
to the function of the bone tissue. In fact, the extent and type of collagen cross-linking are 
known to change throughout life, leading to less flexible and less elastic properties. Besides 
the usual bone mass loss associated with age, the accumulation of glycation cross-links and 
of mature enzymatic cross-links in collagen is also thought to contribute to the fragility and 
brittleness of bone (Saito & Marumo, 2009; Viguet-Carrin et al., 2010). 

Bone matrix structure 

The structure of the mature bone matrix (Fig. 3) is highly organized on several hierarquical 
levels, starting with nanoscopic crystals of hydroxyapatite that are oriented and aligned 
within collagen fibrils (Fratzl et al., 2004; Olszta et al., 2007; Rho et al., 1998; Tzaphlidou, 
2005; Viguet-Carrin et al., 2005). These result from the self-assembly of collagen molecules 
and mineral deposition, mainly in the regularly spaced gap regions of the organic structure  
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Fig. 3. Hierarquical structure of the bone matrix (from Rho et al., 1998). 

(Fig. 2) (Nudelman et al., 2010). The association of the mineralized fibrils constitutes larger 
fibers which are layered in parallel arrangement forming lamellae with an alternate oriented 
“plywood” appearance (Goldman et al., 2005). Lamellar bone may be disposed 
concentrically around blood vessels, like rings of a tree, to form osteons (Havers Systems). 
This organization, from a nano to a macroscopic level, leads essentially to two distinct 
morphologies: compact bone, composed of densely packed osteons (Silva et al., 2005), and 
cancellous bone, wherein lamellae are assembled as spaced spicules (trabeculae), originating 
an interconnected microporous structure (Lozupone & Favia, 1990; Olszta et al., 2007). 
Compact bone is also called cortical because it always occupies a peripheral position relative 
to cancellous (or trabecular) bone. 

It is interesting to perceive that each hierarchical structure of this anisotropic composite 
material is optimised to achieve a remarkable mechanical performance, from its basic 
building block (the mineralized collagen fibril wherein hydroxyapatite crystals have the 
long axis parallel to the longitudinal axis of the collagen molecules) to the tri-dimensional 
architecture of compact and cancellous bone. Moreover, each structural level may undergo 
minor but fundamental modifications, to better adapt and respond to various biomechanical 
forces (Ottani et al., 2001). As stated in a basic rule of skeletal biology known as Wolff´s law, 
“the bone´s morphology is a reflection of what function the bone has been built to do or 
adapted to perform”. 

3. FTIR spectroscopy applied to bone characterization 

The Fourier transform infrared (FTIR) spectroscopy is based upon the absorption of IR 
radiation during vibrational transitions in covalently bound atoms. The frequencies and 
intensities of the infrared bands provide relevant information on the nature of the molecular 
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one 2) constitute a major triple helical domain (tropocollagen) and two non-triple helical 
domains (telopeptides) at the –COOH and –NH2 terminals of the protein. The typical 
staggered arrangement found in the collagen fibrils is displayed both in 2D and 3D 
configurations. The gap regions between the molecules are nucleation sites for hydroxyapatite. 

suggested by the sequence of the mechanism of formation, divalent cross-links are classified 
as immature, whereas trivalent are considered as mature. These cross-links are also 
commonly named after their reactivity with sodium borohydride: typically, divalent cross-
links are reducible fragments whereas trivalent are non-reducible. As for the second type, 
glycation cross-links, these are formed between collagen helices (telopeptides are not 
involved), being frequently associated with the ageing process that is generally deleterious 
to the function of the bone tissue. In fact, the extent and type of collagen cross-linking are 
known to change throughout life, leading to less flexible and less elastic properties. Besides 
the usual bone mass loss associated with age, the accumulation of glycation cross-links and 
of mature enzymatic cross-links in collagen is also thought to contribute to the fragility and 
brittleness of bone (Saito & Marumo, 2009; Viguet-Carrin et al., 2010). 

Bone matrix structure 

The structure of the mature bone matrix (Fig. 3) is highly organized on several hierarquical 
levels, starting with nanoscopic crystals of hydroxyapatite that are oriented and aligned 
within collagen fibrils (Fratzl et al., 2004; Olszta et al., 2007; Rho et al., 1998; Tzaphlidou, 
2005; Viguet-Carrin et al., 2005). These result from the self-assembly of collagen molecules 
and mineral deposition, mainly in the regularly spaced gap regions of the organic structure  

 
Characterization of Bone and Bone-Based Graft Materials Using FTIR Spectroscopy 

 

319 

 
Fig. 3. Hierarquical structure of the bone matrix (from Rho et al., 1998). 

(Fig. 2) (Nudelman et al., 2010). The association of the mineralized fibrils constitutes larger 
fibers which are layered in parallel arrangement forming lamellae with an alternate oriented 
“plywood” appearance (Goldman et al., 2005). Lamellar bone may be disposed 
concentrically around blood vessels, like rings of a tree, to form osteons (Havers Systems). 
This organization, from a nano to a macroscopic level, leads essentially to two distinct 
morphologies: compact bone, composed of densely packed osteons (Silva et al., 2005), and 
cancellous bone, wherein lamellae are assembled as spaced spicules (trabeculae), originating 
an interconnected microporous structure (Lozupone & Favia, 1990; Olszta et al., 2007). 
Compact bone is also called cortical because it always occupies a peripheral position relative 
to cancellous (or trabecular) bone. 

It is interesting to perceive that each hierarchical structure of this anisotropic composite 
material is optimised to achieve a remarkable mechanical performance, from its basic 
building block (the mineralized collagen fibril wherein hydroxyapatite crystals have the 
long axis parallel to the longitudinal axis of the collagen molecules) to the tri-dimensional 
architecture of compact and cancellous bone. Moreover, each structural level may undergo 
minor but fundamental modifications, to better adapt and respond to various biomechanical 
forces (Ottani et al., 2001). As stated in a basic rule of skeletal biology known as Wolff´s law, 
“the bone´s morphology is a reflection of what function the bone has been built to do or 
adapted to perform”. 

3. FTIR spectroscopy applied to bone characterization 

The Fourier transform infrared (FTIR) spectroscopy is based upon the absorption of IR 
radiation during vibrational transitions in covalently bound atoms. The frequencies and 
intensities of the infrared bands provide relevant information on the nature of the molecular 
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bonds, their environment and their relative content in the material being analysed. In some 
cases, some structural information regarding molecular conformations can also be obtained 
(Nyquist et al., 1997).  

In order to obtain FTIR spectra, solid state samples in powdered form are often mixed with 
the infrared transparent KBr salt and prepared as pellets. Using FTIR in the transmission 
mode, the incident infrared radiation passes through the sample pellet and the spectrum 
corresponds to the transmitted fraction of the radiation. Alternatively, using the attenuated 
total reflection (ATR) mode, the solid samples can be analysed directly (without mixing with 
other substances) and the infrared spectrum corresponds mainly to the interaction up to 
about 2 m depth from the surface of the sample. 

In addition to the conventional FTIR spectroscopy, a microscopic analysis coupled to the 
vibrational spectra is also currently used to characterize bone samples, providing further 
insight into the correlation between structural and functional features. In fact, the 
introduction of the technique of infrared microspectroscopy (FTIRM) in 1988, followed by 
the development of the infrared imaging (FTIRI) from 1998, enabled to combine the 
advantages of hystomorphometry of the bone tissue with spectroscopy in the infrared range. 
Firstly, FTIRM allowed acquiring the sequential infrared mapping of a sampling area. Later, 
using focal plane array detector technologies, FTIRI enabled the simultaneous spectral 
acquisition in each detector pixel, representing an important progress both quantitative and 
qualitatively. In fact, FTIR imaging provides all the functionality of mapping but does so 
faster, with better spatial resolution and most importantly, with considerably better 
sensitivity than FTIRM. Nowadays, both techniques are regularly applied to the in vitro 
analysis of human tissues, namely bone samples (healthy, diseased and archeological bone), 
as well as animal models (Isaksson et al., 2010; Lebon et al., 2008; Marcott et al., 1998). 
Samples are usually prepared from thin cut sections that, for FTIRM/FTIRI analyses and in 
opposition to conventional histological analysis, do not require specific staining. However, 
samples may have to be fixed with appropriate solvents and embedded on a rigid support 
(often polymeric resins) and these procedures may cause some deviations of the infrared 
absorption bands relative to the direct analysis of the material (Aparicio et al., 2002; 
Paschalis et al., 2011). To overcome this interference, the thin sections may be analyzed in 
the ATR mode (that most frequently requires little or no sample preparation) but this option 
may cause some loss of spatial resolution due to intrinsic limitations of the technique 
(Agilent Technologies, 2011; Petibois et al., 2009).  

3.1 FTIR spectrum of the bone matrix 

The composite nature of the bone matrix becomes very clear when its FTIR spectrum is 
compared with those of the model compounds of its components, hydroxyapatite and collagen 
(Fig. 4). In fact, the spectrum of bone exhibits all the most intense bands observed in the 
spectrum of hydroxyapatite (at 500-700 cm-1 and 900-1200 cm-1) and that of collagen (in the 
1200-1700 cm-1 and 2800-3700 cm-1 regions), being nearly coincident with the sum of the 
respective profiles. Nevertheless, there are some new bands (namely at around 870 cm-1 and 
1400-1450 cm-1) originated from carbonate substitutions in the crystal lattice of hydroxyapatite. 

From the detailed spectral assignments presented in Table 1, some bands must be discussed, 
particularly in the 500-1700 cm-1 region of the spectrum of bone. The most intense bands are  
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Fig. 4. Typical FTIR spectra of bone, hydroxyapatite and collagen showing the vibrational 
assignments of the most significant bands.  

originated from the mineral phase, in accordance to its larger proportion in the composite. 
In particular, the bands at 557 and 600 cm-1 correspond mainly to 4 PO43- bending 
vibrations, despite some minor contribution from collagen (amide bands) in that region. 
Moreover, the absorptions at 961 and 1012 cm-1 correspond to the symmetric (1) and 
asymmetric (3) stretching of phosphate, respectively. Thus, most of the absorptions from 
phosphate vibrations are clearly observed both in the spectra of bone and of hydroxyapatite. 

It should be also mentioned that acidic phosphate (HPO42-), a frequent anionic substitution 
in the crystal lattice of hydroxyapatite, usually originates a band at ca. 1110 cm-1, which is 
normally overlapped with that from 3 PO43- vibration. 

On the other hand, the collagen moiety of bone originates the typical Amide I and Amide II 
bands at 1634 and 1548 cm-1, respectively. Furthermore, the bands at 1410 and 1445 cm-1 
show a different profile and higher intensity in the spectrum of bone relative to its organic 
model compound. These bands correspond, in fact, to absorptions from CH2 wagging and 
bending vibrations superimposed with those from asymmetric stretching (3) vibrations of 
CO32- groups, present as ionic substitutes in the apatite crystal. Carbonate also originates a 
band at ca. 870 cm-1, which is assigned to the 2 bending vibration. This band is characteristic 
of a type B apatite. 
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Fig. 4. Typical FTIR spectra of bone, hydroxyapatite and collagen showing the vibrational 
assignments of the most significant bands.  

originated from the mineral phase, in accordance to its larger proportion in the composite. 
In particular, the bands at 557 and 600 cm-1 correspond mainly to 4 PO43- bending 
vibrations, despite some minor contribution from collagen (amide bands) in that region. 
Moreover, the absorptions at 961 and 1012 cm-1 correspond to the symmetric (1) and 
asymmetric (3) stretching of phosphate, respectively. Thus, most of the absorptions from 
phosphate vibrations are clearly observed both in the spectra of bone and of hydroxyapatite. 

It should be also mentioned that acidic phosphate (HPO42-), a frequent anionic substitution 
in the crystal lattice of hydroxyapatite, usually originates a band at ca. 1110 cm-1, which is 
normally overlapped with that from 3 PO43- vibration. 

On the other hand, the collagen moiety of bone originates the typical Amide I and Amide II 
bands at 1634 and 1548 cm-1, respectively. Furthermore, the bands at 1410 and 1445 cm-1 
show a different profile and higher intensity in the spectrum of bone relative to its organic 
model compound. These bands correspond, in fact, to absorptions from CH2 wagging and 
bending vibrations superimposed with those from asymmetric stretching (3) vibrations of 
CO32- groups, present as ionic substitutes in the apatite crystal. Carbonate also originates a 
band at ca. 870 cm-1, which is assigned to the 2 bending vibration. This band is characteristic 
of a type B apatite. 
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Wavenumber Vibration modes 
(cm-1) Bone Hydroxyapatite Collagen 

557 4 PO43- bend (mineral) 
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600 4 PO43- bend (mineral) 
+Amide (organic) 4 PO43- bend 

630  4 PO43- bend 
871 2 CO32- bend  

961 1 PO43- sym stretch 1 PO43- sym stretch 

1012 3 PO43- asym stretch 3 PO43- asym stretch 

1250 Amide III  Amide III 
1395   CH2 wag 

1410 3 CO32- (mineral)+ 
CH2 wag (organic)  

1445 CH2 bend (organic)+ 
3 CO32- (mineral)  CH2 bend 

1548 Amide II  Amide II 
1634 Amide I  Amide I 
2850 CH2 sym stretch  CH2 sym stretch 
2930 CH2 asym stretch  CH2 asym stretch 
3072 Amide B  Amide B 
3278 Amide A  Amide A 
3500  OH  OH  OH 

Table 1. Band assignments for the FTIR spectra of bone, hydroxyapatite and collagen, 
illustrated in Fig. 4. 

As described, the infrared spectrum is a good diagnostic of the presence of phosphate (and 
also of carbonate) groups in the mineral component of bone, as well as the presence of 
amide groups in the organic fraction. In fact, these groups originate many typical absorption 
bands, as predicted theoretically. 

Concerning the phosphate anions in tetrahedral geometry, there are four fundamental 
vibrations distributed as 1 (symmetric stretch), 2 (bend), 3 (asymmetric stretch), and 4 

(bend) (Fig. 5) and these vibration modes (except 2) give rise to medium to strong bands 
(Nyquist et al., 1997). Typically, in hydroxyapatite, 1 (a non degenerate vibration mode) 
originates one intense band at around 960 cm-1, and 3 and 4 (triply degenerate modes) 
originate up to three bands each in the 1000-1100 cm-1 and 500-650 cm-1 regions, 
respectively. Finally, the doubly degenerate mode 2 may be observed at less than 500 cm-1. 

Carbonate anions may also show up to four normal modes of vibration: symmetric stretch 
(1), out-of-phase bending (2), asymmetric stretch (3) and in-plane CO2 bending (4) (Fig. 5). 
Whereas 2 is a non degenerate mode, both 3 and4 are doubly degenerate and 1 is not  
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Fig. 5. Vibration modes for phosphate anions in tetrahedral symmetry and carbonate anions 
in D3h symmetry (adapted from Nyquist et al., 1997). 

an active vibration in the infrared because it does not change the dipole moment of the 
molecule (Nyquist et al., 1997). In carbonated apatites, the CO32- characteristic bands 
appear at 870-880 cm-1 (2, as a single band) and at 1400-1450 cm-1 (3, usually as a double 
band). Depending on the type of carbonate substitution in the crystal lattice, bands may 
appear at slightly different wavenumbers: type A carbonated apatite is characterized by a 
2 band at ca. 880 cm-1 and a 3 double band around 1450 and 1540 cm-1, whereas type B 
configuration has these bands at about 870, 1430 and 1450 cm-1, respectively (Fleet, 2009; 
Landi, 2003). The 2 band is often used to estimate the CO32- content of the sample, by 
calculating the respective area underneath. Moreover, this band may also contain a 
component at ca. 865 cm-1, due to the contribution of non-apatitic (labile) carbonate 
(Verdelis et al., 2007). 

As for type I collagen, the organic component of bone, many vibrational bands are 
originated from the amide groups that constitute the peptide bonds of this protein. The 
characteristic vibrations of amide groups in collagen are usually combined modes 
designated as Amide I-VII, Amide A and Amide B (Chang & Tanaka, 2002; Garip & 
Severcan, 2010). The Amide I band, typically observed in the 1600-1700 cm-1 range, is the 
most intense absorption band in collagen. It results mainly from the C=O stretching 
vibration (with minor contribution from C-N stretch) and is directly related to the backbone 
conformation. Amide II, which originates a band at 1500-1600 cm-1 in collagen, is also 
conformationally sensitive and results mainly from an out-of-phase combination of N-H in-
plane bending and C-N stretching vibrations of the peptide linkages. The Amide III band 
(1200-1300 cm-1), just like the Amide II band, mainly arises from C–N stretch and N–H in-
plane bending. The main difference between Amide II and III lies in the relative contribution 
of these modes for the respective mixed vibrations: whereas the N–H bending mode makes 
the larger contribution for the Amide II, the opposite occurs for the Amide III band. Amide 
IV is a C=O in-plane deformation and Amide V, VI and VII are out-of-plane motions 
(Roeges, 1994). The Amide A and Amide B bands, near 3300 cm-1 and 3100 cm-1 respectively, 
result from a Fermi resonance between the N-H stretch fundamental band and the overtone 
of amide II (Lee et al., 1999). 
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(bend) (Fig. 5) and these vibration modes (except 2) give rise to medium to strong bands 
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originates one intense band at around 960 cm-1, and 3 and 4 (triply degenerate modes) 
originate up to three bands each in the 1000-1100 cm-1 and 500-650 cm-1 regions, 
respectively. Finally, the doubly degenerate mode 2 may be observed at less than 500 cm-1. 

Carbonate anions may also show up to four normal modes of vibration: symmetric stretch 
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Fig. 5. Vibration modes for phosphate anions in tetrahedral symmetry and carbonate anions 
in D3h symmetry (adapted from Nyquist et al., 1997). 

an active vibration in the infrared because it does not change the dipole moment of the 
molecule (Nyquist et al., 1997). In carbonated apatites, the CO32- characteristic bands 
appear at 870-880 cm-1 (2, as a single band) and at 1400-1450 cm-1 (3, usually as a double 
band). Depending on the type of carbonate substitution in the crystal lattice, bands may 
appear at slightly different wavenumbers: type A carbonated apatite is characterized by a 
2 band at ca. 880 cm-1 and a 3 double band around 1450 and 1540 cm-1, whereas type B 
configuration has these bands at about 870, 1430 and 1450 cm-1, respectively (Fleet, 2009; 
Landi, 2003). The 2 band is often used to estimate the CO32- content of the sample, by 
calculating the respective area underneath. Moreover, this band may also contain a 
component at ca. 865 cm-1, due to the contribution of non-apatitic (labile) carbonate 
(Verdelis et al., 2007). 

As for type I collagen, the organic component of bone, many vibrational bands are 
originated from the amide groups that constitute the peptide bonds of this protein. The 
characteristic vibrations of amide groups in collagen are usually combined modes 
designated as Amide I-VII, Amide A and Amide B (Chang & Tanaka, 2002; Garip & 
Severcan, 2010). The Amide I band, typically observed in the 1600-1700 cm-1 range, is the 
most intense absorption band in collagen. It results mainly from the C=O stretching 
vibration (with minor contribution from C-N stretch) and is directly related to the backbone 
conformation. Amide II, which originates a band at 1500-1600 cm-1 in collagen, is also 
conformationally sensitive and results mainly from an out-of-phase combination of N-H in-
plane bending and C-N stretching vibrations of the peptide linkages. The Amide III band 
(1200-1300 cm-1), just like the Amide II band, mainly arises from C–N stretch and N–H in-
plane bending. The main difference between Amide II and III lies in the relative contribution 
of these modes for the respective mixed vibrations: whereas the N–H bending mode makes 
the larger contribution for the Amide II, the opposite occurs for the Amide III band. Amide 
IV is a C=O in-plane deformation and Amide V, VI and VII are out-of-plane motions 
(Roeges, 1994). The Amide A and Amide B bands, near 3300 cm-1 and 3100 cm-1 respectively, 
result from a Fermi resonance between the N-H stretch fundamental band and the overtone 
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As demonstrated, the spectral contribution of the mineral and organic components to the 
overall FTIR spectrum of bone may be analyzed almost independently. This enables to 
estimate, for instance, the relative amount of mineral to organic matter and the proportion of 
carbonate in the bone apatite. Moreover, since high carbonate (and other ions) substitution 
correlates with a less mature mineral, FTIR data may also provide a measure of the crystal 
maturity based on the crystal stoichiometry. On the other hand, the maturity of the organic 
component of bone may also be evaluated through the analysis of specific amide bands from 
collagen. 

Next section addresses the methodology usually applied to determine these and other 
parameters important for bone quality, demonstrating the extraordinary potential of FTIR 
analysis.  

3.2 Assessing bone quality using FTIR 

Bone quality is a broad term that encompasses factors affecting the geometric and material 
properties that contribute to fracture resistance. Geometric properties include the 
macroscopic geometry of the whole bone and the microscopic architecture of the trabeculae. 
On the other hand, material properties include the composition and arrangement of the 
primary constituents of bone tissue (collagen and mineral), as well as microdamage and 
microstructural discontinuities (Boskey, 2006, 2011; Paschalis et al., 1997). As mentioned 
earlier, the recent interest in bone quality arises from the fact that the traditional 
measurement of bone strength in clinical practice, namely bone densitometry, does not always 
reliably predict fracture risk. In fact, the bone mineral density (BMD) measurements primarily 
show the quantity of bone in the skeleton, overlooking more subtle aspects of bone’s 
properties that may also contribute to its fragility. It is therefore important to understand 
alterations in bone that occur at the macro-, micro- and nanoscopic levels to determine what 
parameters affect bone quality and how they change with age or health condition. 

FTIR spectroscopy, including FTIRM and FTIRI, providing information on all bone 
constituents at molecular level, represents an excellent tool to explore bone quality. The 
most frequently reported outcomes of FTIR related to bone material properties are the 
relative mineral and organic content, mineral maturity and crystallinity, carbonate 
substitution into the apatite lattice and collagen crosslinking. Because most of the bands of 
the bone spectrum are composed of several spectral components, deconvolution methods 
based on second derivative-spectroscopy and curve fitting have to be applied, being the 
results normally reported as a percentage of the area of specific underlying bands (Donnely 
2010; Petibois et al., 2009). Hence, FTIR data are most commonly used for comparison 
purposes (between regions of the same sample, among samples or throughout time) rather 
than in absolute terms. 

The proportion between the mineral and organic content in bone expresses its degree of 
mineralization and can be calculated from the ratio of the integrated area due to phosphate 
bands (usually 1, 3 in the 900-1200 cm-1 region) to that of a amide band (normally Amide I 
in the 1600-1700 cm-1 region). This ratio is an important indicator of the maturation or aging 
of bone and is linearly related to the bone mineral density (BMD) routinely measured in 
clinical medicine by dual energy X-ray absorptiometry. However, it should be pointed out 
that these parameters are not expressed in the same basis (BMD quantifies the amount of 
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mineral per volume whereas the ratio of the mentioned areas represents the amount of 
mineral per amount of collagen per volume analysed). 

The mineral maturity is normally estimated based on sub-bands of the 1, 3 phosphate 
vibrations in the 900-1200 cm-1 region (Fig. 6). From deconvolution in this spectral range 
several individual peaks arise underneath the 3 band, being those at ca. 1020 and ca. 1030 
cm-1 regarded as representative of specific chemical environments: typically, the sub-band at 
1020 cm-1 is associated to nonstoichiometric apatites (containing HPO42- and/or CO32-) and 
that at 1030 cm-1, to stoichiometric apatites. Given that the ratio of the areas of the sub-bands 
at 1020 and 1030 cm-1 has shown to decrease as mineral maturation proceeds, this ratio is 
often applied to evaluate the maturity of the bone apatite (Miller et al., 2001; Paschalis et al., 
2011; Verdelis et al., 2007). 

 
Fig. 6. Spectral region of the 1, 3 phosphate bands with underlying components revealed 
by curve-fitting. Sub-bands associated with the stoichiometry of the apatite (generally used 
for determination of mineral maturity) and the sub-band from HPO42- (a common substitute 
in the apatite crystal) are highlighted (adapted from Verdelis, 2005). 

It should be mentioned that since they evolve concomitantly, mineral maturity is normally 
associated with crystallinity. Thus, the simultaneous expression mineral maturity/ 
crystallinity is commonly employed, regardless these parameters do not refer to the same 
mineral properties (Farlay et al. 2011). Although the crystallinity of a mineral is typically 
calculated from X-ray diffraction, it has been suggested that in the particular case of 
hydroxyapatite, this parameter may also be determined from the well resolved FTIR band at 
ca. 600 cm-1 corresponding to a 4 phosphate vibration. Since the inverse of the full width at 
half maximum (1/FWHM) of this peak was found to be highly correlated with the state of 
crystallinity of the apatite (the narrower the peak, the higher the crystallinity), this ratio may 
be used as a crystallinity index. (Farlay et al. 2011). Moreover, it has been suggested that the 
4 PO43- peak at ca. 600 cm-1 is more reliable than the 3 PO43- peak at ca. 1030 cm-1, most 
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The proportion between the mineral and organic content in bone expresses its degree of 
mineralization and can be calculated from the ratio of the integrated area due to phosphate 
bands (usually 1, 3 in the 900-1200 cm-1 region) to that of a amide band (normally Amide I 
in the 1600-1700 cm-1 region). This ratio is an important indicator of the maturation or aging 
of bone and is linearly related to the bone mineral density (BMD) routinely measured in 
clinical medicine by dual energy X-ray absorptiometry. However, it should be pointed out 
that these parameters are not expressed in the same basis (BMD quantifies the amount of 

 
Characterization of Bone and Bone-Based Graft Materials Using FTIR Spectroscopy 

 

325 

mineral per volume whereas the ratio of the mentioned areas represents the amount of 
mineral per amount of collagen per volume analysed). 

The mineral maturity is normally estimated based on sub-bands of the 1, 3 phosphate 
vibrations in the 900-1200 cm-1 region (Fig. 6). From deconvolution in this spectral range 
several individual peaks arise underneath the 3 band, being those at ca. 1020 and ca. 1030 
cm-1 regarded as representative of specific chemical environments: typically, the sub-band at 
1020 cm-1 is associated to nonstoichiometric apatites (containing HPO42- and/or CO32-) and 
that at 1030 cm-1, to stoichiometric apatites. Given that the ratio of the areas of the sub-bands 
at 1020 and 1030 cm-1 has shown to decrease as mineral maturation proceeds, this ratio is 
often applied to evaluate the maturity of the bone apatite (Miller et al., 2001; Paschalis et al., 
2011; Verdelis et al., 2007). 

 
Fig. 6. Spectral region of the 1, 3 phosphate bands with underlying components revealed 
by curve-fitting. Sub-bands associated with the stoichiometry of the apatite (generally used 
for determination of mineral maturity) and the sub-band from HPO42- (a common substitute 
in the apatite crystal) are highlighted (adapted from Verdelis, 2005). 

It should be mentioned that since they evolve concomitantly, mineral maturity is normally 
associated with crystallinity. Thus, the simultaneous expression mineral maturity/ 
crystallinity is commonly employed, regardless these parameters do not refer to the same 
mineral properties (Farlay et al. 2011). Although the crystallinity of a mineral is typically 
calculated from X-ray diffraction, it has been suggested that in the particular case of 
hydroxyapatite, this parameter may also be determined from the well resolved FTIR band at 
ca. 600 cm-1 corresponding to a 4 phosphate vibration. Since the inverse of the full width at 
half maximum (1/FWHM) of this peak was found to be highly correlated with the state of 
crystallinity of the apatite (the narrower the peak, the higher the crystallinity), this ratio may 
be used as a crystallinity index. (Farlay et al. 2011). Moreover, it has been suggested that the 
4 PO43- peak at ca. 600 cm-1 is more reliable than the 3 PO43- peak at ca. 1030 cm-1, most 
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frequently associated with crystallinity (Shemesh, 1990). Finally, it should be emphasized 
that mineral maturity and crystallinity seem to be strongly correlated in synthetic apatites, 
but poorly correlated in human bone (especially in pathological bone). As expected in such a 
dynamic remodelling tissue, both parameters depend upon numerous factors including age, 
nutrition and health condition. 

On the other hand, the maturity of the mineral phase is also related to the amount of 
substitutions in the crystal lattice of hydroxyapatite, being carbonate the most abundant in 
bone. Carbonate to phosphate ratio indicates the level of carbonate substitution and is 
calculated as the ratio of the carbonate band integrated area (850-890 cm-1) to that of 1, 3 
phosphate bands. This parameter seems a good indicator of the bone turnover and 
remodeling activity (Isaksson et al 2010). A combination of second derivative spectroscopy 
and curve fitting of the carbonate band (Fig. 7) reveals whether the carbonate has replaced 
hydroxide (A-type) or phosphate (B-type) in the apatite crystal, or is loosely attached to its 
surface (labile CO32-). Considering that acidic phosphate is another eventual substitute in 
bone apatite, mineral maturity may also be estimated from the ratio between the overall 1, 
3 phosphate band and the HPO42- sub-band at ca. 1110 cm-1. 

 
Fig. 7. Spectral region of the 2 carbonate band with components determined by curve-
fitting, indicating the different types of carbonate substitution (adapted from Verdelis, 2005). 

As previously mentioned, one of the most distinct features of type I collagen in mineralized 
tissues is its cross-linking chemistry. The intermolecular cross-linking provides high tensile 
strength and viscoelasticity to the fibrillar matrices. FTIR has been used to analyse the 
secondary structure of collagen, namely through the analysis of Amide I band. Information 
on protein structure may be obtained from the underlying bands of Amide I spectral region 
by resolution enhancement techniques (Fig. 8) (Paschalis et al., 2003). Of particular interest 
are two sub-bands: 1660 and 1690 cm-1, related to the presence of non-reducible (mature) 
and reducible (immature) collagen cross-links, respectively. Thus, the ratio of the integrated 
areas of these bands (1660/1690) can be used as an indicator of the collagen maturity 
(Paschalis et al., 2011; Paschalis et al., 2001; Saito & Marumo, 2009). 
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Fig. 8. Typical FTIR spectrum of collagen obtained from demineralized bovine bone in the 
region of Amide I and Amide II, resolved to its underlying components. Sub-bands at 1660 
and 1690 cm-1 may be used to determine the maturity of collagen crosslinks (adapted from 
Paschalis et al., 2001). 

Parameter Ratio of the integrated areas or peaks intensities 
Mineral/organic content Phosphate bands (900-1200 cm-1)/amide I band (1600-1700 cm-1) 

Mineral maturity 1030 cm-1 sub-band (stochiometric apatites)/1020 cm-1 sub-band 
(non-stochiometric) 

CO32-/PO43- ratio Carbonate bands (850-890 cm-1)/phosphate bands (900-1200 cm-1) 

Type of CO32substitution 
Ratio of integrated area or intensity of sub-bands at ca. 870 cm-1 
(B-type carbonate), 880 cm-1 (A-type carbonate) and 865 cm-1 
(labile carbonate)

Collagen maturity 1660 cm-1 sub-band (non-reducible/mature cross-links)/1690 
cm-1 sub-band (reducible/immature cross-links) 

Table 2. Relevant bone quality parameters derived from the FTIR data. 

Table 2 summarizes the most important parameters generally used to evaluate bone quality 
derived from FTIR spectroscopy data. In addition, Figure 9 illustrates the spatial 
distribution of some of these parameters in thin sections of osteoporotic bone samples, as 
observed by FTIRI. 

4. Characterization of bone-based graft materials using FTIR spectroscopy 

Bone tissue posses a remarkable capacity to self-repair microdamages. Nevertheless, when a 
bone defect reaches a critical size, healing usually requires the introduction of grafting 
materials. Ideally, these should be able to provide a porous scaffold to enable cell invasion 
and attachment, and the subsequent formation of new bone.  
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Fig. 8. Typical FTIR spectrum of collagen obtained from demineralized bovine bone in the 
region of Amide I and Amide II, resolved to its underlying components. Sub-bands at 1660 
and 1690 cm-1 may be used to determine the maturity of collagen crosslinks (adapted from 
Paschalis et al., 2001). 
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(non-stochiometric) 

CO32-/PO43- ratio Carbonate bands (850-890 cm-1)/phosphate bands (900-1200 cm-1) 

Type of CO32substitution 
Ratio of integrated area or intensity of sub-bands at ca. 870 cm-1 
(B-type carbonate), 880 cm-1 (A-type carbonate) and 865 cm-1 
(labile carbonate)

Collagen maturity 1660 cm-1 sub-band (non-reducible/mature cross-links)/1690 
cm-1 sub-band (reducible/immature cross-links) 

Table 2. Relevant bone quality parameters derived from the FTIR data. 

Table 2 summarizes the most important parameters generally used to evaluate bone quality 
derived from FTIR spectroscopy data. In addition, Figure 9 illustrates the spatial 
distribution of some of these parameters in thin sections of osteoporotic bone samples, as 
observed by FTIRI. 

4. Characterization of bone-based graft materials using FTIR spectroscopy 

Bone tissue posses a remarkable capacity to self-repair microdamages. Nevertheless, when a 
bone defect reaches a critical size, healing usually requires the introduction of grafting 
materials. Ideally, these should be able to provide a porous scaffold to enable cell invasion 
and attachment, and the subsequent formation of new bone.  
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Fig. 9. Typical images obtained by FTIRI from an osteoporotic human iliac crest showing the 
spatial distribution of bone quality parameters in regions of cortical and cancellous bone: 
mineral/organic ratio (A), mineral maturity (B), and collagen maturity (C) (from Boskey, 
2011).  

A standard strategy applied when a bone loss occurs is using bone grafts which include 
autografts, allografts and xenografts (Bauer & Muschler, 2000; Torroni, 2009). An autograft 
consists of a tissue that is transferred from one site of the organism of an individual to a 
different location, an allograft represents a tissue transfer between individuals of the same 
species, and xenografts, between different species. Bone autografts, the “gold standard” in 
bone grafting procedures, have the advantage of no adverse immunological response and 
thus represent the best for inducing new bone formation. However, they are usually 
available in limited quantity (depending on donor site anatomy) and harvesting requires 
additional surgery, resulting in increased morbidity for the patient. Human allografts, 
which can be appropriately preserved in bone banks being thus available in greater 
abundance, represent a valuable alternative to autografts (Judas et al., 2005). Even so, the 
application of allografts is often limited due to uncertainty on compatibility and risk of 
disease transmission. Xenografts, most often of bovine or porcine origin, have no limitations 
regarding availability but, similarly to allogenous bone, can introduce risk of rejection and 
disease transmission. 
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Currently, the most common alternatives to bone-based grafts are synthetic biomaterials 
(often composites made of Ca/P ceramics and polymers) (Kikuchi et al., 2001). Although the 
raw materials of these composites are selected to fulfil many requirements (such as 
biocompatibility, osteoconductivity and non-toxicity), being often produced/modified to 
mimic the characteristics of natural bone, the best clinical results still derive from the 
application of autografts. Nonetheless, synthetic materials not only overcome most 
disadvantages of the natural bone grafts, but also provide more consistent and controllable 
properties. This is the case of diverse ceramic materials, namely hydroxyapatite, that besides 
being applied as components of composites, are also frequently used alone. In fact, synthetic 
hydroxyapatite is the most commonly used graft material mostly due to its resemblance 
with the bone mineral and similar osteocondutive potential. Synthetic hydroxyapatite, 
however, possesses some limitations including poor mechanical properties (specially when 
exposed to wet environments) and lack of osteoinductive properties. In addition, for the 
time being, synthetic apatites are not yet able to duplicate the composition and structure of 
the mineral component of bone, known to influence the grafts osteointegration. In fact, 
natural hydroxyapatite is nonstoichiometric and contains carbonate and other ions built into 
its structure. Although the presence of these ions is very low, they play a vital role in the 
biological reactions associated with bone metabolism (Barrere et al., 2006; Joschek et al., 
2000). It has been shown that carbonate incorporation tends to decrease the crystallinity and 
to augment the solubility of hydroxyapatite, enhancing its biodegradation rate. Thus, 
synthetic hydroxyapatite is frequently modified chemically in order to include additional 
properties favorable to bone grafting. 

A given type of graft can function by more than one mechanism. For instance, autografts are 
osteoconductive, osteoinductive and osteogenic whereas allografts and xenografts are 
mainly osteoconductive. Evidences that natural apatites also possess osteocondutive 
properties has stimulated their application as grafting materials, alone or combined with 
other materials. Currently, this mineral component of bone is usually obtained from 
calcined xenografts, being commercially available from different animal origins, under 
various formulations. On the other hand, in addition to osteocondutive properties, 
demineralized bone grafts have demonstrated to also possess osteoinductive capacities, 
which are mainly attributed to the exposure of bone morphogenetic proteins (BMPs) caused 
by the demineralization procedure. Thus, not only natural bone grafts, but also calcined and 
demineralized bone grafts constitute very important options that require extensive research 
regarding materials characterization, processing methods and application conditions, in 
order to help the prediction of their clinical outcome. 

4.1 Bone-derived hydoxyapatite: Influence of the calcination temperature 

One strategy to improve non-autograft materials while maintaining their advantages 
regarding their chemical and physical properties is to process natural bone, for example by 
heat treatment (Haberko et al., 2006; Joschek et al., 2000; Murugan et al., 2006; Ooi et al., 
2007). Natural hydroxyapatite obtained in this way has the advantage of inheriting the 
chemical composition and structure of the raw material (Catanese et al., 1990; Etok et al., 
2007; Murugan et al., 2003), being therefore an alternative solution for numerous 
applications based on its analogous synthetic products. As compared to allogeneic bone, 
hydroxyapatite derived from xenogeneic bone (usually of bovine origin) is considered a 
good option because it is easier to obtain at lower cost and is available in unlimited supply. 
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A standard strategy applied when a bone loss occurs is using bone grafts which include 
autografts, allografts and xenografts (Bauer & Muschler, 2000; Torroni, 2009). An autograft 
consists of a tissue that is transferred from one site of the organism of an individual to a 
different location, an allograft represents a tissue transfer between individuals of the same 
species, and xenografts, between different species. Bone autografts, the “gold standard” in 
bone grafting procedures, have the advantage of no adverse immunological response and 
thus represent the best for inducing new bone formation. However, they are usually 
available in limited quantity (depending on donor site anatomy) and harvesting requires 
additional surgery, resulting in increased morbidity for the patient. Human allografts, 
which can be appropriately preserved in bone banks being thus available in greater 
abundance, represent a valuable alternative to autografts (Judas et al., 2005). Even so, the 
application of allografts is often limited due to uncertainty on compatibility and risk of 
disease transmission. Xenografts, most often of bovine or porcine origin, have no limitations 
regarding availability but, similarly to allogenous bone, can introduce risk of rejection and 
disease transmission. 
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Currently, the most common alternatives to bone-based grafts are synthetic biomaterials 
(often composites made of Ca/P ceramics and polymers) (Kikuchi et al., 2001). Although the 
raw materials of these composites are selected to fulfil many requirements (such as 
biocompatibility, osteoconductivity and non-toxicity), being often produced/modified to 
mimic the characteristics of natural bone, the best clinical results still derive from the 
application of autografts. Nonetheless, synthetic materials not only overcome most 
disadvantages of the natural bone grafts, but also provide more consistent and controllable 
properties. This is the case of diverse ceramic materials, namely hydroxyapatite, that besides 
being applied as components of composites, are also frequently used alone. In fact, synthetic 
hydroxyapatite is the most commonly used graft material mostly due to its resemblance 
with the bone mineral and similar osteocondutive potential. Synthetic hydroxyapatite, 
however, possesses some limitations including poor mechanical properties (specially when 
exposed to wet environments) and lack of osteoinductive properties. In addition, for the 
time being, synthetic apatites are not yet able to duplicate the composition and structure of 
the mineral component of bone, known to influence the grafts osteointegration. In fact, 
natural hydroxyapatite is nonstoichiometric and contains carbonate and other ions built into 
its structure. Although the presence of these ions is very low, they play a vital role in the 
biological reactions associated with bone metabolism (Barrere et al., 2006; Joschek et al., 
2000). It has been shown that carbonate incorporation tends to decrease the crystallinity and 
to augment the solubility of hydroxyapatite, enhancing its biodegradation rate. Thus, 
synthetic hydroxyapatite is frequently modified chemically in order to include additional 
properties favorable to bone grafting. 

A given type of graft can function by more than one mechanism. For instance, autografts are 
osteoconductive, osteoinductive and osteogenic whereas allografts and xenografts are 
mainly osteoconductive. Evidences that natural apatites also possess osteocondutive 
properties has stimulated their application as grafting materials, alone or combined with 
other materials. Currently, this mineral component of bone is usually obtained from 
calcined xenografts, being commercially available from different animal origins, under 
various formulations. On the other hand, in addition to osteocondutive properties, 
demineralized bone grafts have demonstrated to also possess osteoinductive capacities, 
which are mainly attributed to the exposure of bone morphogenetic proteins (BMPs) caused 
by the demineralization procedure. Thus, not only natural bone grafts, but also calcined and 
demineralized bone grafts constitute very important options that require extensive research 
regarding materials characterization, processing methods and application conditions, in 
order to help the prediction of their clinical outcome. 

4.1 Bone-derived hydoxyapatite: Influence of the calcination temperature 

One strategy to improve non-autograft materials while maintaining their advantages 
regarding their chemical and physical properties is to process natural bone, for example by 
heat treatment (Haberko et al., 2006; Joschek et al., 2000; Murugan et al., 2006; Ooi et al., 
2007). Natural hydroxyapatite obtained in this way has the advantage of inheriting the 
chemical composition and structure of the raw material (Catanese et al., 1990; Etok et al., 
2007; Murugan et al., 2003), being therefore an alternative solution for numerous 
applications based on its analogous synthetic products. As compared to allogeneic bone, 
hydroxyapatite derived from xenogeneic bone (usually of bovine origin) is considered a 
good option because it is easier to obtain at lower cost and is available in unlimited supply. 
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The problem that arises with heat treatment at elevated temperatures is that the biogenic 
composition and structure of bone mineral can change and this may affect the efficacy of 
this material (Etok et al., 2007; Hillera et al., 2003; Ooi et al., 2007). Although there is some 
controversy regarding the onset of chemical and structural changes as a consequence of heat 
treatment, it has been reported that changes in the mineral phase of bone are not significant 
until degradation and combustion of most of the more labile organic components occurs 
(around 500 ºC) (Etok et al., 2007; Mkukuma et al., 2004; Murugan et al., 2006; Ooi et al., 
2007). Regarding sample mineralogy, it is generally accepted that heat treatment promotes 
the crystallinity of bone derived hydroxyapatite and increases the crystallite size (Etok et al., 
2007; Hillera et al., 2003; Ooi et al., 2007). 

A recent study concerning cortical bone samples of different origins (human and animal) 
subjected to different calcination temperatures (600, 900 and 1200 ºC) revealed that the 
calcination temperature highly affects the properties of the bone samples (Figueiredo et al., 
2010). As expected, higher temperatures led to more pure forms of hydroxyapatite, with 
higher crystallinity degrees and larger crystallite sizes and a less porous structure. 
Furthermore, samples heated to the same temperature exhibited similar characteristics, 
regardless their origin. 

FTIR spectra (Fig. 10) indicated that the organic constituents were no longer present in the 
samples calcined at 600 ºC, suggesting that this temperature is adequate to obtain protein-
free samples. Moreover, these spectra have also revealed that, at this temperature, a 
carbonated apatite was obtained, being the carbonate removed from the mineral at higher 
temperatures. Furthermore, no new mineral phases were evident at higher temperatures, in 
good agreement with the results of thermal analysis, X-ray diffraction and additional 
confirmation by chemical analysis. Nevertheless, it has been reported that the apatite base  

 
Fig. 10. FTIR spectra of human cortical bone before (control) and after calcination at 600, 900 
and 1200 ºC. *Bands attributed to lattice carbonate vibrations (Figueiredo et al., 2010). 
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structure may be partially degraded by heating at temperatures higher than 800 ºC, 
originating -tricalcium phosphate (Ca3(PO4)2) and/or CaO. However, the presence of these 
products in the mineral is better detected by X-ray diffraction than by FTIR spectroscopy 
(Etok et al., 2007; Haberko et al., 2006; Mkukuma et al., 2004; Ooi et al., 2007; Rogers & 
Daniels 2002). 

SEM pictures (Fig. 11) of the human bone sample calcined at various temperatures showed 
that the samples surfaces no longer present the characteristic concentric lamellae around the 
Havers Canals, due to the elimination of collagen with heat treatment. Nonetheless, the 
basic microstructure of cortical bone (Havers Canals and osteocyte lacunar spaces, in 
particular) was preserved after calcination. Additionally, it was also apparent that the size of 
the apatite crystals increased with temperature, resulting on increased crystalinity (as 
confirmed by X-ray diffraction). 

 
Fig. 11. Scanning Electron Microscopy images of human cortical bone calcined at 600, 900 
and 1200 ºC (from left to right) showing the increase in crystal size with temperature 
(Figueiredo et al. 2010). 

Moreover, heat treatment also resulted in different porosity characteristics. Regarding 
porosity and pore size distribution, assessed by mercury intrusion (Fig. 12), it was clear that 
samples calcined at 600 ºC exhibit the highest porosity, around 50%, which, for a compact 
bone, is quite relevant. However, as the heating temperature increases, the porous structure 
condenses, sintering at very high temperatures (1200 ºC) and originating porosity values 
comparable to those of the non-calcined samples. 

4.2 Demineralized bone matrix: Effect of the acid concentration 

Demineralized bone matrix (DBM) is often applied in orthopedics, periodontics, oral and 
maxillofacial surgery because of its inherent osteoconductive and osteoinductive properties, 
generally related, as mentioned, to bone morphogenetic proteins (BMPs) (Bauer & Muschler, 
2000; Eppley et al., 2005; Katz et al., 2009). In fact, as mineral is removed, the matrix 
associated BMPs become available rendering DBM grafts osteoinductive (Pietrzak et al., 
2009). These grafts can be used either alone (Libin et al., 1975; Morone & Boden, 1998; 
Pietrzak et al., 2005) or in combination with bone marrow, autogenous bone graft, or other 
materials (Kim et al., 2002; Kucukkolbasi et al., 2009; Nade & Burwell, 1977). Additionally, 
DBM exhibits elastic features, being easily shaped to fill osteochondral lesions with different 
shapes and sizes (Costa et al., 2001). 

Despite the extensive use of DBM, conflicting results have been published in the literature 
regarding its bone-inducing abilities. This may be a consequence of following different  
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samples calcined at 600 ºC exhibit the highest porosity, around 50%, which, for a compact 
bone, is quite relevant. However, as the heating temperature increases, the porous structure 
condenses, sintering at very high temperatures (1200 ºC) and originating porosity values 
comparable to those of the non-calcined samples. 

4.2 Demineralized bone matrix: Effect of the acid concentration 

Demineralized bone matrix (DBM) is often applied in orthopedics, periodontics, oral and 
maxillofacial surgery because of its inherent osteoconductive and osteoinductive properties, 
generally related, as mentioned, to bone morphogenetic proteins (BMPs) (Bauer & Muschler, 
2000; Eppley et al., 2005; Katz et al., 2009). In fact, as mineral is removed, the matrix 
associated BMPs become available rendering DBM grafts osteoinductive (Pietrzak et al., 
2009). These grafts can be used either alone (Libin et al., 1975; Morone & Boden, 1998; 
Pietrzak et al., 2005) or in combination with bone marrow, autogenous bone graft, or other 
materials (Kim et al., 2002; Kucukkolbasi et al., 2009; Nade & Burwell, 1977). Additionally, 
DBM exhibits elastic features, being easily shaped to fill osteochondral lesions with different 
shapes and sizes (Costa et al., 2001). 

Despite the extensive use of DBM, conflicting results have been published in the literature 
regarding its bone-inducing abilities. This may be a consequence of following different  
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Fig. 12. Cumulative intrusion curve of human cortical bone, before (control) and after 
calcination at 600, 900 and 1200 ºC, measured by mercury porosimetry (Figueiredo et al., 
2010). 

demineralization procedures that naturally result in products with different properties (Bae 
et al., 2006; Eggert & Germain, 1979; Y. P. Lee et al., 2005; Lomas et al., 2001; Peterson et al., 
2004). As reported in a recent study about BMPs depletion in particles of bovine cortical 
bone under acid exposure (0.25 and 0.5 M HCl) (Pietrzak et al., 2009), the availability of 
BMP-7 increases as demineralization occurs but, after reaching a maximum in the extraction 
bath, continuously declines. These results alert for the need to control the demineralization 
processing conditions. Normally, the process of bone demineralization is carried out by 
immersing the sample in a variety of strong and/or weak acids. In the case of using HCl 
(the most frequently used), the major inorganic constituent of bone (hydroxyapatite) reacts 
to form monocalcium phosphate and calcium chloride (Dorozhkin, 1997; Horneman et al., 
2004).  

FTIR has been used to monitor the bone demineralization process using HCl under different 
experimental conditions (acid concentrations and exposure times) (Figueiredo et al., 2011). 
Fig. 13 shows the FTIR spectra of bone samples (¼ of a ring of a human femoral diaphysis 
after being transversely cut into rings of approximately 1 cm width) submitted to 
demineralization with HCl 1.2 M for different periods of time. From the analysis of the FTIR 
spectra of the surface and of the core of the bone blocks, it was confirmed that the 
demineralization starts at the surface (absence of 1, 3 PO43- bands and relative increase of the  

 
Characterization of Bone and Bone-Based Graft Materials Using FTIR Spectroscopy 

 

333 

Fig. 13. FTIR spectra from the outer surface and from the core of the human bone samples 
after immersion in 1.2 M HCl for different time intervals. Demineralization proceeds from 
the surface into the core of the bone samples, as evidenced by the absence of phosphate 
bands and by the similarity with the spectrum of collagen. 

collagen bands intensity) and progresses to the interior of the samples. These results support 
the concept of a diffusion model and agree with the proposed theory of the unreacted core 
during demineralization (Horneman et al., 2004; Lewandrowski et al., 1996, 1997). 

This study was complemented with kinetic profiles and analysis of the samples´ structural 
modifications. As expected, increasing the acid concentration led to an increase in the 
demineralization rate, but not in a proportional way. In addition, microscopic observations 
demonstrated that despite the structural deformation resultant from demineralization, the 
basic bone microstructure was preserved. The loss of mineral led to a progressive reduction 
of mechanical strength and an increase of plastic properties (e.g. flexibility and elasticity) of 
the resultant material, mostly composed of collagen.  

Although the deterioration of the organic component of bone was not examined in detail in 
this work, other studies using FTIR to analyse the effect of acids on the composition and 
structure of collagen during extraction from different tissues, may provide useful 
information on that subject. In fact, acid treatment of collagen samples was found to 
originate reduction of intermolecular cross-linking and hydrolysis of peptide bonds, as 
evidenced after curve-fitting in the spectral regions of the Amide I, II and III bands of 
collagen (Muyonga et al., 2004). These changes in collagen composition explained the 
observed loss of structural order. In addition, the amount and characteristics of the extracted 
fragments of collagen was related with the experimental conditions. These results agree 
with those from a FTIR study concerning the cross-linking of a collagen-hydroxyapatite 
nanocomposite with glutaraldehyde, as a model for the bone matrix (Chang & Tanaka, 
2002). The spectral analysis showed that the increase of the cross-linking degree induces 
higher retaining of the organic content in the composite. 

5. Conclusions 

From the above, it is clear that FTIR spectroscopy is a sensitive and convenient tool to study 
the physicochemical modifications of bone composition regarding the mineral phase as well 
as the organic matrix. The detailed information provided by this technique is extremely 
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Fig. 13. FTIR spectra from the outer surface and from the core of the human bone samples 
after immersion in 1.2 M HCl for different time intervals. Demineralization proceeds from 
the surface into the core of the bone samples, as evidenced by the absence of phosphate 
bands and by the similarity with the spectrum of collagen. 

collagen bands intensity) and progresses to the interior of the samples. These results support 
the concept of a diffusion model and agree with the proposed theory of the unreacted core 
during demineralization (Horneman et al., 2004; Lewandrowski et al., 1996, 1997). 

This study was complemented with kinetic profiles and analysis of the samples´ structural 
modifications. As expected, increasing the acid concentration led to an increase in the 
demineralization rate, but not in a proportional way. In addition, microscopic observations 
demonstrated that despite the structural deformation resultant from demineralization, the 
basic bone microstructure was preserved. The loss of mineral led to a progressive reduction 
of mechanical strength and an increase of plastic properties (e.g. flexibility and elasticity) of 
the resultant material, mostly composed of collagen.  

Although the deterioration of the organic component of bone was not examined in detail in 
this work, other studies using FTIR to analyse the effect of acids on the composition and 
structure of collagen during extraction from different tissues, may provide useful 
information on that subject. In fact, acid treatment of collagen samples was found to 
originate reduction of intermolecular cross-linking and hydrolysis of peptide bonds, as 
evidenced after curve-fitting in the spectral regions of the Amide I, II and III bands of 
collagen (Muyonga et al., 2004). These changes in collagen composition explained the 
observed loss of structural order. In addition, the amount and characteristics of the extracted 
fragments of collagen was related with the experimental conditions. These results agree 
with those from a FTIR study concerning the cross-linking of a collagen-hydroxyapatite 
nanocomposite with glutaraldehyde, as a model for the bone matrix (Chang & Tanaka, 
2002). The spectral analysis showed that the increase of the cross-linking degree induces 
higher retaining of the organic content in the composite. 

5. Conclusions 

From the above, it is clear that FTIR spectroscopy is a sensitive and convenient tool to study 
the physicochemical modifications of bone composition regarding the mineral phase as well 
as the organic matrix. The detailed information provided by this technique is extremely 
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useful to study bone alterations that occur at macro-, micro- and nanoscopic levels, helping 
to reach a more consistent diagnostic. 

Additionally, FTIR has been extensively used to characterize natural or synthetic graft 
materials, as well as to monitor the properties of the new bone formation. Furthermore, 
since the composition and the morphostructural parameters of a bone graft affect their 
biocompatibility, biodegradation and ultimately their osteointegration, the use of FTIR 
spectroscopy (including FTIRM and FTIRI) allows an interdisciplinary approach between 
chemists, molecular biologists and medical investigators. 
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1. Introduction 
Currently, the Brain Computer Interface (BCI) is being studied vigorously. BCI extracts 
thoughts in the human brain as cranial nerve information and uses the information as inputs 
to control machinery and equipment. Fig. 1 describes schematic BCI system. If this system 
enables operating machinery and equipment directly from cranial nerve information 
without the subject moving his or her hands and feet, it can be applied to care-taking robots 
and rehabilitation for physically handicapped individuals. 

 
Fig. 1. Schematic of BCI system 

BCI systems can be divided into two forms. The invasive form reads cranial nerve 
information using electrodes embedded directly into the brain. The non-invasive form reads 
cranial nerve activity from the surface of the head using near infrared spectroscopy (NIRS) 
or electroencephalography (EEG). as an example of invasive form, Donoghue LR. et al. 
extracted nerve activity of primary motor area and controlled a robot hand and mouse 
cursor (Hochberg LR et. Al, 2006). Though the invasive form has high signal accuracy, it 
imposes a heavy load on the user (e.g., surgery and infections after surgery).  
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1. Introduction 
Currently, the Brain Computer Interface (BCI) is being studied vigorously. BCI extracts 
thoughts in the human brain as cranial nerve information and uses the information as inputs 
to control machinery and equipment. Fig. 1 describes schematic BCI system. If this system 
enables operating machinery and equipment directly from cranial nerve information 
without the subject moving his or her hands and feet, it can be applied to care-taking robots 
and rehabilitation for physically handicapped individuals. 

 
Fig. 1. Schematic of BCI system 

BCI systems can be divided into two forms. The invasive form reads cranial nerve 
information using electrodes embedded directly into the brain. The non-invasive form reads 
cranial nerve activity from the surface of the head using near infrared spectroscopy (NIRS) 
or electroencephalography (EEG). as an example of invasive form, Donoghue LR. et al. 
extracted nerve activity of primary motor area and controlled a robot hand and mouse 
cursor (Hochberg LR et. Al, 2006). Though the invasive form has high signal accuracy, it 
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Therefore, the non-invasive form has a wider applicable range. In a study on the non-
invasive form, Pfurtscheller have developed BCI that physically handicapped individuals 
can control a character of the virtual reality (Pfurtscheller G. et. Al, 2006), electricaldriven 
hand (Pfurtscheller G. et. al, 2000) and functional electrical stimulation (FES) ( Pfurtscheller 
G., 2003). Vaughan TM et al. have developed in prototype systems for everyday use in 
people's homes for locked-in patients (Vaughan TM, 2006). Many other studies of BCI have 
used EEG. However, EEG has low spatial resolution and it is vulnerable to electrical noise. 
In contrast, NIRS imposes fewer restrictions on body movement than EEG does and is more 
resistant to electric noise, so the load imposed on the user is less and electronic devices have 
no influence. And, NIRS has high space resolution. Therefore, the present study focuses on 
BCI that uses NIRS. 

In an earlier study, Nagaoka et al. developed a NIRS-BCI rehabilitation system (Nagaoka T, 
2010). In their study, electric stimuli corresponding to cranial nerve information are applied 
to the user’s biceps brachii muscle by setting a threshold on signals measured from NIRS, in 
order to cause the elbow joint to move. But, Signals measured by NIRS are unstable because 
they include signals components that are irrelevant to the subject (e.g., noise of measuring 
instruments, heartbeat, and respiration). Moreover, a processing method for NIRS signals 
has not yet been established. For these reasons, it is difficult obtain a high identification rate 
by merely setting a simple threshold on NIRS signals. And this BCI system lacks versatility, 
because it is large system using multi-channel NIRS equipment. 

In this study, we propose a new detection method that uses oxy-Hb and its differential as 
indexes for application to the NIRS-BCI rehabilitation system, detecting brain activity from 
the data measured using NIRS. First, we develop a BCI system to control robot arm using 
NIRS, and confirm that NIRS-BCI system can control machine and device. Next, we apply 
NIRS-BCI system developed for rehabilitation. 

2. Near-infrared spectroscopy (NIRS) 
Using near-infrared rays, NIRS non-invasively measures changes in cerebral blood flow. 
The principle of measurement was developed by Jöbsis (1977) , based on the measurement 
of hemoglobin oxygenation in the cerebral blood flow. 

In uniformly distributed tissue, incident light is attenuated by absorption and scattering. 
The following expression, a modified Lambert-Beer law, was therefore used:  

 log( / )out inAbs I I lC S    . (1) 

Here, Iin is the irradiated quantity of light; Iout is the detected quantity of light;   is the 
absorption coefficient; C is the concentration; l  is the averaged path length; and S is the 
scattering term. 

If it is assumed that no scattering changes in brain tissue occur during activation of the 
brain, the change in absorption across the activation can be expressed by the following 
expression: 

 log( / ) ( , )out in oxy deoxyAbs I I l C X X         . (2) 
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Furthermore, if the change in concentration ( C ) is assumed to be proportional to the 
changes in oxygenated hemoglobin ( oxyX ) and deoxygenated hemoglobin ( deoxyX ), the 
following relational expression can be obtained: 

 ( ) [ ( ) ( ) ]i oxy i oxy deoxy i deoxyAbs l X X         . (3) 

The absorption coefficients of oxygenated hemoglobin and deoxygenated hemoglobin at each 
wavelength, ( )oxy i   and ( )deoxy i  , are known. As a result, oxyl X  and deoxyl X  can be 
obtained by performing measurements with near-infrared rays of two different wavelengths 
and solving simultaneous equations for Equation 3. However, the physical quantity obtained 
here is the product of the change in concentration and the averaged path length. In general, 
this averaged path length l  varies greatly from one individual to another, and from one part 
of the brain to another. Caution must therefore be exercised in evaluating the results. 

In general, changes in oxygenated hemoglobin and deoxygenated hemoglobin when the 
brain is activated and restored to the original state exhibit the trend illustrated in Figure 2 
(Huettel, 2004). 

 
Fig. 2. Schematic of changes in hemoglobin concentration due to neural activity 

3. Brain-computer interface using NIRS 
Figure 3 depicts a robot control system that uses NIRS-BCI. This system is composed of a 
cerebral function measurement section, a feature extraction and recognition section, and a 
device control section. In the cerebral function measurement section, the subject’s oxy-Hb is 
measured using a multichannel NIRS instrument, OMM-3000, made by Shimadzu 
Corporation, Japan. The system operated at three different wavelengths of 780,805,830nm. 
In the feature extraction and recognition section, the threshold is obtained by analyzing the 
original signal of oxy-Hb that was measured. When oxy-Hb after analysis exceeds the 
threshold obtained in the feature extraction and recognition section, the on signal is sent to 
the device control section in order to enable rotation of the joint of the robot arm (MR-999; 
Elekit, Japan). 
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Therefore, the non-invasive form has a wider applicable range. In a study on the non-
invasive form, Pfurtscheller have developed BCI that physically handicapped individuals 
can control a character of the virtual reality (Pfurtscheller G. et. Al, 2006), electricaldriven 
hand (Pfurtscheller G. et. al, 2000) and functional electrical stimulation (FES) ( Pfurtscheller 
G., 2003). Vaughan TM et al. have developed in prototype systems for everyday use in 
people's homes for locked-in patients (Vaughan TM, 2006). Many other studies of BCI have 
used EEG. However, EEG has low spatial resolution and it is vulnerable to electrical noise. 
In contrast, NIRS imposes fewer restrictions on body movement than EEG does and is more 
resistant to electric noise, so the load imposed on the user is less and electronic devices have 
no influence. And, NIRS has high space resolution. Therefore, the present study focuses on 
BCI that uses NIRS. 

In an earlier study, Nagaoka et al. developed a NIRS-BCI rehabilitation system (Nagaoka T, 
2010). In their study, electric stimuli corresponding to cranial nerve information are applied 
to the user’s biceps brachii muscle by setting a threshold on signals measured from NIRS, in 
order to cause the elbow joint to move. But, Signals measured by NIRS are unstable because 
they include signals components that are irrelevant to the subject (e.g., noise of measuring 
instruments, heartbeat, and respiration). Moreover, a processing method for NIRS signals 
has not yet been established. For these reasons, it is difficult obtain a high identification rate 
by merely setting a simple threshold on NIRS signals. And this BCI system lacks versatility, 
because it is large system using multi-channel NIRS equipment. 

In this study, we propose a new detection method that uses oxy-Hb and its differential as 
indexes for application to the NIRS-BCI rehabilitation system, detecting brain activity from 
the data measured using NIRS. First, we develop a BCI system to control robot arm using 
NIRS, and confirm that NIRS-BCI system can control machine and device. Next, we apply 
NIRS-BCI system developed for rehabilitation. 

2. Near-infrared spectroscopy (NIRS) 
Using near-infrared rays, NIRS non-invasively measures changes in cerebral blood flow. 
The principle of measurement was developed by Jöbsis (1977) , based on the measurement 
of hemoglobin oxygenation in the cerebral blood flow. 

In uniformly distributed tissue, incident light is attenuated by absorption and scattering. 
The following expression, a modified Lambert-Beer law, was therefore used:  

 log( / )out inAbs I I lC S    . (1) 

Here, Iin is the irradiated quantity of light; Iout is the detected quantity of light;   is the 
absorption coefficient; C is the concentration; l  is the averaged path length; and S is the 
scattering term. 

If it is assumed that no scattering changes in brain tissue occur during activation of the 
brain, the change in absorption across the activation can be expressed by the following 
expression: 

 log( / ) ( , )out in oxy deoxyAbs I I l C X X         . (2) 
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Furthermore, if the change in concentration ( C ) is assumed to be proportional to the 
changes in oxygenated hemoglobin ( oxyX ) and deoxygenated hemoglobin ( deoxyX ), the 
following relational expression can be obtained: 

 ( ) [ ( ) ( ) ]i oxy i oxy deoxy i deoxyAbs l X X         . (3) 

The absorption coefficients of oxygenated hemoglobin and deoxygenated hemoglobin at each 
wavelength, ( )oxy i   and ( )deoxy i  , are known. As a result, oxyl X  and deoxyl X  can be 
obtained by performing measurements with near-infrared rays of two different wavelengths 
and solving simultaneous equations for Equation 3. However, the physical quantity obtained 
here is the product of the change in concentration and the averaged path length. In general, 
this averaged path length l  varies greatly from one individual to another, and from one part 
of the brain to another. Caution must therefore be exercised in evaluating the results. 

In general, changes in oxygenated hemoglobin and deoxygenated hemoglobin when the 
brain is activated and restored to the original state exhibit the trend illustrated in Figure 2 
(Huettel, 2004). 

 
Fig. 2. Schematic of changes in hemoglobin concentration due to neural activity 

3. Brain-computer interface using NIRS 
Figure 3 depicts a robot control system that uses NIRS-BCI. This system is composed of a 
cerebral function measurement section, a feature extraction and recognition section, and a 
device control section. In the cerebral function measurement section, the subject’s oxy-Hb is 
measured using a multichannel NIRS instrument, OMM-3000, made by Shimadzu 
Corporation, Japan. The system operated at three different wavelengths of 780,805,830nm. 
In the feature extraction and recognition section, the threshold is obtained by analyzing the 
original signal of oxy-Hb that was measured. When oxy-Hb after analysis exceeds the 
threshold obtained in the feature extraction and recognition section, the on signal is sent to 
the device control section in order to enable rotation of the joint of the robot arm (MR-999; 
Elekit, Japan). 
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Fig. 3. BCI robot control system 

Subjects were conducted using the robot arm control system depicted in Fig. 1. Five trials 
were carried out, with each trial consisting of 10sec of pre-task rest, 30sec of task, and 10sec 
of post-task rest. The first two trials were defined as the learning stage, where the feature 
extraction and recognition section learned the fluctuation pattern of the subject’s oxy-Hb 
without moving the robot. In the third and subsequent trials, the robot’s arm was rotated 
according to the learned pattern corresponding with oxy-Hb. The subject was instructed to 
perform grasping during tasks and instructed to rest during the rest time. The motor area 
was selected as the measurement site. 

Optical fibers were arranged in 4×4 matrices on the right and left sides to perform 
measurement, with a total of 48 channels (Fig.4). The subjects were two healthy male  

volunteers in their twenties. Prior informed consent was obtained from all subjects, in an 
effort to ensure full consideration of their safety and protection of their human rights. 

In the detection method that used a simple threshold, the moving average was obtained. 
The threshold was set to 20% of the maximum oxy-Hb during the first two trials; detection 
was made in the third and subsequent trials, and an on state was judged when oxy-Hb 
exceeded the threshold. 

Changes in concentration of oxy-Hb and the detection results for grasping tasks are depicted 
in Fig.5. ON detections were made in tasks from the first to second trials. OFF decisions in 
rest were wrong. ON and OFF detections alternated within a short time, indicating 
instability. 
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Fig. 4. Position of optical fibers and channels for recording NIRS signals (grasping tasks: 
matrix, 48 channels) 

 
Fig. 5. Result of ON/OFF decision using conventional method 

4. Signal processing method for NIRS-BCI 
4.1 Detection method of brain activity 

NIRS signals also include signals that are not related to brain activity (e.g., measuring device 
noise, influences of respiration, and fluctuations of blood pressure). Therefore, to evaluate 
brain activity in detail, it is necessary to remove these extraneous signals. For this purpose, 
we selected the channels that have a good S/N ratio and exhibit remarkable task-related 
fluctuations (44 channels (contralateral motor cortex) in this case), and subjected the NIRS 
signals obtained from them to magnetic resonance angiogram analysis (MRA) (Kojima et. al, 
2006, Yanagisawa et. al, 2009, Tsunashima et. al, 2009) through discrete wavelet 
transformation to decompose and reconfigure the signals. 
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Figure 6 presents the MRA results for oxy-Hb in the 44 channels, where task-related changes 
were remarkable. The components of the very short frequency bands of d1 and d2 
correspond to the measurement noises. The components of d3 and d4 which contains the 
signal period from 3 to 4 seconds correspond to the breathing. The components of d5 and d6 
include changes of blood pressure (Elwell C.E et al. ,1999). The trend of the whole 
experiment was extracted on the approximated component (a10). Because the interval of 
repetition of tasks and rests was 50sec, the d8 component was the central component of task-
related changes. Therefore, signals were reconstructed by adding the d7，d8，d9 and d10 
components. 

 
Fig. 6. Decomposition of NIRS signal (channel 44) 
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Reconstructed signals from channel 44 are illustrated in Figure 7. Results revealed that 
oxygenated hemoglobin increased and the brain was activated during grasping tasks. 

 
a. Original signal 
 

 
b. Reconstructed NIRS signal 
Fig. 7. Comparison of original signal and reconstructed signal (channel44) 

We propose the detection method of brain activity. NIRS can measure changes in 
concentrations of oxy-Hb and deoxy-Hb, as well as the total-Hb signal (the sum of these two 
values). In this study, we focus on the oxy-Hb signal because changes in concentration of 
oxy-Hb are highly correlated with the regional cerebral blood flow (rCBF) (Sakatani et, al, 
2007), and an increase in rCBF reflects an increase in neural activity (Jueptner, et. al, 1195) 
Furthermore, we evaluate brain activity using two indexes, oxy-Hb and its differential, 
because the differential of oxy-Hb is correlated with the workload of the task (Shimizu T. et. 
al, 2009 ). 

Common fluctuations of oxy-Hb and its differential are depicted in Fig. 8 (a). As the 
detection method, we propose that oxy-Hb be taken on the horizontal axis and the 
differential of oxy-Hb on the vertical axis, and detection be made from the area of its 
trajectory. The trajectory of the activity in Fig. 8(a) is depicted in Fig. 8(b). When the 
trajectory passes through the red zone in Fig. 8(b), it can be assumed that brain activity is 
occurring. 
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Figure 6 presents the MRA results for oxy-Hb in the 44 channels, where task-related changes 
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components. 

 
Fig. 6. Decomposition of NIRS signal (channel 44) 

Time (s)

d1(0.3~0.5s)

d2(0.5~1.0s)

d3(1.0~2.1s)

d4(2.1~4.2s)

d5(4.2~8.3s)

d6(8.3~16.6s)

d7(16.6~33.3s)

d8(33.3~66.6s)

d9(66.6~133s)

d10(133~266s)

a10(266s~ )
0 50 100 150 200 250

-0.05
0

0.05

0 50 100 150 200 250
-0.02

0
0.02

0 50 100 150 200 250
-0.01

0
0.01

0 50 100 150 200 250
-0.02

0
0.02

0 50 100 150 200 250
-0.02

0
0.02

0 50 100 150 200 250
-0.02

0
0.02

0 50 100 150 200 250
-0.01

0
0.01

0 50 100 150 200 250
-0.02

0
0.02

0 50 100 150 200 250
-0.02

0
0.02

0 50 100 150 200 250
-0.05

0
0.05

0 50 100 150 200 250
-0.05

0
0.05

 
Brain-Computer Interface Using Near-Infrared Spectroscopy for Rehabilitation 345 

Reconstructed signals from channel 44 are illustrated in Figure 7. Results revealed that 
oxygenated hemoglobin increased and the brain was activated during grasping tasks. 

 
a. Original signal 
 

 
b. Reconstructed NIRS signal 
Fig. 7. Comparison of original signal and reconstructed signal (channel44) 
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a. Change of oxy-Hb and differential value 

 
b. Trajectory of oxy-Hb and d(oxy-Hb)/dt 

Fig. 8. Relations between oxy-Hb and differential 

About grasping tasks, we selected the channels that have a good S/N ratio and exhibit 
remarkable task-related fluctuations (44 channels (contralateral motor cortex) in this case), 
and subjected the NIRS signals obtained from them to MRA through discrete wavelet 
transformation to decompose and reconfigure the signals. 

Figure 9 depicts the trajectory with oxy-Hb on the horizontal axis and the differential of oxy-
Hb on the vertical axis using the signals from grasping tasks as reconfigured. As with the  
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Fig. 9. Trajectory of oxy-Hb and differential value (grasping task) 

trajectory depicted in Fig. 8 (b), the trajectory passes through the red zone, where brain 
activity is assumed to be occurring during the task. 

The area where both oxy-Hb and its differential increase (first quadrant) is assumed to be 
the area where brain activity is occurring. When the differential of oxy-Hb is large, it can be 
assumed that brain activity is occurring even if the value of oxy-Hb is small. When the 
activity level is low, such as during rest time, the trajectory tends to draw a circle of the area 
of activity around the datum point. To avoid judging the trajectory of the signals that pass 
through the area around the datum point as a sign of activity, a threshold will be set on the 
differential of oxy-Hb. However, the differential of oxy-Hb does not always continue to 
increase when activity is occurring, so we assume that activity is also occurring when oxy-
Hb is above a threshold level. Furthermore, when the trajectory does not stay in the area for 
more than a specified period (2.0s), we assume that it is an influence of artifact and that no 
activity is occurring. 

4.2 Detection result 

Figure 10 presents the detection results with the proposed detection method applied. 
Comparison with the results of the conventional detection method presented in Fig. 
35confirmed the ON detection during all tasks. Furthermore, the threshold was set on the 
value of oxy-Hb alone in the conventional detection method, so it was impossible to make 
the ON detection during the first half of a task with a low level of oxy-Hb, and the detection 
result was delayed even if relevant brain activity could be confirmed. The proposed 
detection method, however, reduced the delay due to using the differential of oxy-Hb.The 
proposed detection method did enable highly accurate detection of many subjects, 
compared with the conventional detection method.  
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Fig. 10. Result of ON/OFF decision using proposed method (grasping task) 

On the same condition, the subject was instructed to imagine grasping without moving the 
hand during the tasks. The detection of brain activity during imagined grasping tasks using 
the proposed detection method is presented in Fig. 11. Also during imagined grasping tasks, 
as in actual grasping tasks in Fig. 10, the ON detection was confirmed during all tasks. 
Furthermore, a correct detection could be made with little time delay, due to using the 
differential of oxy-Hb. These results confirm that the proposed detection method is valid for 
imagined grasping tasks as well. 

 
Fig. 11. Result of ON/OFF decision using proposed method (imagined grasping tasks) 

5. IRS-BCI system for rehabilitation 
5.1 BCI-rehabilitation system 

In the NIRS-BCI rehabilitation system (Fig.12), the signals measured with NIRS are 
transferred to the analysis workstation in real time. A threshold is set based on oxy-Hb  
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Fig. 12. NIRS-BCI rehabilitation system 

signals that are transferred; when the signals exceed the threshold, the percutaneous 
electrical stimulator gives percutaneous electrical stimulation to the biceps brachii muscle to 
induce an elbow joint refraction movement. Therefore, even those who cannot move their 
arms can actually participate in rehabilitation. 

5.2 Detection of brain activity 

We conducted experiments using the NIRS-BCI rehabilitation system depicted in Fig. 12. In 
the experiment, five cycles are performed: each cycle consists of 10sec of pre-task rest, 30sec 
of task, and 10sec of post-task rest. The threshold is set during the first two cycles, and 
muscle stimulation is applied when oxy-Hb has exceeded the threshold during the third and 
succeeding cycles. 

Two kinds of tasks were set: one to perform actual grasping and the other to imagine 
grasping. The subject was instructed to perform grasping with right hand during actual 
grasping tasks, and to imagine grasping without moving the hand during the imagined 
grasping tasks. The biceps brachii muscles of the left arm were stimulated. In either task, the 
subject was instructed to rest during rest time. 

To consider application of this system for rehabilitating patients with hemiplegia, muscles 
must be stimulated by detecting brain activity during imagined grasping tasks instead of 
during actual grasping tasks. However, large differences exist between individuals’ brain 
activity during imagined grasping tasks. Therefore, in this study, we confirm the validity of 
the proposed detection method by conducting grasping tasks associated with significant 
brain activity appears remarkably. Furthermore, we will apply the proposed detection 
method to brain activity during imagined grasping tasks. 
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Fig. 10. Result of ON/OFF decision using proposed method (grasping task) 

On the same condition, the subject was instructed to imagine grasping without moving the 
hand during the tasks. The detection of brain activity during imagined grasping tasks using 
the proposed detection method is presented in Fig. 11. Also during imagined grasping tasks, 
as in actual grasping tasks in Fig. 10, the ON detection was confirmed during all tasks. 
Furthermore, a correct detection could be made with little time delay, due to using the 
differential of oxy-Hb. These results confirm that the proposed detection method is valid for 
imagined grasping tasks as well. 

 
Fig. 11. Result of ON/OFF decision using proposed method (imagined grasping tasks) 
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signals that are transferred; when the signals exceed the threshold, the percutaneous 
electrical stimulator gives percutaneous electrical stimulation to the biceps brachii muscle to 
induce an elbow joint refraction movement. Therefore, even those who cannot move their 
arms can actually participate in rehabilitation. 

5.2 Detection of brain activity 

We conducted experiments using the NIRS-BCI rehabilitation system depicted in Fig. 12. In 
the experiment, five cycles are performed: each cycle consists of 10sec of pre-task rest, 30sec 
of task, and 10sec of post-task rest. The threshold is set during the first two cycles, and 
muscle stimulation is applied when oxy-Hb has exceeded the threshold during the third and 
succeeding cycles. 

Two kinds of tasks were set: one to perform actual grasping and the other to imagine 
grasping. The subject was instructed to perform grasping with right hand during actual 
grasping tasks, and to imagine grasping without moving the hand during the imagined 
grasping tasks. The biceps brachii muscles of the left arm were stimulated. In either task, the 
subject was instructed to rest during rest time. 

To consider application of this system for rehabilitating patients with hemiplegia, muscles 
must be stimulated by detecting brain activity during imagined grasping tasks instead of 
during actual grasping tasks. However, large differences exist between individuals’ brain 
activity during imagined grasping tasks. Therefore, in this study, we confirm the validity of 
the proposed detection method by conducting grasping tasks associated with significant 
brain activity appears remarkably. Furthermore, we will apply the proposed detection 
method to brain activity during imagined grasping tasks. 
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Brain activity in the motor area was measured using NIRS. The measurement device was a 
near-infrared device made by Shimadzu Corporation (multichannel NIRS instrument, 
OMM-2001, Shimadzu Corporation, Japan). Figure 13 depicts a scene of the experiment. 
With 4×4 probes arranged on the left and right sides, measurement was performed with a 
total of 48 channels (Fig. 4). Seven healthy males in their twenties were selected as subjects, 
and informed consent was obtained from them before conducting the experiment after 
explanation of the experiment purpose. 

 
Fig. 13. Scene of the experiment 

In the conventional detection method, the z-score was established from the mean value of 
the first two cycles of the signals measured by NIRS, and the standard deviation and the 
moving average were obtained. The threshold was set to 20% of the maximum oxy-Hb value 
obtained during the first two cycles; detection was made on the third and succeeding cycles, 
where the values of oxy-Hb that exceeded the threshold were judged as ON. 

Changes in concentration of oxy-Hb during grasping tasks and the detection results are 
presented in Fig. 14 ON detection was observed during the first task; however, it was 
confirmed that no ON detection was made during the succeeding tasks, even though some 
changes in oxy-Hb concentration of were detected. 

Figure 15 presents the detection results with the proposed detection method applied. 
Comparison with the results of the conventional detection method presented in Fig. 14 
confirmed the ON detection not only during the first task but during all tasks. Furthermore, 
the threshold was set on the value of oxy-Hb alone in the conventional detection method, so 
it was impossible to make the ON detection during the first half of a task with a low level of 
oxy-Hb, and the detection result was delayed even if relevant brain activity could be 
confirmed. The proposed detection method, however, reduced the delay due to using the 
differential of oxy-Hb. 
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Fig. 14. Result of ON/OFF decision using conventional method 

 
Fig. 15. Result of ON/OFF decision using proposed method (grasping task) 

Some problems exist in the proposed detection method. For example, the ON detection was 
made during the rest time before starting the task because the differential had increased, 
and the OFF detection was made during the second task because the differential of oxy-Hb 
decreased during the rest time between tasks. However, the proposed detection method did 
enable highly accurate detection of many subjects, compared with the conventional 
detection method. 

The detection of brain activity during imagined grasping tasks using the proposed detection 
method is presented in Fig. 16. Also during imagined grasping tasks, as in actual grasping 
tasks in Fig. 15, the ON detection was confirmed during all tasks. Furthermore, a correct 
detection could be made with little time delay, due to using the differential of oxy-Hb. These 
results confirm that the proposed detection method is valid for imagined grasping tasks as 
well. 
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changes in oxy-Hb concentration of were detected. 
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Comparison with the results of the conventional detection method presented in Fig. 14 
confirmed the ON detection not only during the first task but during all tasks. Furthermore, 
the threshold was set on the value of oxy-Hb alone in the conventional detection method, so 
it was impossible to make the ON detection during the first half of a task with a low level of 
oxy-Hb, and the detection result was delayed even if relevant brain activity could be 
confirmed. The proposed detection method, however, reduced the delay due to using the 
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Fig. 15. Result of ON/OFF decision using proposed method (grasping task) 

Some problems exist in the proposed detection method. For example, the ON detection was 
made during the rest time before starting the task because the differential had increased, 
and the OFF detection was made during the second task because the differential of oxy-Hb 
decreased during the rest time between tasks. However, the proposed detection method did 
enable highly accurate detection of many subjects, compared with the conventional 
detection method. 
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Fig. 16. Result of ON/OFF decision using proposed method (imagined grasping tasks) 

6. Summary 
In this study we proposed a new detection method that uses oxy-Hb and its differential as 
indexes for application to the NIRS-BCI rehabilitation system, detecting brain activity 
from the data measured using NIRS. First, we developed a BCI system to control robot 
arm using NIRS, and confirmed that NIRS-BCI system can control machine and device. 
When a detection method with a simple threshold is employed, no stable operation was 
made during the tasks. This study proposes a method by which oxy-Hb is plotted on the 
horizontal axis and the differential of oxy-Hb on the vertical axis, and brain activity is 
judged from the area of the plotted trajectory. As a result, we confirmed that the proposed 
detection method enables highly accurate detection with little time delay compared with 
the conventional detection method, during both grasping tasks and imagined grasping 
tasks. 

Next, we applied NIRS-BCI system developed for rehabilitation. We also confirmed that the 
proposed detection method enables highly accurate detection compared with the detection 
method with a simple threshold during both grasping tasks and imagined grasping tasks. 
These results confirm the validity of the proposed detection method for the NIRS-BC 
rehabilitation system. We gathered experiment data from healthy men in the present study, 
but in future studies, we will develop portable NIRS-BCI rehabilitation system, and conduct 
experiments on patients with hemiplegia to put this system into practical use. 

Furthermore, the detection method proposed in this study uses the oxy-Hb level and its 
differential alone as indexes, so it is applicable to the brain activity of the prefrontal area 
while the brain is performing cognition tasks, where deoxy-Hb exhibits various fluctuation 
patterns (Toichi M. et. al, 2004). Therefore, BCI can be expected to be applied to measure 
other than the motor area (e.g., the field of entertainment). 
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1. Introduction 
Chitosan is typically obtained by deacetylation of chitin under alkaline conditions, which is one 
of the most abundant organic materials, being second only to cellulose in the amount produced 
annually by biosynthesis. Chitosan is a linear polysaccharide, composed of glucosamine and N-
acetyl glucosamine units linked by (1–4) glycoside bonds. The content of glucosamine is called 
the degree of deacetylation (DD). In fact, in a general way, it is considered that when the DD of 
chitin is higher than about 50%(depending on the origin of the polymer and on the distribution 
of acetyl groups along the chains), it becomes soluble in an aqueous acidic medium, and in 
these conditions, it is named chitosan. The DD also affects the biodegradability of this polymer, 
and for DD above 69% a significant decrease of in vivo degradation has been found (1). Chitosan 
displays interesting properties such as biocompatibility, biodegradability (3, 4) and its 
degradation products are non-toxic, non-immunogenic and non-carcinogenic (5, 6). Therefore, 
chitosan has prospective applications in many fields such as biomedicine, waste water 
treatment, functional membranes and flocculation. However, chitosan is only soluble in few 
dilute acid solutions, which limits its applications. 

Recently, there has been a growing interest in the chemical modification of chitosan in order 
to improve its solubility and widen its applications (7–9). Derivatization by introducing 
small functional groups to the chitosan structure, such as alkyl or carboxymethyl groups  
(10, 11) can drastically increase the solubility of chitosan at neutral and alkaline pH values 
without affecting its cationic character. 

Substitution with moieties bearing carboxylic groups can yield polymers with 
polyampholytic properties (12). The antimicrobial activity of chitosan increases with 
decreasing pH (13-17). This is due to the fact that the amino groups of chitosan become 
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(10, 11) can drastically increase the solubility of chitosan at neutral and alkaline pH values 
without affecting its cationic character. 

Substitution with moieties bearing carboxylic groups can yield polymers with 
polyampholytic properties (12). The antimicrobial activity of chitosan increases with 
decreasing pH (13-17). This is due to the fact that the amino groups of chitosan become 
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ionized at pH below 6 and carry a positive charge. Unmodified chitosan is not 
antimicrobially active at pH 7, since it does not dissolve and also since it does not contain 
any positive charge on the amino groups (18, 19). The antimicrobial activity of chitosan also 
increases with increasing degree of deacetylation, due to the increasing number of ionisable 
amino groups (19). Several approaches were done to increase the antimicrobial activity of 
chitosan by introduce amino groups, on the primary amino groups of the back bone of 
chitosan polymer chains but it was failed (20). The obtained results were explained based on 
the remote position of the new introduced amino groups. 

In this work, we aim to increase both the solubility and antimicrobial activity of chitosan via 
increase the amino groups on the polymer back bone by attaching amino groups directly on 
the hydroxyl groups of polysaccharide to wide its applications. 

A new technique has been used to avoid the consumption of the original amino groups of 
the chitosan as sites of grafting, so chitin was first grafted with amino groups in separate 
step then it was de-acetylated to have the aminated chitosan. Aminated chitosan was tested 
as antimicrobial agent and aminated chitosan membranes were prepared, characterized and 
evaluated for wound dressing applications. 

2. Modified chitosan membranes 
Modified chitosan was prepared through introducing extra amino groups to its structure. 
A new chemical route was used to graft selectively the extra amino groups on the 
hydroxyl groups of chitosan rather than its amine ones. To achieve this goal, chitin has 
been activated first with PBQ then amino groups were grafted using ethylene diamine as 
source of amino groups. The obtained aminated chitin was finally de-acetylated (21-22) 
to have modified chitosan with extra amino groups as shown in the following schema 
(figure 1). Different concentrations of PBQ were used to have modified chitosan with 
different amine content (table1). From the table it is clear that increasing PBQ 
concentration increased the nitrogen content in an obvious manner. This increment starts 
in linear way then turns to level off.  

 
 

Fig. 1. Schematic diagram for synthesis of aminated chitosan. 
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PBQ :chitin ratio N % 
Chitosan control 7.42 

0.0935 7.50 
0.187 7.56 
0.374 8.73 
0.545 9.60 
0.747 9.62 

Table 1. Effect of PBQ concentration on the nitrogen content of modified chitosan 

2.1 Characterization of modified chitosan membranes 

In the characterization of modified chitosan membranes, different characters were 
monitored to show the effect of modification process on their properties. The occurrence of 
amination process was verified through examination of the chemical structure changes 
using FT-IR, TGA analysis and solubility test.  

The FTIR spectrum of the modified chitosan and intermediates to verify structure changes 
was obtained using FTIR-8400S SHIMDZU. Japan. As shown in figure 2, the major 
difference are the wide peaks at 3431 cm-1, (I) corresponding to the stretching vibration of –
NH2 and OH groups became more sharp at modified chitosan as result of alternation of –OH 
groups with –NH2 groups. Absorption band  intensity at 1560, 1649 cm-1  (II) corresponding 
to carbonyl bands have been increased in (AC ), curve (b), via introduce further carbonyl 
groups of PBQ as illustrated in schema1, then return to normal at aminated chitin, curve (c). 
Finally, peaks will reduced after deacetylation as a result of removal the acetyl groups in 
modified chitosan. This observation confirmed the occurrence of the modification process 
with different steps indicated in figure 1. 

 
Fig. 2. FTIR spectra of chitin (a), activated chitin (AC) (b), aminated chitin (c) and modified 
chitosan (d). 
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to carbonyl bands have been increased in (AC ), curve (b), via introduce further carbonyl 
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Changes in the structure of modified chitosan via introducing extra hydrophilic amine 
groups were expected to influence its solubility. The solubility of chitosan and the modified 
chitosan in different pH was measured as in table 2. The improving of the solubility of 
modified chitosan over chitosan itself was attributed to grafted amino groups. The aminated 
chitosan solubility at pH range from 5.0 to 6.0 was almost double of its unmodified chitosan 
counter part. These results, along with the obtained data from FT-IR analysis, confirmed the 
occurrence of amination process. 
 

pH Chitosan solubility (%) Modified chitosan solubility (%) 
4 97.2 99 
5 41.7 81.1 
6 17.9 29.6 
7 0 3.9 
8 0 0 

Table 2. Solubility percent of chitosan and modified chitosan in different pH 

Thermal graph metric analysis of chitosan and aminated chitosan membranes with different 
content of glycerol was done; figures 3. The data of the TGA was summarized in table (3). 
From the table a number of informations were abstracted. First notice is the increase of 
weight loss in the temperature range 0 – 118oC which refers to loss of water. The water loss  

 
Fig. 3. Thermal graph metric diagrams of chitosan membrane (a), chitosan modified 
membrane (b), chitosan modified membrane (glycerol 2%)(c), chitosan modified membrane 
(glycerol 4%)(d), and chitosan modified membrane (glycerol 6%)(e). 
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Sample T50 
Weight loss at 

T (0-118) T (240-380) 

Chitosan 351.6 12.28 % 42.9 % 
Aminated chitosan (0% glycerol) 325.89 19.638 % 42.47 % 
Aminated chitosan (2% glycerol) 333.06 16.523 % 43 % 
Aminated chitosan (4% glycerol) 346.72 14.415 % 42.68 % 
Aminated chitosan (6% glycerol) 335.86 17.741 % 42.57 % 

Table 3. Thermo-gravimetric data of chitosan and aminated chitosan membranes with 
different percent of glycerol 

increases by about 50% upon amination. This observation confirms the modification of 
membranes hydrophilicty as a result of the amination process. The second notice is the shift 
of T50, temperature needed to lose 50% of sample weight, to lower temperature which came 
as a result of chemical structure modification and as a result its hydophilicity improvement. 
The last notice is the insignificant changes of the characteristic thermo-gram of pristine 
chitosan in the temperature range 240 -380oC, which indicates the absence of crosslinking 
role of the glycerol content between aminated chitosan chains.  

The membrane was prepared as the following 1 gm of chitosan or aminated chitosan was 
dissolved in 50 ml 2% acetic acid. Glycerol was added to the solution as a plasticizer. The 
solution was strained through cheesecloth to remove any un-dissolved particulates. The 
solution was then casting in a clean Petri dish and left at room temperature for 48 hours to 
ensure complete solvent evaporation. The humidity of the room was not controlled. Once 
the membrane was dried and separated from the Petri dish it was rinsed with 500 ml of 1 M 
of NaOH. The rinsing of the membrane in a caustic solution gives the films water-resistance 
by neutralizing and removing any acetic acid anions present in the membrane then the 
membrane was washed with distilled water to remove the traces of alkali and neutralized it. 

Finally, the wet membranes were spread out and attached to the clean glass support with 
clamps and allowed to dray for 24 hours at room temperature. The resulting membranes 
were transparent and flexible. 

Physico-chemical properties like water uptake, tensile strength, elongation (23), surface 
roughness, SEM and finally water vapor permeability have been conducted for the casted 
membranes. The obtained results show the impact of modification process on the properties 
of chitosan membranes through evaluation of their bio-characters such as; antimicrobial 
activity (24-25), hemocompatibility (26), cytotoxicity (27), and biodegradability (28). 

Water up-take 

The introduction of biomaterials surface in blood creates a new interface between cellular 
and fluid components of blood and material. This results in a thermodynamic driving force 
that acts to reduce the solid-liquid interfacial free energy at this interface. Ignoring 
interactions with blood cellular components, the blood plasma-biomaterial interfacial free 
energy is a thermodynamic quantity that incorporates the surface free energy contributions 
of both solid and liquid phases and provides a measure of the driving force for the 
adsorption of blood components on solid surfaces. The configuration of the initially 
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Changes in the structure of modified chitosan via introducing extra hydrophilic amine 
groups were expected to influence its solubility. The solubility of chitosan and the modified 
chitosan in different pH was measured as in table 2. The improving of the solubility of 
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counter part. These results, along with the obtained data from FT-IR analysis, confirmed the 
occurrence of amination process. 
 

pH Chitosan solubility (%) Modified chitosan solubility (%) 
4 97.2 99 
5 41.7 81.1 
6 17.9 29.6 
7 0 3.9 
8 0 0 

Table 2. Solubility percent of chitosan and modified chitosan in different pH 

Thermal graph metric analysis of chitosan and aminated chitosan membranes with different 
content of glycerol was done; figures 3. The data of the TGA was summarized in table (3). 
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different percent of glycerol 

increases by about 50% upon amination. This observation confirms the modification of 
membranes hydrophilicty as a result of the amination process. The second notice is the shift 
of T50, temperature needed to lose 50% of sample weight, to lower temperature which came 
as a result of chemical structure modification and as a result its hydophilicity improvement. 
The last notice is the insignificant changes of the characteristic thermo-gram of pristine 
chitosan in the temperature range 240 -380oC, which indicates the absence of crosslinking 
role of the glycerol content between aminated chitosan chains.  

The membrane was prepared as the following 1 gm of chitosan or aminated chitosan was 
dissolved in 50 ml 2% acetic acid. Glycerol was added to the solution as a plasticizer. The 
solution was strained through cheesecloth to remove any un-dissolved particulates. The 
solution was then casting in a clean Petri dish and left at room temperature for 48 hours to 
ensure complete solvent evaporation. The humidity of the room was not controlled. Once 
the membrane was dried and separated from the Petri dish it was rinsed with 500 ml of 1 M 
of NaOH. The rinsing of the membrane in a caustic solution gives the films water-resistance 
by neutralizing and removing any acetic acid anions present in the membrane then the 
membrane was washed with distilled water to remove the traces of alkali and neutralized it. 

Finally, the wet membranes were spread out and attached to the clean glass support with 
clamps and allowed to dray for 24 hours at room temperature. The resulting membranes 
were transparent and flexible. 

Physico-chemical properties like water uptake, tensile strength, elongation (23), surface 
roughness, SEM and finally water vapor permeability have been conducted for the casted 
membranes. The obtained results show the impact of modification process on the properties 
of chitosan membranes through evaluation of their bio-characters such as; antimicrobial 
activity (24-25), hemocompatibility (26), cytotoxicity (27), and biodegradability (28). 

Water up-take 

The introduction of biomaterials surface in blood creates a new interface between cellular 
and fluid components of blood and material. This results in a thermodynamic driving force 
that acts to reduce the solid-liquid interfacial free energy at this interface. Ignoring 
interactions with blood cellular components, the blood plasma-biomaterial interfacial free 
energy is a thermodynamic quantity that incorporates the surface free energy contributions 
of both solid and liquid phases and provides a measure of the driving force for the 
adsorption of blood components on solid surfaces. The configuration of the initially 
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adsorbed proteins on the solid surface may be determined by the magnitude of the blood 
plasma-biomaterial interfacial free energy (29). Andrade proposed the minimum interfacial 
free energy hypothesis of biocompatibility (30). Water plays an important role in 
determining the biocompatibility of synthetic materials. Ratner et al. (31) have recognized 
that high water levels within the surface of materials will help provide a low interfacial free 
energy with blood and will reduce both protein adsorption and cell adhesion on the 
polymeric surface. Therefore, a surface with a hydrated polymer (hydrogel) coating would 
be expected to be more compatible with body fluids than a non-polar or less hydrated type 
of surface. The water up take of chitosan and aminated chitosan membranes with 0, 2, 4 and 
6 % glycerol content was recorded in table (4). 
 

Sample Water uptake % 
Chitosan 183.14 

Aminated chitosan (glycerol 0%) 197.83 
Aminated chitosan (glycerol 2%) 208.94 
Aminated chitosan (glycerol 4%) 220.62 
Aminated chitosan (glycerol 6%) 255.59 

Table 4. Water uptake of chitosan and aminated chitosan membranes with different percent 
of glycerol 

The water sorption of the chitosan was attributed to the hydrophilic groups of the 
polysaccharide chains; hydroxyl and amino groups. From the table, it is clear that increase 
of the water sorption of aminated chitosan over the chitosan it self. This was explained by 
increase the hydrophilic groups on the chitosan via grafted with amine groups. In the other 
hand, the increase of the water sorption of the aminated chitosan as increase the plasticizer 
percent was attributed to the hydrophilic power of the glycerol as polyols and also results 
from the effect of the plasticizer on the limitation of crystallinty of the membrane. The 
obtained results are in accordance with published results by other authors in which they 
added poly propylene glycol as a plasticizer to chitosan (32).  

Mechanical properties  

The tensile properties of chitosan and aminated chitosan membranes with different percent 
of plasticizer were measured and recorded in table (5). It was determined from the critical 
breaking point of the stretching test pieces. The maximum stress σmax (Nm−2) was evaluated 
as the ratio of the stretching force divided by the cross-sectional area of broken membrane 
piece. The maximum strain λmax was measured as the elongation ratio of the initial length of 
the test piece. 

The effect of the stress on the elongation of the membranes was found more clear for 
aminated chitosan higher than chitosan. The change of elastic intensity suggested that the 
number of the functional groups significantly affected the network elasticity of chitosan. 
This was reflected on increase the maximum stress and decreases the maximum strain. 

By added the glycerol, the elongation of the aminated chitosan was increased with increase 
the percent of glycerol in polymer. Glycerol is miscible easily with chitosan, so the 
introduction of glycerol moisture resulting in drastic chain flexibility which reduced the  
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Sample Max force 
N 

Max strain 
λmax % 

Max stress 
σmax N/mm2 

Chitosan 19.80 N 24.36 37.72 
Aminated chitosan (0% glycerol) 20.60 N 31.85 % 43.32 
Aminated chitosan (2% glycerol) 26.88 N 28.60 % 46.66 
Aminated chitosan (4% glycerol) 25.78 N 29.30 % 36.83 
Aminated chitosan (6% glycerol) 28.75 N 34.33 % 42.91 

Table 5. The maximum stress and strain of chitosan and aminated chitosan membranes with 
different percent of glycerol 

rigidity of native chitosan. Other authors used poly propylene glycol as a plasticizer and 
obtained similar results. They claimed the obtained results to the fact that propylene glycol 
is containing several OH groups, which can form intermolecular bonds with the excess of 
NH3+ groups in the chitosan polymer (32). 

Surface roughness 

It is known that biomaterials have to fulfill many conditions. However, the surface quality is 
one of the most important properties of biomaterial, which limits its applications. It is so 
important because most of biological reactions occur on the surface and at interface. Among 
other things the hydrophilicty, chemical structure, topography and roughness of surface 
create the response of the host tissue to presence of implant. The adhesion and proliferation 
of cells is also determined by the surface properties. They play a significant role in 
biocompatibility as well as for tissue engineering.  

The surface roughness of chitosan and aminated chitosan membranes was evaluated (table 
6). It was found that the roughness of aminated chitosan membranes is less than chitosan. 
Also the table shows a decrease in the film roughness with increase of glycerol 
concentration. This behavior could be referred to the changes in chemical structure, 
hydrophilicty and as well as the surface energy which separately or in combination affect 
the arrangement of the macromolecules and hence its surface roughness. It can be seen the 
role of glycerol in improving the surface smoothness. In natural skin, the dense skin layer 
has a surface roughness of 20 to 165 nm. This means that increase of the glycerol  
 

Sample 
Surface roughness µm 

Front face Behind face average 
Chitosan 3.853 3.57 3.7133 

Aminated chitosan (0% glycerol) 2.34 2.28 2.31 

Aminated chitosan (2% glycerol) 1.92 1.3 1.611 

Aminated chitosan (4% glycerol) 1.73 1.25 1.49 
Aminated chitosan (6% glycerol) 1.4 1.28 1.35 

Table 6. Surface roughness of chitosan and aminated chitosan membranes with different 
percent of glycerol 
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obtained results are in accordance with published results by other authors in which they 
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of plasticizer were measured and recorded in table (5). It was determined from the critical 
breaking point of the stretching test pieces. The maximum stress σmax (Nm−2) was evaluated 
as the ratio of the stretching force divided by the cross-sectional area of broken membrane 
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the test piece. 

The effect of the stress on the elongation of the membranes was found more clear for 
aminated chitosan higher than chitosan. The change of elastic intensity suggested that the 
number of the functional groups significantly affected the network elasticity of chitosan. 
This was reflected on increase the maximum stress and decreases the maximum strain. 

By added the glycerol, the elongation of the aminated chitosan was increased with increase 
the percent of glycerol in polymer. Glycerol is miscible easily with chitosan, so the 
introduction of glycerol moisture resulting in drastic chain flexibility which reduced the  
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obtained similar results. They claimed the obtained results to the fact that propylene glycol 
is containing several OH groups, which can form intermolecular bonds with the excess of 
NH3+ groups in the chitosan polymer (32). 
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one of the most important properties of biomaterial, which limits its applications. It is so 
important because most of biological reactions occur on the surface and at interface. Among 
other things the hydrophilicty, chemical structure, topography and roughness of surface 
create the response of the host tissue to presence of implant. The adhesion and proliferation 
of cells is also determined by the surface properties. They play a significant role in 
biocompatibility as well as for tissue engineering.  
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concentration in the membrane caste solution, brings the membrane roughness close to that 
of skin which increases the contact area and hence preventing frictions and simultaneously 
reduces the healing time.  

Scanning electron microscope 

The surface of chitosan membrane and aminated chitosan membranes with different percent 
of plasticizer was scanned using scan electron microscope (SEM) (figure 4). The surface 
became smoother with amination and furthermore with glycerol addition. This observation 
is in agreement with roughness test obtained data in table 6.  

 
Fig. 4. Surface scan electron microscope photo of chitosan membrane (a), aminated chitosan 
membrane (b), aminated chitosan membrane with 2% glycerol (c), aaminated chitosan 
membrane 12 with 4% glycerol (d), and aminated chitosan membrane with 6% glycerol (e). 

Water vapour permeability 

One of the main functions of wound dressing membrane is maintains a moist environment 
at the wound/ dressing interface. This characteristic was measured for chitosan and 
modified chitosan membranes, with different glycerol content, through measuring of its 
water vapor permeability (table 7). 
 

Sample Permeability 
gm – mil / m2-day 

Chitosan 3.843057 
Aminated chitosan (glycerol 0%) 3.372898 
Aminated chitosan (glycerol 2%) 2.476318 
Aminated chitosan (glycerol 4%) 1.178036 
Aminated chitosan (glycerol 6%) 0.586429 

Table 7. Water permeability of chitosan and aminated chitosan membranes with different 
percent of glycerol 
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The decrease of the membrane permeability as exposed to water vapor was attributed to 
two factors. First, the swelling of polymer chains which decreases the pores diameter of the 
membrane and second is the reduction of the pore volume due to the presence of bulk PBQ 
benzene ring in the structure. The decrease of the aminated chitosan membranes 
permeability proved the changes in the chemical structure which in consequence affects the 
hydrophilicity of the membranes. In the same way, the addition of glycerol decreases the 
permeability of membranes gradually with its content. These results are in accordance with 
the water uptake percentage measurements. This future enables us to control the water 
vapor permeability.  

2.2 Bio-evaluation of modified chitosan 

For application as wound dressing, modified chitosan membranes have been evaluated 
from Bio-point of view. Properties such as cytotoxicity, Hemocompatability and 
Biodegradability have been evaluated.  

Antimicrobial activity 

Chitosan derivatives present interesting properties for biomedical applications, because 
such materials can exhibit enhanced bacteriostatic activity with respect to pure chitosan. 
Ethylene diamine tetraacetic acid (EDTA) grafted onto chitosan increases the antibacterial 
activity of chitosan by complexing magnesium that under normal circumstances stabilizes 
the outer membrane of gram-negative bacteria (33). The increase in chitosan antimicrobial 
activity is also observed with carboxymethyl chitosan, which makes essential transition 
metal ions unavailable for bacteria (34) or binds to the negatively charged bacterial surface 
to disturb the cell membrane (35). Therefore, these materials are used in wound healing 
systems, such as carboxymethyl chitosan for the reduction of periodontal pockets in 
dentistry (34) and chitosan-grafted with EDTA as a constituent of hydro-alcoholic gels for 
topical use (33). Chitosan and chitooligosaccharide-grafted membranes showed antibacterial 
activity against Escherichia coli, Pseudomonas aeruginosa, methicilin-resistant Staphylococcus 
aureus (MRSA), and S. aureus (36). Also, it was observed that the antimicrobial activity of 
chitosan and graft copolymers against Candida albicans, Trichophyton rubrum, and 
Trichophyton violaceum depends largely on the amount and type of grafted chains, as well as 
on the changes of pH (37).  

Table 8 shows the effect of chitosan amination degree variation on its antimicrobial activity. 
It was found that antimicrobial activity of the aminated chitosan increased as a result of 
increase grafted amine groups due to selective grafting of this external amine groups on the 
hydroxyl groups of chitosan. This leads consequently to increase the positive charges on the 
polymer backbone. The antibacterial activity was improved against two gram negative 
bacteria, Escherichia coli and pseudomonas aeruginosa, by 50% and 40%, respectively. At the 
same time, it was improved against two gram positive bacteria, Bacillus cereus and 
Staphylococcus aureus, by 114% and 45%, respectively. In microbial profile, the powerful 
effect of modified chitosan on the gram negative rather than the gram positive bacterium 
was explained by the difference on the pathological composition of the cell wall. Gram 
negative bacteria have thick layer of phospholipids rather than the peptidoglycan 
comparing to the gram positive which has thick layer of peptidoglycan. The negative 
charges of the phospholipids enhance the adhesion power of poly cationic polymer such as  
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concentration in the membrane caste solution, brings the membrane roughness close to that 
of skin which increases the contact area and hence preventing frictions and simultaneously 
reduces the healing time.  

Scanning electron microscope 
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of plasticizer was scanned using scan electron microscope (SEM) (figure 4). The surface 
became smoother with amination and furthermore with glycerol addition. This observation 
is in agreement with roughness test obtained data in table 6.  

 
Fig. 4. Surface scan electron microscope photo of chitosan membrane (a), aminated chitosan 
membrane (b), aminated chitosan membrane with 2% glycerol (c), aaminated chitosan 
membrane 12 with 4% glycerol (d), and aminated chitosan membrane with 6% glycerol (e). 

Water vapour permeability 
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modified chitosan membranes, with different glycerol content, through measuring of its 
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Sample Permeability 
gm – mil / m2-day 
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Table 7. Water permeability of chitosan and aminated chitosan membranes with different 
percent of glycerol 
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The decrease of the membrane permeability as exposed to water vapor was attributed to 
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increase grafted amine groups due to selective grafting of this external amine groups on the 
hydroxyl groups of chitosan. This leads consequently to increase the positive charges on the 
polymer backbone. The antibacterial activity was improved against two gram negative 
bacteria, Escherichia coli and pseudomonas aeruginosa, by 50% and 40%, respectively. At the 
same time, it was improved against two gram positive bacteria, Bacillus cereus and 
Staphylococcus aureus, by 114% and 45%, respectively. In microbial profile, the powerful 
effect of modified chitosan on the gram negative rather than the gram positive bacterium 
was explained by the difference on the pathological composition of the cell wall. Gram 
negative bacteria have thick layer of phospholipids rather than the peptidoglycan 
comparing to the gram positive which has thick layer of peptidoglycan. The negative 
charges of the phospholipids enhance the adhesion power of poly cationic polymer such as  
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PBQ :chitin 
ratio 

N content 
(relative 

percentage) 

Maximum inhibition (%) 

E.coli Bacillus Pseudomonas Stapylococcus 

Chitosan control 100 62.6298 35.689 68.73178 67.047076 
0.0935 101 77.4394 46.2014 80.53936 69.258203 
0.187 102 79.8616 57.3322 86.22449 73.18117 
0.374 117.7 83.1834 58.2155 87.17201 85.805991 
0.545 129.3 88.7889 62.3675 92.34694 94.293866 
0.747 129.6 90.7958 76.7668 96.13703 97.360913 

Table 8. Effect of the degree of amination on the antimicrobial activity of modified chitosan 
against different microorganisms 

chitosan on the cell wall. Increasing the cell inhibition capability of modified aminated 
chitosan affects directly on the time needed for wound healing and almost eliminates the 
possibility of bacterial infections. This idea was the base for preparation and synthesis of 
different quaternary chitosan derivatives (38). Improvement of the antibacterial activity has 
been achieved by other authors by adding silver to chitosane polyphosphate membranes 
(39). However, the cytotoxicity of this derivative was found very high. 

The effect of adding glycerol as plasticizer to aminated chitosan on the antimicrobial activity 
was studied. Four samples with different percent of glycerol 0, 2, 4 and 6 % were tested. It 
was found that the antibacterial activity is nearly constant and does not affect with increase 
of the glycerol content in the membranes. 

Hemocompatability  

Hemolysis is regarded as an especially significant screening test, once it provides 
quantification of small levels of plasma hemoglobin, which may not be measurable under in 
vivo conditions. As reported in literature (ISO 10993–4 (1999)), it is not possible to define a 
universal level of acceptable or unacceptable amounts of hemolysis. Although by definition 
a blood-compatible material should be non-hemolytic, in practice several medical devices 
cause hemolysis. This means that when such hemolytic effect takes place, it is important to 
make sure that clinical benefits overcome the risks and that the values of hemolysis are 
within acceptable limits. It has been shown that chitosan derivatives have great potential to 
be used in other biomedical applications. As a result of the biocompatible properties such as 
good blood compatibility and cell growth efficiency, grafted chitosan materials have 
potential to be used in cardio-vascular applications (40-41). 

According to ASTM F 756-00 (2000) materials can be classified in three different categories 
according to their hemolytic index (hemolysis %). Materials with percentages of hemolysis 
over 5% are considered hemolytic; while the ones with hemolytic index between 5% and 2% 
are classified as slightly hemolytic. Finally, when the material presents a hemolysis 
percentage below 2% it is considered as a non-hemolytic material. Table 9 represents the 
values of hemolysis obtained for all membranes. The obtained results indicate that the 
chitosan and chitosan derivatives are non hemolytic compounds and compatible with 
human body. Addition of glycerol with any percent of studied range reduced the  
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Sample Hemolytic percent 
Chitosan 1.933816 

Aminated chitosan (glycerol 0%) 2.109617 
Aminated chitosan (glycerol 2%) 1.447777 
Aminated chitosan (glycerol 4%) 1.168563 
Aminated chitosan (glycerol 6%) 1.013444 

Table 9. Hemolytic percent of chitosan and aminated chitosan membranes with different 
percent of glycerol 

heamolysis to less than 2%, so the presence of glycerol is beneficial from this point of view. 
Best results obtained with 6% sample; 1.01 hemolytic percent. The effect of glycerol addition 
may be explained according to reduce the surface roughness and accordingly the contact 
area between the blood vessels and the membranes surface. It is worthy to mention here that 
the reduction of hemolytic effect is directly proportional with surface roughness mentioned 
in table (6). Reduction of surface roughness by 50% relative to chitosan has been obtained 
with aminated chitosan with 2% glycerol. This reduction was aligned with reduction in 
hemolytic percentage by about 25%. Critical value of surface roughness obtained with 
aminated chitosane with 2% glycerol, 1.61, which beyond the hemolytic percent reduced 
linearly and with higher rate. Addition of glycerol as plastizer may also contribute in 
increasing of the porous structure. 

Cytotoxicity  

Several searches were tested and measured the cytotoxicity of Chitosan (39, 42). Cytotoxicity 
of Chitosan and aminated Chitosan was measured using mouse fibroblasts with the direct 
connect method and the data are shown in table 10. According to the tabulated results, the 
viability of the live cell decreased by increase the amine group substitution. 
 

viability 
% 

Total cells X 
105 

Dead cell 
X 105 

Live cells 
X 105 sample 

89.9 7.95 1.2 6.75 Control 
86.9 6.15 0.8 5.35 Chitosan 
76.9 6.5 1.5 5 aminated Chitosan 

72.9 5.9 1.6 4.3 aminated Chitosan with 
plasticizer glycerol (4% ) 

Table 10. Cytotoxicity of chitosan and modified chitosan (0.6 x 105 cells incubated for five days) 

Several authors have discussed the role of amine substitute on polymers in influencing 
toxicity. Dekie et al. (43) noted that the presence of primary amines in poly(L-glutamic acid) 
(PGA) derivatives has a significant toxic effect on red blood cells. Based on studies with 
modified poly(L-lysin) (PLL), Ferruti et al, (44) conclude that polymers with tertiary amine 
groups exhibit a lower toxicity than those with primary and secondary residues. They have 
also synthesized tertiary amine group containing poly (amidoamine)s (PAAS); these 
substitutes polymers have good biocompatibility and can form complexes with heparin  
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was found that the antibacterial activity is nearly constant and does not affect with increase 
of the glycerol content in the membranes. 
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vivo conditions. As reported in literature (ISO 10993–4 (1999)), it is not possible to define a 
universal level of acceptable or unacceptable amounts of hemolysis. Although by definition 
a blood-compatible material should be non-hemolytic, in practice several medical devices 
cause hemolysis. This means that when such hemolytic effect takes place, it is important to 
make sure that clinical benefits overcome the risks and that the values of hemolysis are 
within acceptable limits. It has been shown that chitosan derivatives have great potential to 
be used in other biomedical applications. As a result of the biocompatible properties such as 
good blood compatibility and cell growth efficiency, grafted chitosan materials have 
potential to be used in cardio-vascular applications (40-41). 

According to ASTM F 756-00 (2000) materials can be classified in three different categories 
according to their hemolytic index (hemolysis %). Materials with percentages of hemolysis 
over 5% are considered hemolytic; while the ones with hemolytic index between 5% and 2% 
are classified as slightly hemolytic. Finally, when the material presents a hemolysis 
percentage below 2% it is considered as a non-hemolytic material. Table 9 represents the 
values of hemolysis obtained for all membranes. The obtained results indicate that the 
chitosan and chitosan derivatives are non hemolytic compounds and compatible with 
human body. Addition of glycerol with any percent of studied range reduced the  
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Aminated chitosan (glycerol 6%) 1.013444 
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heamolysis to less than 2%, so the presence of glycerol is beneficial from this point of view. 
Best results obtained with 6% sample; 1.01 hemolytic percent. The effect of glycerol addition 
may be explained according to reduce the surface roughness and accordingly the contact 
area between the blood vessels and the membranes surface. It is worthy to mention here that 
the reduction of hemolytic effect is directly proportional with surface roughness mentioned 
in table (6). Reduction of surface roughness by 50% relative to chitosan has been obtained 
with aminated chitosan with 2% glycerol. This reduction was aligned with reduction in 
hemolytic percentage by about 25%. Critical value of surface roughness obtained with 
aminated chitosane with 2% glycerol, 1.61, which beyond the hemolytic percent reduced 
linearly and with higher rate. Addition of glycerol as plastizer may also contribute in 
increasing of the porous structure. 

Cytotoxicity  

Several searches were tested and measured the cytotoxicity of Chitosan (39, 42). Cytotoxicity 
of Chitosan and aminated Chitosan was measured using mouse fibroblasts with the direct 
connect method and the data are shown in table 10. According to the tabulated results, the 
viability of the live cell decreased by increase the amine group substitution. 
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Total cells X 
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Live cells 
X 105 sample 

89.9 7.95 1.2 6.75 Control 
86.9 6.15 0.8 5.35 Chitosan 
76.9 6.5 1.5 5 aminated Chitosan 

72.9 5.9 1.6 4.3 aminated Chitosan with 
plasticizer glycerol (4% ) 

Table 10. Cytotoxicity of chitosan and modified chitosan (0.6 x 105 cells incubated for five days) 

Several authors have discussed the role of amine substitute on polymers in influencing 
toxicity. Dekie et al. (43) noted that the presence of primary amines in poly(L-glutamic acid) 
(PGA) derivatives has a significant toxic effect on red blood cells. Based on studies with 
modified poly(L-lysin) (PLL), Ferruti et al, (44) conclude that polymers with tertiary amine 
groups exhibit a lower toxicity than those with primary and secondary residues. They have 
also synthesized tertiary amine group containing poly (amidoamine)s (PAAS); these 
substitutes polymers have good biocompatibility and can form complexes with heparin  
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(45-47). Fischer et al (48) confirmed these observations for PLL and PEI, but argued that 
cationized human serum albumin and starburst dendimer, which also contain primary 
amino groups, showed only moderate cytotoxic effects. They conclude that not only the type 
of amino function but also the charge density and arrangement is an important factor for 
determining cytotoxicity and hence biocompatibility (48). This may be explains the 
moderate increment of cytotoxicity of modified chitosan, table 10, in which the cell viability 
% decreases by about 10%, although the nitrogen content increases by about 30%. Only part 
of this increment is referred to primary amino groups and the other part is referred to 
secondary amino groups (figure 1), which is less toxic.  

Biodegradability 

The biodegradability of chitosan and aminated chitosan was measured as produced reduced 
sugar results from the cellulase enzyme action on the chitosan. Table 11 represents the OD 
of the total reduced sugar produced from chitosan and aminated chitosan hydrolysis with 
cellulase enzyme for 30 minutes at 50oC. It was observed that the degradation in the case of 
chitosan is higher than the aminated chitosan. This may be attributed to the steric effect 
result from increase the amine content and presence of benzene ring of PBQ on the polymer 
chains which consequently reduced the accessibility of the aminated chitosan to enzyme 
hydrolytic activity. 
 

Polymer OD 
Chitosan 0.747 

Aminated chitosan 0.643 

Table 11. Biodegradability effect of cellulase enzyme on the chitosan and aminated chitosan 
(30 minute, at 50oC and pH 7) 

3. Conclusion 
Modified chitosan with antibacterial potentials superior to native chitosan was prepared. To 
achieve this goal, new route of chemical modification to graft extra amine groups onto 
native chitosan has been presented. As a result of modification, the nitrogen content of 
modified chitosan increased by about 30%. 

FT-IR, TGA analysis and solubility test confirmed the occurrence of amination process. The 
solubility near neutral media, pH 6.0, increases by about 65%. Using glycerol as plasticizer 
improved the surface roughness, water uptake, and the mechanical properties of aminated 
chitosan membranes while its water vapor permeability was reduced.  

The modified chitosan membranes were evaluated as wound dressing biomaterial and show 
high profile. Its bacterial cell inhibition capability against gram negative and gram positive 
was improved in the range of 40 – 100%. Moreover, no hemolytic effect was observed. In 
addition, its biodegradability was not affected significantly. However, the cytotoxicity was 
increased, not in a dramatic way, and the water vapor permeability also reduced which limit 
the application of modified chitosane membranes as wound dressing. In the meanwhile, 
further investigations are conduction in this direction to overcome these drawbacks through 
quaterinization process. 

 
Biopolymer Modifications for Biomedical Applications 367 

In conclusion the new route of modification was found successful and is recommended for 
preparation of novel chitosan biomaterials. 
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solubility near neutral media, pH 6.0, increases by about 65%. Using glycerol as plasticizer 
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