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1. Introduction 

Wireless Sensor Networks (WSNs) can be defined as a self-configured and infrastructure-
less wireless networks to monitor physical or environmental conditions, such as 
temperature, sound, vibration, pressure, motion or pollutants and to cooperatively pass 
their data through the network to a main location or sink where the data can be observed 
and analysed. A sink or base station acts like an interface between users and the network. 
One can retrieve required information from th e network by injecting queries and gathering 
results from the sink. Typically a wireless sensor network contains hundreds of thousands 
of sensor nodes. The sensor nodes can communicate among themselves using radio signals. 
A wireless sensor node is equipped with sensing and computing devices, radio transceivers 
and power components. The individual nodes in a wireless sensor network (WSN) are 
inherently resource constrained: they have limited processing speed, storage capacity, and 
communication bandwidth. After the sensor nodes are deployed, they are responsible for 
self-organizing an appropriate network infrastructure often with multi-hop communication 
with them. Then the onboard sensors start collecting information of interest. Wireless sensor 
devices also respond to queries sent from a “control site” to perform specific instructions or 
provide sensing samples. The working mode of the sensor nodes may be either continuous 
or event driven. Global Positioning System (GPS) and local positioning algorithms can be 
used to obtain location and positioning information. Wireless sensor devices can be 
equipped with actuators to “act” upon certain conditions. These networks are sometimes 
more specifically referred as Wireless Sensor and Actuator Networks as described in 
(Akkaya et al., 2005). 

Wireless sensor networks (WSNs) enable new applications and require non-conventional 
paradigms for protocol design due to several constraints. Owing to the requirement for low 
device complexity together with low energy consumption (i.e. long network lifetime), a 
proper balance between communication and signal/data processing capabilities must be 
found. This motivates a huge effort in research activities, standardization process, and 

© 2012 Matin and Islam, licensee InTech. This is a paper distributed under the terms of the Creative Commons

Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,

distribution, and reproduction in any medium, provided the original work is properly cited.
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industrial investments on this field since th e last decade (Chiara et. al. 2009). At present 
time, most of the research on WSNs has concentrated on the design of energy- and 
computationally efficient algorithms and protocols, and the application domain has been 
restricted to simple data-oriented monitoring and reporting applications (Labrador et. al. 
2009). The authors in (Chen et al., 2011) propose a Cable Mode Transition (CMT) algorithm, 
which determines the minimal number of active sensors to maintain K-coverage of a terrain 
as well as K-connectivity of the network. Specifically, it allocates periods of inactivity for 
cable sensors without affecting the coverage and connectivity requirements of the network 
based only on local information. In (Cheng  et al., 2011), a delay-aware data collection 
network structure for wireless sensor networks  is proposed. The objective of the proposed 
network structure is to minimize delays in the data collection processes of wireless sensor 
networks which extends the lifetime of the network. In (Matin et al., 2011), the authors have 
considered relay nodes to mitigate the network geometric deficiencies and used Particle 
Swarm Optimization (PSO) based algorithms to locate the optimal sink location with respect 
to those relay nodes to overcome the lifetime challenge. Energy efficient communication has 
also been addressed in (Paul et al., 2011; Fabbri et al. 2009). In (Paul et al., 2011), the authors 
proposed a geometrical solution for locating  the optimum sink placement for maximizing 
the network lifetime. Most of the time, the research on wireless sensor networks have 
considered homogeneous sensor nodes. But nowadays researchers have focused on 
heterogeneous sensor networks where the sensor nodes are unlike to each other in terms of 
their energy. In (Han et al., 2010), the authors addresses the problem of deploying relay 
nodes to provide fault tolerance with higher network connectivity in heterogeneous wireless 
sensor networks, where sensor nodes possess different transmission radii. New network 
architectures with heterogeneous devices and the recent advancement in this technology 
eliminate the current limitations and expand the spectrum of possible applications for WSNs 
considerably and all these are changing very rapidly. 

 
��������� ��A typical Wireless Sensor Network 

2. Applications of wireless sensor network 

Wireless sensor networks have gained considerable popularity due to their flexibility in 
solving problems in different application domain s and have the potential to change our lives 
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in many different ways. WSNs have been successfully applied in various application 
domains (Akyildiz et al. 2002; Bharathidasan et al., 2001), (Yick et al., 2008; Boukerche, 2009), 
(Sohraby et al., 2007), and ( Chiara et al., 2009;Verdone et al., 2008), such as: 

Military applications: Wireless sensor networks be likely an integral part of military 
command, control, communications, computing, intelligence, battlefield surveillance, 
reconnaissance and targeting systems. 

Area monitoring: In area monitoring, the sens or nodes are deployed over a region where 
some phenomenon is to be monitored. When the sensors detect the event being monitored 
(heat, pressure etc), the event is reported to one of the base stations, which then takes 
appropriate action. 

Transportation: Real-time traffic information is being collected by WSNs to later feed 
transportation models and alert drivers of congestion and traffic problems. 

Health applications: Some of the health applications for sensor networks are supporting 
interfaces for the disabled, integrated patient monitoring, diagnostics, and drug 
administration in hospitals, tele-monitoring of human physiological data, and tracking & 
monitoring doctors or patients inside a hospital. 

Environmental sensing: The term Environmenta l Sensor Networks has developed to cover 
many applications of WSNs to earth science research. This includes sensing volcanoes, 
oceans, glaciers, forests etc. Some other major areas are listed below: 

�x�� Air pollution monitoring 
�x�� Forest fires detection 
�x�� Greenhouse monitoring 
�x�� Landslide detection 

Structural monitoring: Wireless sensors can be utilized to monitor the movement within 
buildings and infrastructure such as bridges,  flyovers, embankments, tunnels etc enabling 
Engineering practices to monitor assets remotely with out the need fo r costly site visits. 

Industrial monitoring: Wireless sensor networks have been developed for machinery 
condition-based maintenance (CBM) as they offer significant cost savings and enable new 
functionalities. In wired systems, the installation of enough sensors is often limited by the 
cost of wiring. 

Agricultural sector: using a wireless network frees the farmer from the maintenance of 
wiring in a difficult environm ent. Irrigation automation en ables more efficient water use 
and reduces waste. 

3. Design issues of a wireless sensor network 

There are a lot of challenges placed by the deployment of sensor networks which are a 
superset of those found in wireless ad hoc networks. Sensor nodes communicate over 
wireless, lossy lines with no infrastructure. An additional challenge is related to the limited, 
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usually non-renewable energy supply of the sensor nodes. In order to maximize the lifetime 
of the network, the protocols need to be designed from the beginning with the objective of 
efficient management of the energy resources (Akyildiz et al., 2002). Wireless Sensor 
Network Design issues are mentioned in (Akkaya et al., 2005), (Akyildizet al., 2002), 
(SensorSim; Tossim, Younis et al., 2004), (Pan et al., 2003) and different possible platforms 
for simulation and testing of routing protocols fo r WSNs are discussed in ( NS-2, Zeng et al., 
1998, SensorSim, Tossiim ). Let us now discuss the individual design issues in greater detail. 

Fault Tolerance: Sensor nodes are vulnerable and frequently deployed in dangerous 
environment. Nodes can fail due to hardware problems or physical damage or by 
exhausting their energy supply. We expect the node failures to be much higher than the one 
normally considered in wired or infrastruc ture-based wireless networks. The protocols 
deployed in a sensor network should be able to detect these failures as soon as possible and 
be robust enough to handle a relatively large number of failures while maintaining the 
overall functionality of the network. This is especially relevant to the routing protocol 
design, which has to ensure that alternate paths are available for rerouting of the packets. 
Different deployment environments pose different fault tolerance requirements.  

Scalability: Sensor networks vary in scale from several nodes to potentially several hundred 
thousand. In addition, the deployment density is also variable. For collecting high-
resolution data, the node density might reach the level where a node has several thousand 
neighbours in their transmission  range. The protocols deployed in sensor networks need to 
be scalable to these levels and be able to maintain adequate performance.  

Production Costs: Because many deployment models consider the sensor nodes to be 
disposable devices, sensor networks can compete with traditional information gathering 
approaches only if the individual sensor node s can be produced very cheaply. The target 
price envisioned for a sensor node should ideally be less than $1.  

Hardware Constraints: At minimum, every sensor node needs to ha ve a sensing unit, a 
processing unit, a transmission unit, and a power supply. Optionally, the nodes may have 
several built-in sensors or additional devices such as a localization system to enable 
location-aware routing. However, every additional functionality comes with additional cost 
and increases the power consumption and physical size of the node. Thus, additional 
functionality needs to be always balanced against cost and low-power requirements. 

Sensor Network Topology: Although WSNs have evolved in many aspects, they continue to 
be networks with constrained resources in terms of energy, computing power, memory, and 
communications capabilities. Of these constraints, energy consumption is of paramount 
importance, which is demonstrated by the la rge number of algorithms, techniques, and 
protocols that have been developed to save energy, and thereby extend the lifetime of the 
network. Topology Maintenance is one of the mo st important issues researched to reduce 
energy consumption in wireless sensor networks. 

Transmission Media: The communication between the nodes is normally implemented 
using radio communication over the popular ISM bands. However, some sensor networks 
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use optical or infrared communication, with th e latter having the advantage of being robust 
and virtually interference free. 

Power Consumption: As we have already seen, many of the challenges of sensor networks 
revolve around the limited power resources. The size of the nodes limits the size of the 
battery. The software and hardware design needs to carefully consider the issues of efficient 
energy use. For instance, data compression might reduce the amount of energy used for 
radio transmission, but uses additional energy for computation and/or filtering. The energy 
policy also depends on the application; in some applications, it might be acceptable to turn 
off a subset of nodes in order to conserve energy while other applications require all nodes 
operating simultaneously. 

4. Structure of a wireless sensor network 

Structure of a Wireless Sensor Network includes different topologies for radio 
communications networks. A short discussion of  the network topologies that apply to 
wireless sensor networks are outlined below: 

4.1. Star network (single point-to-multipoint) (Wilson, 2005) 

A star network is a communications topology where a single base station can send and/or 
receive a message to a number of remote nodes. The remote nodes are not permitted to send 
messages to each other. The advantage of this type of network for wireless sensor networks 
includes simplicity, ability to keep the remote node’s power consumption to a minimum. It 
also allows low latency communications between the remote node and the base station. The 
disadvantage of such a network is that the base station must be within radio transmission 
range of all the individual nodes and is no t as robust as other networks due to its 
dependency on a single node to manage the network. 

 
��������� ��A Star network topology 
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4.2. Mesh network (Wilson, 2005) 

A mesh network allows transmitting data to one node to other node in the network that is 
within its radio transmission range. This  allows for what is known as multi-hop 
communications, that is, if a node wants to send a message to another node that is out of 
radio communications range, it can use an intermediate node to forward the message to the 
desired node. This network topology has the advantage of redundancy and scalability. If an 
individual node fails, a remote node still can communicate to any other node in its range, 
which in turn, can forward the message to the desired location. In addition, the range of the 
network is not necessarily limited by the range in between single nodes; it can simply be 
extended by adding more nodes to the system. The disadvantage of this type of network is 
in power consumption for the nodes that implement the multi-hop communications are 
generally higher than for the nodes that don’t have this capability, often limiting the battery 
life. Additionally, as the number of communication hops to a destination increases, the time 
to deliver the message also increases, especially if low power operation of the nodes is a 
requirement. 

 
��������� ��A Mesh network topology 

4.3. Hybrid star – Mesh network (Wilson, 2005) 

A hybrid between the star and mesh network provides a robust and versatile 
communications network, while maintaining the ability to keep the wireless sensor nodes 
power consumption to a minimum. In this network topology, the sensor nodes with lowest 
power are not enabled with the ability to forward messages. This allows for minimal power 
consumption to be maintained. However, other nodes on the network are enabled with 
multi-hop capability, allowing them to forward messages from the low power nodes to 
other nodes on the network. Generally, the nodes with the multi-hop capability are higher 
power, and if possible, are often plugged into the electrical mains line. This is the topology 
implemented by the up and coming mesh networking standard known as ZigBee. 
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��������� ��A Hybrid Star – Mesh network topology 

5. Structure of a wireless sensor node 

A sensor node is made up of four basic components such as sensing unit, processing unit, 
transceiver unit and a power unit which is shown in Fig. 5. It also has application dependent 
additional components such as a location finding system, a power generator and a 
mobilizer. Sensing units are usually composed of two subunits: sensors and analogue to 
digital converters (ADCs) (Akyildiz et al., 2002). The analogue signals produced by the 
sensors are converted to digital signals by the ADC, and then fed into the processing unit. 
The processing unit is generally associated with a small storage unit and it can manage 
the procedures that make the sensor node collaborate with the other nodes to carry out 
the assigned sensing tasks. A transceiver unit connects the node to the network. One of 
the most important components of a sensor node is the power unit. Power units can be 
supported by a power scavenging unit such as solar cells. The other subunits, of the node 
are application dependent. 

A functional block diagram of a versatile wireless sensing node is provided in Fig. 6. 
Modular design approach provides a flexible and versatile platform to address the needs of 
a wide variety of applications. For example, depending on the sensors to be deployed, the 
signal conditioning block can be re-programmed or replaced. This allows for a wide variety 
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of different sensors to be used with the wireless sensing node. Similarly, the radio link may 
be swapped out as required for a given applications’ wireless range requirement and the 
need for bidirectional communications. 

 
��������� ��The components of a sensor node 

 
��������� ��Functional block diagram of a sensor node 

Using flash memory, the remote nodes acquire data on command from a base station, or by 
an event sensed by one or more inputs to the node. Moreover, the embedded firmware can 
be upgraded through the wireless network in the field. 

The microprocessor has a number of functions including: 
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�x�� Managing data collection from the sensors 
�x�� performing power management functions 
�x�� interfacing the sensor data to the physical radio layer 
�x�� managing the radio network protocol 

A key aspect of any wireless sensing node is to minimize the power consumed by the 
system. Usually, the radio subsystem requires the largest amount of power. Therefore, data 
is sent over the radio network only when it is required. An algorithm is to be loaded into the 
node to determine when to send data based on the sensed event. Furthermore, it is 
important to minimize the power consumed by the sensor itself. Therefore, the hardware 
should be designed to allow the microprocessor to judiciously control power to the radio, 
sensor, and sensor signal conditioner (Akyildiz et al., 2002). 

6. Communication structure of a wireless sensor network 

The sensor nodes are usually scattered in a sensor field as shown in Fig. 1. Each of these 
scattered sensor nodes has the capabilities to collect data and route data back to the sink and 
the end users. Data are routed back to the end user by a multi-hop infrastructure-less 
architecture through the sink as shown in Fig.  1. The sink may communicate with the task 
manager node via Internet or Satellite.  

 
��������� ��Wireless Sensor Network protocol stack 

The protocol stack used by the sink and the sensor nodes is given in Fig. 7. This protocol 
stack combines power and routing awareness, integrates data with networking protocols, 
communicates power efficiently through the wireless medium and promotes cooperative 
efforts of sensor nodes. The protocol stack consists of the application layer, transport layer, 
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network layer, data link layer, physical layer, power management plane, mobility 
management plane, and task management plane (Akyildiz et al., 2002). Different types of 
application software can be built and used on the application layer depending on the 
sensing tasks. This layer makes hardware and software of the lowest layer transparent to the 
end-user. The transport layer helps to maintain the flow of data if the sensor networks 
application requires it. The network layer take s care of routing the data supplied by the 
transport layer, specific multi-hop wireless routing protocols between sensor nodes and 
sink. The data link layer is responsible for multiplexing of data streams, frame detection, 
Media Access Control (MAC) and error control. Since the environment is noisy and sensor 
nodes can be mobile, the MAC protocol must be power aware and able to minimize collision 
with neighbours’ broadcast. The physical layer addresses the needs of a simple but robust 
modulation, frequency selection, data encryption, transmission and receiving techniques. 

In addition, the power, mobility, and task management planes monitor the power, 
movement, and task distribution among the sensor nodes. These planes help the sensor 
nodes coordinate the sensing task and lower the overall energy consumption. 

7. Energy consumption issues in wireless sensor network 

Energy consumption is the most important factor to determine the life of a sensor network 
because usually sensor nodes are driven by battery. Sometimes energy optimization is more 
complicated in sensor networks because it involved not only reduction of energy 
consumption but also prolonging the life of  the network as much as possible. The 
optimization can be done by having energy awareness in every aspect of design and 
operation. This ensures that energy awareness is also incorporated into groups of 
communicating sensor nodes and the entire network and not only in the individual nodes 
(Bharathidasan et al. 2001). 

A sensor node usually consists of four sub-systems (Bharathidasan et al. 2001): 

�x�� a computing subsystem : It consists of a microprocessor(microcontroller unit, MCU) 
which is responsible for the control of the sensors and implementation of 
communication protocols. MCUs usually operate under various modes for power 
management purposes. As these operating modes involves consumption of power, the 
energy consumption levels of the various modes should be considered while looking at 
the battery lifetime of each node. 

�x�� a communication subsystem: It consists of a short range radio which communicate with 
neighboring nodes and the outside world. Radios can operate under the different 
modes. It is important to completely shut do wn the radio rather than putting it in the 
Idle mode when it is not transmitting or receiving for saving power. 

�x�� a sensing subsystem : It consists of a group of sensors and actuators and link the node 
to the outside world. Energy consumption can be reduced by using low power 
components and saving power at the cost of performance which is not required. 
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�x�� a power supply subsystem : It consists of a battery which supplies power to the node. It 
should be seen that the amount of power drawn from a battery is checked because if 
high current is drawn from a battery for a long time, the battery will die faster even 
though it could have gone on for a longer time. Usually the rated current capacity of a 
battery being used for a sensor node is less than the minimum energy consumption. 
The lifetime of a battery can be increased by reducing the current drastically or even 
turning it off often. 

To minimize the overall energy consumption of the sensor network, different types of 
protocols and algorithms have been studied so far all over the world. The lifetime of a 
sensor network can be increased significantly if the operating system, the application layer 
and the network protocols are designed to be energy aware. These protocols and algorithms 
have to be aware of the hardware and able to use special features of the micro-processors 
and transceivers to minimize the sensor node’s energy consumption. This may push toward 
a custom solution for different types of sensor node design. Different types of sensor nodes 
deployed also lead to different types of sensor networks. This may also lead to the different 
types of collaborative algorithms in wireless sensor networks arena. 

8. Protocols & algorithms of wireless sensor network 

In WSN, the main task of a sensor node is to sense data and sends it to the base station in 
multi hop environment for which routing path is essential. For computing the routing path 
from the source node to the base station there is huge numbers of proposed routing 
protocols exist (Sharma et al., 2011). The design of routing protocols for WSNs must 
consider the power and resource limitations of the network nodes, the time-varying quality 
of the wireless channel, and the possibility for packet loss and delay. To address these 
design requirements, several routing strategies for WSNs have been proposed in (Labrador 
et al., 2009), (Akkaya et al., 2005), ( Akyildiz et al. 2002), (Boukerche, 2009, Al-karaki et al., 
2004, Pan et al., 2003) and (Waharte et al., 2006). 

The first class of routing protocols adopts a flat network architecture in which all nodes are 
considered peers. Flat network architecture has several advantages, including minimal 
overhead to maintain the infrastructure and the potential for the discovery of multiple 
routes between communicating nodes for fault tolerance. 

A second class of routing protocols imposes a structure on the network to achieve energy 
efficiency, stability, and scalability. In this cla ss of protocols, network nodes are organized in 
clusters in which a node with higher residual  energy, for example, assumes the role of a 
cluster head. The cluster head is responsible for coordinating activities within the cluster 
and forwarding information between clusters. Clustering has potential to reduce energy 
consumption and extend the lifetime of the network. 

A third class of routing protocols uses a data-centric approach to disseminate interest within 
the network. The approach uses attribute-based naming, whereby a source node queries an 
attribute for the phenomenon rather than an individual sensor node. The interest 
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dissemination is achieved by assigning tasks to sensor nodes and expressing queries to 
relative to specific attributes. Different strategies can be used to communicate interests to the 
sensor nodes, including broadcasting, attribute-based multicasting, geo-casting, and any 
casting.  

A fourth class of routing protocols uses location to address a sensor node. Location-based 
routing is useful in applications where the position of the node within the geographical 
coverage of the network is relevant to the query issued by the source node. Such a query 
may specify a specific area where a phenomenon of interest may occur or the vicinity to a 
specific point in the network environment. 

In the rest of this section we discuss some of the major routing protocols and algorithms to 
deal with the energy conservation issue in the literatures. 

1.�� Flooding: Flooding is a common technique frequently used for path discovery and 
information dissemination in wired and wi reless ad hoc networks which has been 
discussed in (Akyildiz et al., 2002). The routing strategy of flooding is simple and does 
not rely on costly network topology maintenance and complex route discovery 
algorithms. Flooding uses a reactive approach whereby each node receiving a data or 
control packet sends the packet to all its neighbors. After transmission, a packet follows 
all possible paths. Unless the network is disconnected, the packet will eventually reach 
its destination. Furthermore, as the network topology changes, the packet transmitted 
follows the new routes. Fig. 8 illustrates the concept of flooding in data communications 
network. As shown in the figure, flooding in its simplest form may cause packets to be 
replicated indefinitely by network nodes.  

 
��������� ��Flooding in data communication networks 
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1.�� Gossiping:  

To address the shortcomings of flooding, a derivative approach, referred to as gossiping, has 
been proposed in ( Braginsky et al., 2002). Similar to flooding, gossiping uses a simple 
forwarding rule and does not require costly topology maintenance or complex route 
discovery algorithms. Contrary to flooding, where a data packet is broadcast to all 
neighbors, gossiping requires that each node sends the incoming packet to a randomly 
selected neighbor. Upon receiving the packet, the neighbor selected randomly chooses one 
of its own neighbors and forwards the packet to  the neighbor chosen. This process continues 
iteratively until the packet reaches its intended destination or the maximum hop count is 
exceeded. 

2.�� Protocols for Information via Negotiation (SPIN): 

Sensor protocols for information via negotiatio n (SPIN), is a data-centric negotiation-based 
family of information dissemination protocols for WSNs (Kulik et al., 2002). The main 
objective of these protocols is to efficiently disseminate observations gathered by individual 
sensor nodes to all the sensor nodes in the network. Simple protocols such as flooding and 
gossiping are commonly proposed to achieve information dissemination in WSNs. Flooding 
requires that each node sends a copy of the data packet to all its neighbors until the 
information reaches all nodes in the network. Gossiping, on the other hand, uses 
randomization to reduce the number of duplicate packets and requires only that a node 
receiving a data packet forward it to a randomly selected neighbor. 

 
��������� ��SPIN basic protocol operation 
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3.�� Low-Energy Adaptive Clustering Hierarchy (LEACH) 

Low-energy adaptive clustering hierarchy (LEACH) is a routing algorithm designed to 
collect and deliver data to the data sink, typically a base station (Heinzelman et. al. 2000). 
The main objectives of LEACH are: 

�x�� Extension of the network lifetime 
�x�� Reduced energy consumption by each network sensor node 
�x�� Use of data aggregation to reduce the number of communication messages 

To achieve these objectives, LEACH adopts a hierarchical approach to organize the network 
into a set of clusters. Each cluster is managed by a selected cluster head. The cluster head 
assumes the responsibility to carry out multiple tasks. The first task consists of periodic 
collection of data from the members of the cluster. Upon gathering the data, the cluster head 
aggregates it in an effort to remove redundancy among correlated values. The second main 
task of a cluster head is to transmit the aggregated data directly to the base station over 
single hop. The third main task of the cluster head is to create a TDMA-based schedule 
whereby each node of the cluster is assigned a time slot that it can use for transmission. The 
cluster head announces the schedule to its cluster members through broadcasting. To reduce 
the likelihood of collisions among sensors with in and outside the cluster, LEACH nodes use 
a code-division multiple access–based scheme for communication. 

The basic operations of LEACH are organized in two distinct phases. The first phase, the 
setup phase, consists of two steps, cluster-head selection and cluster formation. The second 
phase, the steady-state phase, focuses on data collection, aggregation, and delivery to the 
base station. The duration of the setup is assumed to be relatively shorter than the steady-
state phase to minimize the protocol overhead. 

At the beginning of the setup phase, a round of cluster-head selection starts. To decide 
whether a node to become cluster head or not a threshold T(s) is addressed in (Heinzelman 
et. al. 2000) which is as follows: 
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Where r is the current round number and G is th e set of nodes that have not become cluster 
head within the last 1/p opt rounds. At the beginning of each round, each node which belongs 
to the set G selects a random number 0 or 1. If the random number is less than the threshold 
T(s) then the node becomes a cluster head in the current round. 

4.�� Threshold-sensitive Energy Efficient Protocols (TEEN and APTEEN): 

Two hierarchical routing protocols called TEEN (Threshold-sensitive Energy Efficient sensor 
Network protocol), and APTEEN (Adaptive Pe riodic Threshold-sensitive Energy Efficient 
sensor Network protocol) are proposed in (Manjeshwar et al., 2001) and (Manjeshwar et al., 
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2002) , respectively. These protocols were proposed for time-critical applications. In 
TEEN, sensor nodes sense the medium continuously, but the data transmission is done 
less frequently. A cluster head sensor sends its members a hard threshold, which is the 
threshold value of the sensed attribute and a soft threshold, which is a small change in the 
value of the sensed attribute that triggers the node to switch on its transmitter and 
transmit. Thus the hard threshold tries to reduce the number of tran smissions by allowing 
the nodes to transmit only when the sensed attribute is in the range of interest. The soft 
threshold further reduces the number of transmissions that might have otherwise 
occurred when there is little or no change in the sensed attribute. A smaller value of the 
soft threshold gives a more accurate picture of the network, at the expense of increased 
energy consumption. Thus, the user can control the trade-off between energy efficiency 
and data accuracy. When cluster-heads are to change, new values for the above 
parameters are broadcast. The main drawback of this scheme is that, if the thresholds are 
not received, the nodes will never communicate, and the user will not get any data from 
the network at all. 

5.�� Power-Efficient Gathering in Sensor Information Systems (PEGASIS): 

Power-efficient gathering in sensor informat ion systems (PEGASIS) (Lindsey et al., 2002) 
and its extension, hierarchical PEGASIS, are a family of routing and information-gathering 
protocols for WSNs. The main objectives of PEGASIS are twofold. First, the protocol aims at 
extending the lifetime of a network by achiev ing a high level of energy efficiency and 
uniform energy consumption across all networ k nodes. Second, the protocol strives to 
reduce the delay that data incur on their way to the sink. 

The network model considered by PEGASIS assumes a homogeneous set of nodes deployed 
across a geographical area. Nodes are assumed to have global knowledge about other 
sensors’ positions. Furthermore, they have the ability to control their power to cover 
arbitrary ranges. The nodes may also be equipped with CDMA-capable radio transceivers. 
The nodes’ responsibility is to gather and deliver data to a sink, typically a wireless base 
station. The goal is to develop a routing structure and an aggregation scheme to reduce 
energy consumption and deliver the aggregated data to the base station with minimal delay 
while balancing energy consumption among the sensor nodes. Contrary to other protocols, 
which rely on a tree structure or a cluster-based hierarchical organization of the network for 
data gathering and dissemination, PEGASIS uses a chain structure.  

6.�� Directed Diffusion: 

Directed diffusion (Intanagonwiwat et al., 2000) is a data-centric routing protocol for 
information gathering and dissemination in WSNs. The main objective of the protocol is to 
achieve substantial energy savings in order to extend the lifetime of the network. To achieve 
this objective, directed diffusion keeps intera ctions between nodes, in terms of message 
exchanges, localized within limited network vicinity. Using localized interaction, direct 
diffusion can still realize robust multi-path delivery and adapt to a minimal subset of 
network paths. This unique feature of the prot ocol, combined with the ability of the nodes to 
aggregate response to queries, results into significant energy savings. 
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���������� ��Chain-based data gathering and aggregation scheme 

The main elements of direct diffusion include interests, data messages, gradients, and 
reinforcements. Directed diffusion uses a publish-and-subscribe information model in which 
an inquirer expresses an interest using attribute–value pairs. An interest can be viewed as a 
query or an interrogation that sp ecifies what the inquirer wants. 

7.�� Geographic Adaptive Fidelity (GAF): 

GAF (Xu et al., 2001) is an energy-aware location-based routing algorithm designed mainly 
for mobile ad hoc networks, but may be applicable to sensor networks as well. The network 
area is first divided into fixed zones and forms a virtual grid. Inside each zone, nodes 
collaborate with each other to play different roles. For example, nodes will elect one sensor 
node to stay awake for a certain period of time and then they go to sleep. This node is 
responsible for monitoring and reporting data to  the BS on behalf of the nodes in the zone. 
Hence, GAF conserves energy by turning off unnecessary nodes in the network without 
affecting the level of routing fidelity. 

9. Security issues in wireless sensor network 

Security issues in sensor networks depend on the need to know what we are going to protect. 
In (Zia et al., 2006), the authors defined four security goals in sensor networks which are 
Confidentiality, Integrity, Authentication and Availability. Anot her security goal in sensor 
network is introduced in (Sharma et al., 2011).Confidentiality is the ability to conceal message 
from a passive attacker, where the message communicated on sensor networks remain 
confidential. Integrity refers to the ability to confirm the message has not been tampered, 
altered or changed while it was on the network. Authentication Need to know if the messages 
are from the node it claims to be from, determining the reliability of message’s origin. 
Availability is to determine if a node has the ability to use the resources and the network is 
available for the messages to move on. Freshness implies that receiver receives the recent and 
fresh data and ensures that no adversary can replay the old data. This requirement is 
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especially important when the WSN nodes use shared-keys for message communication, 
where a potential adversary can launch a replay attack using the old key as the new key is 
being refreshed and propagated to all the nodes in the WSN ( Sen, 2009). To achieve the 
freshness the mechanism like nonce or time stamp should add to each data packet. 

Having built a foundation of security goals in sensor network, the major possible security 
attacks in sensor networks are identified in (Undercoffer et al., 2002) . Routing loops attacks 
target the information exchanged between nodes. False error messages are generated when 
an attacker alters and replays the routing information. Routing loops attract or repel the 
network traffic and increases node to node latency. Selective forwarding attack influences 
the network traffic by believing that all the participating no des in network are reliable to 
forward the message. In selective forwarding attack malicious nodes simply drop certain 
messages instead of forwarding every message. Once a malicious node cherry picks on the 
messages, it reduces the latency and deceives the neighboring nodes that they are on a 
shorter route. Effectiveness of this attack depends on two factors. First the location of the 
malicious node, the closer it is to the base stations the more traffic it will attract. Second is 
the percentage of messages it drops. When selective forwarder drops more messages and 
forwards less, it retains its energy level thus remaining powerful to trick the neighboring 
nodes. In sinkhole attacks, adversary attracts the traffic to a compromised node. The 
simplest way of creating sinkhole is to place a malicious node where it can attract most of 
the traffic, possibly closer to the base station or malicious node itself deceiving as a base 
station. One reason for sinkhole attacks is to make selective forwarding possible to attract 
the traffic towards a compromised node. The nature of sensor networks where all the traffic 
flows towards one base station makes this type of attacks more susceptible. Sybil attacks are 
a type of attacks where a node creates multiple illegitimate identities in sensor networks 
either by fabricating or stealing the identities of  legitimate nodes. Sybil attacks can be used 
against routing algorithms and topology maintenance; it reduces the effectiveness of fault 
tolerant schemes such as distributed storage and disparity. Another malicious factor is 
geographic routing where a Sybil node can appear at more than one place simultaneously. 
In wormhole attacks an adversary positioned closer to the base station can completely 
disrupt the traffic by tunneling messages over a low latency link. Here an adversary 
convinces the nodes which are multi hop away that they are closer to the base station. This 
creates a sinkhole because adversary on the other side of the sinkhole provides a better route 
to the base station. In Hello flood attacks a Broadcasted message with stronger transmission 
power is pretending that the HELLO message is coming from the base station. Message 
receiving nodes assume that the HELLO message sending node is the closest one and they 
try to send all their messages through this node. In this type of attacks all nodes will be 
responding to HELLO floods and wasting the energies. The real base station will also be 
broadcasting the similar messages but will have only few nodes responding to it. Denial of 
service (DoS) attacks occur at physical level causing radio jamming, interfering with the 
network protocol, battery exhaustion etc. An sp ecific type of DoS attack, Denial-of-service 
attack has been explored in (Raymond et al., 2009), in which a sensor node’s power supply is 
targeted. Attacks of this type can reduce the sensor lifetime from years to days and have a 
devastating impact on a sensor network. 
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1.�� Layering based security approach: 
�x�� Application layer  

Data is collected and managed at application layer therefore it is important to ensure the 
reliability of data. Wagner (Wanger, 2004) has presented a resilient aggregation scheme 
which is applicable to a cluster based network where a cluster leader acts as an aggregator 
in sensor networks. However this technique is applicable if the aggregating node is in the 
range with all the source nodes and there is no intervening aggregator between the 
aggregator and source nodes. To prove the validity of the aggregation, cluster leaders use 
the cryptographic techniques to ensure the data reliability. 

�x�� Network layer 

Network layer is responsible for routing of messages from node to node, node to cluster 
leader, cluster leaders to cluster leaders, cluster leaders to the base station and vice versa. 

�x�� Data link layer 

Data link layer does the error detection and correction, and encoding of data. Link layer is 
vulnerable to jamming and DoS attacks. TinySec (Karlof et al., 2004) has introduced link 
layer encryption which depends on a key management scheme. However, an attacker 
having better energy efficiency can still rage an attack. Protocols like LMAC (Hoesel et al., 
2004) have better anti-jamming properties which are viable countermeasure at this layer.  

�x�� Physical Layer  

The physical layer emphasizes on the transmission media between sending and receiving 
nodes, the data rate, signal strength, frequency types are also addressed in this layer. Ideally 
FHSS frequency hopping spread spectrum is used in sensor networks. 

10. Conclusion & future work 

The aim of this chapter is to discuss few important issues of WSNs, from the application, 
design and technology points of view. For designing a WSN, we need to consider different 
factors such as the flexibility, energy efficiency, fault tolerance, high sensing fidelity, low-
cost and rapid deployment, above all the applic ation requirements. We hope the wide range 
of application areas will make sensor networks an integral part of our lives in the future. 
However, realization of sensor networks needs to satisfy several constraints such as 
scalability, cost, hardware, topology change, environment and power consumption. Since 
these constraints are highly tight and specific for sensor networks, new wireless ad hoc 
networking protocols are required. To meet the requirements, many researchers are 
engaged in developing the technologies needed for different layers of the sensor networks 
protocol stack. 

Future research on WSN will be directed toward s maximizing area throughput in clustered 
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1.�� Layering based security approach: 
�x�� Application layer  

Data is collected and managed at application layer therefore it is important to ensure the 
reliability of data. Wagner (Wanger, 2004) has presented a resilient aggregation scheme 
which is applicable to a cluster based network where a cluster leader acts as an aggregator 
in sensor networks. However this technique is applicable if the aggregating node is in the 
range with all the source nodes and there is no intervening aggregator between the 
aggregator and source nodes. To prove the validity of the aggregation, cluster leaders use 
the cryptographic techniques to ensure the data reliability. 

�x�� Network layer 

Network layer is responsible for routing of messages from node to node, node to cluster 
leader, cluster leaders to cluster leaders, cluster leaders to the base station and vice versa. 

�x�� Data link layer 

Data link layer does the error detection and correction, and encoding of data. Link layer is 
vulnerable to jamming and DoS attacks. TinySec (Karlof et al., 2004) has introduced link 
layer encryption which depends on a key management scheme. However, an attacker 
having better energy efficiency can still rage an attack. Protocols like LMAC (Hoesel et al., 
2004) have better anti-jamming properties which are viable countermeasure at this layer.  

�x�� Physical Layer  

The physical layer emphasizes on the transmission media between sending and receiving 
nodes, the data rate, signal strength, frequency types are also addressed in this layer. Ideally 
FHSS frequency hopping spread spectrum is used in sensor networks. 

10. Conclusion & future work 

The aim of this chapter is to discuss few important issues of WSNs, from the application, 
design and technology points of view. For designing a WSN, we need to consider different 
factors such as the flexibility, energy efficiency, fault tolerance, high sensing fidelity, low-
cost and rapid deployment, above all the applic ation requirements. We hope the wide range 
of application areas will make sensor networks an integral part of our lives in the future. 
However, realization of sensor networks needs to satisfy several constraints such as 
scalability, cost, hardware, topology change, environment and power consumption. Since 
these constraints are highly tight and specific for sensor networks, new wireless ad hoc 
networking protocols are required. To meet the requirements, many researchers are 
engaged in developing the technologies needed for different layers of the sensor networks 
protocol stack. 

Future research on WSN will be directed toward s maximizing area throughput in clustered 
Wireless Sensor Networks designed for temporal or spatial random process estimation, 
accounting for radio channel, PHY, MAC and NET protocol layers and data aggregation 
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techniques, simulation and experimental verification of lifetime-aware routing, sensing 
spatial coverage and the enhancement of the desired sensing spatial coverage evaluation 
methods with practical sensor model. 

The advances of wireless networking and sensor technology open up an interesting 
opportunity to manage human activities in a smart home environment. Real-life activities 
are often more complex than the case studies for both single and multi-user. Investigating 
such complex cases can be very challenging while we consider both single- and multi-user 
activities at the same time. Future work will focus on the fu ndamental problem of 
recognizing activities of multiple users using a wireless body sensor network.  
Wireless Sensor Networks hold the promise of delivering a smart communication paradigm 
which enables setting up an intelligent network capable of handling applications that evolve 
from user requirements. We believe that in near future, WSN research will put a great 
impact on our daily life. For example, it will create a system for continual observation of 
physiological signals while the patients are at their homes. It will lower the cost involved 
with monitoring patients and in crease the efficient exploitation of physiological data and the 
patients will have access to the highest quality medical care in their own homes. Thus, it will 
avoid the distress and disruption ca used by a lengthy inpatient stay. 
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1. Introduction 

A wireless sensor network (WSN) is a collection of spatially distributed, resource-
constrained sensor nodes, deployed within an application area, to monitor a specific event 
or set of events. These sensor nodes are standalone devices without access to a continuous 
energy source and are located either within or close to the phenomena they are observing. 
The nodes communicate with one or more central control point(s), generally called a sink or 
base station. A typical sensor node comprises a sensing unit, a small processing unit to 
perform simple computations, a transceiver unit to connect nodes to the network and a 
power unit. Some nodes are also equipped with a location finding system [1]. A WSN 
application contains hundreds to thousands of sensor nodes. These sensor nodes are 
designed for unattended operation and are generally stationary after deployment.  

One of the main criteria in designing a WSN application is prolonging network lifetime and 
preventing connectivity degradation through aggressive energy management. There is a 
trade-off between a node’s energy, node range, size and cost. Due to the need to conserve 
battery lifetime, the sensor nodes operate with low duty cycles and communicate 
sporadically, over short distances with low da ta rates. In WSNs the flow of data is 
predominantly unidirectional, from nodes to si nk [2]. The limited resources, non-renewable 
power supply and short radio propagation distances, (and hence large number required for 
deployment), of sensor nodes impose constraints on WSN applications not found in wired 
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�x�� Each sensor node communicates with one or more base stations (sinks). Traffic is 
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and reliability. 
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�x�� Most network applications require dense deployment and physical collocation of nodes. 
�x�� Individual sensor nodes have limited resources in terms of processing capability, 

memory and power. 
�x�� Power constraints result in small message sizes 
�x�� The placement of nodes in a WSN is application dependent and may not be pre-

determined. 

A WSN also differs from other wi reless networks, such as cellular networks and mobile ad hoc 
networks (MANETS) because these networks are linked to a wired or renewable energy 
supply. In cellular networks and MANETS, the organising, routing and mobility management 
tasks focus on optimizing quality of service (QoS) and ensuring high bandwidth efficiency. 
There is a large amount of network traffic and the data rate is high to cater for the demand for 
multimedia rich data. These networks are designed to provide g ood throughput/delay 
characteristics under high mobility conditions [2]. Energy consumption is of secondary 
importance as the battery packs can be replaced or re-charged as needed. 

As the term ``wireless'' implies, there is no fixed physical  connection between sensors to 
provide continuous energy and an enclosed communication medium. This creates two 
problems, firstly, the sensor has a finite amount of energy, which once depleted, disables the 
sensor and hence reduces network lifetime. Secondly, all transmitted messages will be 
detected by any listening device within receiving range, which then has to decide whether 
to accept, forward or ignore the message. This signal transmission and reception has a 
power cost. In addition, many WSN applicat ions do not have a pre-planned network 
topology and nodes are only aware of their i mmediate neighbours. When routing a message 
to a sink, the nodes closest to the sink receive a disproportionate amount of messages, 
resulting in their energy being consumed earlier. 

Initial message routing protocols assumed the sink or destination node was in a fixed 
location, and that network nodes had no or lim ited knowledge of the network topology [5]. 
An area of active research for a number of years has been how to notify the central sink (or 
monitoring hub) about an event in real-time by utilising the minimum amount of power of 
sensor nodes. Strategies to improve node energy efficiency include using multiple sinks in 
the application area and the use of mobile sinks to collect data from stationary sensor nodes 
to prevent nodes close to a sink from having their energy depleted and hence decreasing 
network lifetime. 

A model for optimum path movement of mobile  sinks to reduce the number of messages 
transmitted and received by an individual sensor node is proposed. An investigation is 
conducted into the optimum route a mobile sink can travel that will reduce the number of 
messages transmitted within a network, allow equitable usage of all nodes to transfer an 
event message and still allow an event to be reported in real-time. 

In the following sections a brief discussion of the use of mobile elements in WSNs as well as 
current research using mobile sinks and/or nodes to improve the energy efficiency of 
routing protocols is provided. The algorithm to transmit data from a sensor node to a 
mobile sink is discussed and the results analysed. 
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2. Mobile entities 

The application and routing challenges presented by static nodes in a dense, multi-hop 
WSN has led to the investigation of the use of mobile elements in WSNs for data collection 
and/or dissemination. The advantages of using mobile entities in WSNs include [6, 7]: 

1.�� Improved reliability as there is less contention and collisions within the wireless 
medium because data can now be collected directly through single or limited hop 
transmissions. 

2.�� Reduced reliance on nodes located close to a static sink to route messages to the sink, 
resulting in increased energy efficiency and network lifetime. 

3.�� Improved connectivity as mobile nodes can enable the retrieval of collected 
measurements from isolated regions of the sensor application area. 

4.�� Sparse network architecture implies reduced application cost as fewer nodes are 
required and nodes can utilise mobile elements already present in the application area 
such as trains, cars, wildlife, and livestock etc.  

The use of mobility in WSNs introduces complic ations not found in static WSN applications, 
such as detecting when nodes are within transmission range of a mobile sink, ensuring 
reliable data transfer as nodes may move as messages are exchanged, tracking sink location 
and design of a virtual backbone to store data reports so that the mobile sink can easily 
collect them, and managing sensor nodes to support sink mobility [6, 7]. 

Current strategies for data collection and dissemination using mobile elements include a 
rendezvous-based virtual infrastructure which uses limited and unlimited multi-hop relays 
to route data messages, or a backbone-based approach where mobile sinks only 
communicate with pre-defined cluster heads or gateways, or passive data collection where 
there is direct communication between the source and sink [7, 8]. 

The mobility patterns of mobile elements (sinks and relays) are dependent on the type of 
WSN application, its data collection requirements and the controllability of the mobile 
elements. Current mobility patterns can be classified into the following categories [6, 8]: 

1.�� Random mobility: no network information required  because communication does not 
occur regularly but with a distribution probability. This method does not provide 
optimal increases in network lifetime due to  the need for continuous sink position 
updates and route reconstruction.  

2.�� Predictable or deterministic mobility: mobile elements enter range of sensor nodes at 
regular, periodic times to collect data, and allow the sensor nodes to predict arrival of 
mobile entities. 

3.�� Controlled mobility: the mobile elements movements are not predictable but are 
controlled by network parameters such as maximum and minimum residual energy of 
sensor nodes on a data route, event location, and the mobile elements trajectory and 
speed. In addition, the mobile entities can be instructed to visit individual nodes at 
specific times, and stop at nodes until they have collected all buffered data. 
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3. Related work 

According to Akkaya, Younis and Bangad [9],, finding an optimal location for the sink in a 
multi-hop network is a complex problem, NP hard in nature. The complexity results mainly 
from two factors. The first factor is the potentially infinite possible positions that the 
gateway can be moved to. Second, for every interim solution considered during the search 
for an optimal location, a new multi-hop network topology needs to be established in order 
to qualify that interim solution in comparison to the current or previously picked location in 
the search. A mathematical formulation of th e problem would involve a huge number of 
parameters including the positions of all deployed sensors, their state information such as 
energy level, transmission range, etc., and the sources of data in the networks.. The authors 
propose moving the sink to the top relay node s location. The sink is assumed to know the 
geographical location of deployed sensors. In the solution proposed in this article, an 
optimum location is not sought but an optimum path for a mobile sink that will ensure 
equitable usage of all nodes to transport data messages to the mobile sink node.  

Research undertaken by Somasundara et. al [10] shows that the energy consumption in a 
network using a mobile base station is significantly less than that of a static network. The 
authors propose moving the base station around the application area. When the base station 
is within range of sensor nodes, it collects event data. This is not an optimum real-time 
solution as the sensor nodes have to wait for the base station to arrive before transmitting 
event information but is feasible in delay-tolerant applications such as environmental 
monitoring. A key difference between this re searcher’s proposed ideas and the model 
presented here is that in the model presented here an optimum path within the application 
area, along which one or more mobile sinks travel is calculated. 

Huang, Zhai and Fang [11] consider a wireless network where the sensors are mobile, 
(applications such as tracking free-ranging animals, both wild or farm livestock). The problem 
focused on in this paper is on improving th e robustness of routing when there are path 
breakages in the communication channel due to node mobility. The suggested solution is the 
use of a cooperative, distributed routing protocol to combat path breakages. The writers 
assume that the intended path or route between the source and destination is already known 
and neighbouring nodes can be used if the communication channel on the intended path fails. 
Our primary research focus in this paper is the calculation of an optimum path for a mobile 
sink to reduce the number of messages required to be re-transmitted when sending a message 
to a sink in the WSN. However, we will have to take cognisance of possible path breakages 
that may occur during the development of optimal routes. 

Vupputuri, Rachuri and Ram Murthy [12] use mobile data collectors to achieve energy 
efficient and reliable data communication. When  an event occurs, sensor nodes inform the 
nearest data collector. The data collector aggregates the event information and with a 
specified reliability factor (R) informs the base station. The primary focus of the authors’ 
investigation is determining a mobile strategy for the data collectors to ensure reliable and 
energy efficient event reporting. The mobility strategy does not consider how to optimise 
the changing locations of the data collectors. The authors focus on reducing the number of 
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messages sent and received by nodes close to the base station to improve network lifetime 
as well as ensuring that multiple paths are used to improve network reliability. 

Gu, Bozdag and Brewer [13] use a partitioning-based algorithm to schedule the movements 
of mobile sinks in order to reduce data loss due to buffer overflow while waiting for a sink 
to arrive. This aspect is ignored in our propos ed solution. Other recent research activity in 
this field, include the work of Marta and Ca rdei [14] where mobile sinks change their 
location when the nearby sensors’ energy becomes low, and determines the new location by 
searching for zones where sensors have more energy. Heinzelman, Chandrakasan and 
Balakrishnan [15] have proposed have proposed a combination hierarchical and cluster 
based scheme that groups sensors and appoints a cluster head to transmit messages to the 
sink, thus saving the surrounding nodes energy (LEACH). The small percentage of cluster 
heads are randomly re-selected to improve node longevity of nodes located close to cluster 
heads. Patel, Venkatesan and Chandrasekaran [16] propose a Lexicographic Maximum 
Lifetime Vector routing scheme to maximise the first, second and so forth set of nodes time 
until their battery energies are depleted. 

The use of a mobile relay to route all traffic passing through a static node for a specified 
period of time, is discussed by Wang et. al. The mobile relay traverses a concentric circle that 
stays within a two-hop radius of the sink. The authors show that the use of a mobile relay 
can improve a WSN’s lifetime by  130%. Additional experiments show that a mobile sink, 
moving around the perimeter of a large and de nse network, can best optimise WSN lifetime 
compared to a mobile relay or using resource rich static relays located close to a static sink 
[17]. The results of this paper indicate that the mobile relay should be a maximum of two 
hops from a static sink and that only node s within a maximum of 22 hops from the sink 
need to be aware of the location of the mobile relay. The use of both a mobile sink and a 
mobile relay prevent over-utilisation of static nodes located close to the sink to route 
messages to the sink and hence increase overall WSN lifetime. We do not consider the use of 
a mobile relay in the solution discussed in this chapter and focus exclusively on an optimum 
path for a mobile sink to follow within a WSN application area.  

A multi-sink heuristic algorithm (HOP) is prop osed by Ben Saad and Tourancheau to find 
the best way to move mobile sinks in order to improve the lifetime of large scale sensor 
networks. Sinks are relocated to nodes located the maximum number of hops from a sink as 
it is assumed that these node will have higher residual energy as the nodes will not be 
required to re-transmit messages destined for a sink [18]. The minimum amount of time a 
sink will spend at a specific location is 30 days. The proposed algorithm is compared against 
schemes using static sinks, sinks moving along the periphery of the network, sinks moving 
randomly and sinks moving according to an Integer Linear Programming algorithm, in 
terms of network lifetime and residual ener gy at each sensor node. The results of 
simulations indicate the HOP algorithm achieves significant improvement in network 
lifetime over the other algorithms and that there is more even distributi on of residual energy 
per sensor node. The HOP algorithm differs from the solution proposed in this paper, 
because HOP assumes that the sinks are not continuously mobile but are moved after a 
specified number of days to differe nt locations within the building.  
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4. Algorithm design 

To reduce the number of messages received and re-transmitted by nodes closest to the  
sink, it is proposed that one or more mobile sinks follow a path in the application area based 
on the calculated number of hops from a sink. The path should (1) ensure reliable 
communication between nodes and sink(s), (2) ensure the even distribution of messages 
received and transmitted within  the application area to reach a sink destination, and  
(3) enable real-time processing of event messages. Consider the following definitions in 
Table 1: 
 

Variable Description 
�:  Width of application area 
�;  Length of application area 
�4 Node and mobile sink communication range 
�:�Õ Minimum starting X point on the mobile path 
�: �Ø Maximum ending X point on the mobile path 
�;�Õ Minimum starting Y point on the mobile path 
�;�Ø Maximum ending Y point on the mobile path 

�*  
Number of hops to nearest node with in communication range of the mobile 
sinks path. 

�@ Distance between each sink broadcast “hello” message. 

�0�Û�Ø�ß�ß�â 
Number of times the “hello” message is broadcast to complete one loop around 
the calculated path 

�= The constant acceleration of the mobile sink 
�@�æ�ç�â�ã The constant deceleration of the mobile sink 

�R�Ü Initial velocity of mobile sink 
�R�Ù Final constant velocity of mobile sink 

�O�Ô�é 
Distance the mobile sink has to traverse after accelerating from zero velocity to 
reach required velocity. 

�O�×�é 
Distance the sink has to traverse after decelerating from constant velocity to 
when the sink stops (zero velocity) 

�O�Ö�é 
Distance the sink has to traverse moving at constant velocity before next “hello” 
type message is broadcast 

�P�Ô�é Time sink to accelerate from zero to constant velocity 
�P�×�é Time for sink to decelerate from constant velocity to zero 

�P�Ö�é 
Time for sink moving at constant veloci ty to traverse the required distance 
before next “hello” message is broadcast 

�6�ç�â�ç�Ô�ß 
Total time sink takes to complete one loop of its calculated path transmitting 
messages at required intervals 

�P�æ�ç�â�ã 
Time a mobile sink will stop, broadcas t a “hello” type message and wait for 
responses from surrounding nodes 

�������� ��Definitions of variables used in calculations of mobile sink path 
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4.1. Calculation of optimum path for one mobile sink 

For one sink, the optimum path must be equidistant from any furthest node in the 
application area. The maximum distance a message from a node on the perimeter of the 
application area travels before reaching a node within communication range of the mobile 
sink must be the same as the maximum distance from a node at the centre of the application 
area to a node within communication range of the mobile sink. If one sink is located in the 
centre of the application area, then for a square or rectangle shaped area, the number of 
hops a message from a node at the farthest end of a square or rectangular application area 
has to travel to reach the sink is approximately: 

  �*�æ�å�4�á�è�à
 L � @
�Ñ

�6�Û�Ë
� A 
 E � :

�Ò

�6�Û�Ë
�;.  (1) 

For a circle shaped application area, nodes at the perimeter are distance r (where r is the 
radius) from the centre. Thus the number of hops for nodes on the perimeter is: 
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To ensure equidistance between nodes at the centre of the application area and nodes at the 

perimeter of the application area, the number of hops should be almost the same, i.e. 
�Á

�6
.  

Since the application area dimensions (X and Y for square and rectangular shapes or r for 
circular shapes), and the range of the nodes (R) is known, the maximum number of hops a 

message �@
�Á

�6
�A has to be re-transmitted before reaching a node that is within communication 

range of the mobile sink’s path can be calculated as follows: 

Square or rectangular shape 
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Circular shape 
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Once the number of hops has been calculated, the optimum path of a mobile sink can be 
calculated as shown below: 

Calculation of optimum path: 

Square or rectangular shape: 
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Circular shape: 
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Consider the nodes placed in a 300mx300m WSN as shown in Figure 1. The nodes’ range is 
assumed to be 30m and thus each node is placed 30m from the previous node. The optimum 
path for the mobile sink calculat ed based on Equations [5], [6], [7] and [8]. Nodes within the 
immediate communication range of the mobile sink node act as temporary stores for any 
message destined for the sink. As the sink passes along the path, these nodes pass the message 
to the sink. This results in a short delay between the time an event occurs and the time the sink 
receives the message. If the sink needs to be notified immediately, the node can calculate 
where in the mobile path the sink currentl y is and re-route the message to the sink. 

 
��������� ��Path for a mobile node to follow in a 300mx300m application area. 
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��������� ��Path for a mobile node to follow in a 300mx300m application area. 
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4.2. Optimum path for multiple mobile sinks 

For multiple sinks, the WSN application area should be sub-divided optimally. Thus the 
number of sinks and number of squares must be a square of a positive integer number, i.e. 
�0�æ�Ü�á�Þ
L �<�s�6� á � t�6� á � u�6� á � v�6� å � =. The size of each square is calculated as follows: 
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Using Equations [5], [6], [7], [8] and [10] the mobile path for each sink can be calculated. 
Figure 2 shows the number of sub-divisions and mobile paths calculated for the same 
300mx300m WSN application area shown in Figure 1 for one mobile sink. The size of the 
application area is small, so for four square sub-divisions, each node in the WSN application 
area will be within communication range of the mobile path. 

 

 
 

��������� ��Four mobile sinks and each sinks path in a 300mx300m application area. 
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If there are multiple sinks, then the actual load is spread among more nodes. In Figure 2, the 
number of sinks and the optimum mobile path can be calculated to ensure that all nodes are 
within communication distance of a mobile sink’s path, with the possible exception of nodes 
at the perimeter of the WSN application area. For example, nodes 1, 6, 11, 56, 61, 66, 111, 116 
and 121 may require an intermediate node to pass the message on in Figure 2. To ensure 
connectivity, this set of nodes can be moved closer to the sink node’s path, as shown in 
Figure 3. The path each sink has to travel is even shorter and hence the calculated time to 
complete one loop is less. 

When an event occurs, the sensing nodes aggregate the data and elect a single node to 
forward the message to the sink. In Figure 2, as each node is one hop from the path of the 
mobile sink, the message will be stored by the elected node until the sink passes by and 
requests messages. In Figure 1, the message is stored by any node in direct communication 
range of the mobile sink as it moves along the path. Most nodes in the WSN application area 
of Figure 1 are two hops away from the path of the mobile sink. Nodes at each corner are at 
most three hops from the path of the mobile sink because it is assumed that the corner nodes 
are moved slightly into the application area as shown in Figure 3 to be within 
communication range of at least three nodes. 

Only nodes which have a minimum of four immediate neighbours will re-transmit the event 
message. This ensures that nodes on the perimeter of the application area do not 
unnecessarily re-transmit the message. The event message is only re-broadcast until it is 
received by an intermediate node that is in direct communication range of the path of the 
mobile node. The message is stored and when the mobile node passes the intermediate 
node, all stored messages are transmitted to the mobile sink. Real-time event messages can 
be forwarded to nodes that will be closer to the sink’s path based on the calculations 
described at the end of this section. 

 
��������� ��Moving corner nodes within communication range of mobile sink path 

4.3. Calculation of distance between each “hello” broadcast message from 
mobile sink 

To ensure complete coverage of all nodes neighbouring the path, the calculation of the 
distance between transmitting a “hello” broa dcast message and waiting for responses from 
surrounding nodes is shown below: 
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The number of times the sink stops and broadcasts a “hello” type message is given by the 
following formula: 
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4.4. Time for a mobile sink to complete one loop around the path 

The mobile sink first moves along the path and greets all nodes within communication 
range. The mobile sink transmits a “hello” greeting message at every �@ metres requesting 
any of the surrounding nodes to return any data messages they may have temporarily 
stored while waiting for the sink to return. The message contains the mobile sink’s ID, 
velocity and acceleration, sink direction, its intended path, and when it calculates it will 
return to its current position as well as a list of all nodes that have responded to its greeting 
thus far. Initially, during the first loop of the mobile sink, the path list will be incomplete, as 
the sink is not yet aware of all nodes in its path range. When the mobile sink completes its 
first loop, it will have obtained a reasonably accurate network topology of all nodes within 
communication range of its path and their locations. The mobile node will re-broadcast this 
list as it continues to loop around its path, so that even if some nodes were asleep during 
previous cycles, these nodes can still obtain the list to update their records.  

In the event that a real-time event message needs to be reported to the mobile sink, the 
initial node that is elected to receive the event message, as it is within communication range 
of the sink or the actual node that detected the event, can transmit the message to the sink, 
using this list and its knowledge of the mobile sink's velocity and intended path, to 
determine the optimum nodes to use to route the message to the sink. The messages 
transmitted between the nodes will travel faster than the mobile sink so the message will be 
delivered to the sink faster than wait ing for the sink to pass by again. 

4.5. Calculation of total time it takes a sink to complete one loop across the 
mobile path 

4.5.1. Sink stop-start movement with non-uniform velocity 

Initially the sink will have to move from a state of rest or initial velocity of zero to a 
constant, specified velocity. The time it takes a mobile sink to accelerate to a constant 
velocity can be calculated using the following equation: 
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The initial and final speed as well as the acceleration of the mobile sink is known. Thus, the 
time it takes the mobile sink to accelerate from zero and reach constant velocity is: 
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The distance the mobile sink has to traverse after accelerating from zero velocity to when the 
sink reaches the required constant velocity is: 
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The sink will have to decelerate to stop before it broadcasts another “hello” type message. 
The time it takes a mobile sink to decelerate to a stop is similar to equation [13], i.e.  

 �P�×�é
L
�é�å�Ð�Ý�Ú�?�é�Ñ

�×�Þ�ß�Ú�Û
�� (15) 

The distance the mobile sink has to traverse after decelerating from constant velocity to zero 
velocity, i.e. to when the sink comes to a standstill, can be calculated as follows:  
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Now, the time the mobile sink will spend at constant velocity can be calculated based on the 
distance between each time the sink node broadcasts a “hello” type message: 
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Since at constant velocity, a=0,  
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If �P�æ�ç�â�ã is the time a mobile sink will stop, broadcast a “hello” type message and wait for 
responses from surrounding nodes, the total time for a node to complete one loop along the 
calculated path is given by the following formula: 

 �6�ç�â�ç�Ô�ß
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Each node within communication range of the mobile sink’s path must be able to perform 
the above calculations. When one of these nodes receives an event message that it has to re-
transmit to the mobile sink, it can calculate the time delay before the sink will again pass by, 
based on the above equations. The node can then determine, based on the message status 
and urgency, whether to wait for the mobile sink to pass within communication range or 
whether to route the message to a node closer to the mobile sink. The sink path information 
contained in the previous “hello” message is used to determine which node to request to 
forward the message to the sink. As electromagnetic waves travel much faster than the 
mobile sink, this will ensure that the event message reaches the sink in real-time. 

4.5.2. Sink movement with uniform velocity 

The previous calculations are based on the mobile sink stopping before it broadcasts a 
“hello” type message. The stopping and re-startin g by the mobile sink will increase the time 
it takes a mobile sink to complete a loop around the calculated mobile path. A variation on 
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the above calculations is to assume that the mobile sink moves at constant velocity without 
stopping. When the mobile sink reaches a “hello” broadcast point it will transmit a “hello” 
type message to all nodes and continue moving at constant velocity. Because 
electromagnetic waves travel much faster than the mobile sink, the mobile sink should be 
able to send and receive all responses from surrounding nodes before it moves out of radio 
range. Then Equation [18] becomes: 
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Of course the mobile node will have to decelerate when it approaches a corner to turn, but 
within the experimental simulation it is assu med that this time to turn is negligible.  

5. Experimental simulation 

The experimental setup used the Network Simulator (NS-2). In NS-2 the mobile nodes move at 
constant velocity. As this was a simulation environment, the mobile node did not require time 
to accelerate to a constant final velocity or to decelerate when turning a corner. Therefore, the 
time calculations are based on the node moving at constant velocity around a square path.  

Changes were made to certain C++ programs in the NS-2.3.5 version to enable the node to 
move along the specified path and periodically send “hello” type messages. A Tcl script 
defined the parameters of the path the node travelled on and stored the event messages 
received by nodes along the mobile node’s path. When a mobile node passed by a node with 
stored event messages, the node would pass these messages onto the mobile sink. 

Experiments were run to determine the time it takes to complete one loop around the 
calculated path as shown in Figure 1. This time was verified with the calculated time, using 
Equation (15). Thereafter an event message was broadcast from a node on the perimeter of 
the application area, and the effect on surrounding nodes was analysed. The velocity of the 
mobile sink was set at 10 m/s. The range of the nodes was assumed to be 30m. 

Using Equation [3], the number of hops was calculated to be: 
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Using Equations [5], [6], [7] and [8] th e path can be calculated as follows: 
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The corner node (node 1 from Figure 1) is moved slightly into the application area (i.e. x = 10 
and y = 10) to enable a message from node 1 to reach a node with at least 4 neighbours (in 
this case node 13). Figure 4 shows the experimental network topology for a 300 by 300 
application area with a node range of approximately 30m. 

 
 
 

 
 

 

��������� ��Experimental Setup with node 1 moved slightly into the application area. 
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6. Results and analysis 

Using Equation [19] the time it will take a mobile node moving at a constant velocity of 
10m/s to complete one loop along the calculated path is calculated. 
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The NS-2 Tcl script was run and the time taken for the mobile node to complete one loop 
around the calculated path as shown in Figure 1 is 72 seconds. 

An analysis of the number of messages received by nodes neighbouring the mobile node’s 
path is shown in Figure 5. As can be seen, certain nodes receive more than one message. 
These nodes are on the perimeter of two intersecting “hello” type messages sent from the 
mobile sink as shown in Figure 1. Thus nodes 36, 37, 26, 27 etc. receive a “hello” message 
from the mobile node twice. To prevent this  duplication of received messages from the 
mobile node, the researcher suggests that the neighbouring nodes go into sleep mode for a 
specified time period after receiving the first “hello” type message from the mobile node. 
This should ensure that all nodes neighbouring the mobile node’s path only receive one 
message per complete loop of the circuit.  

 
��������� ��Number of messages received by nodes neighbouring mobile node's path 
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To conserve energy further, the number of times a mobile node will circumvent the path can 
be application-specific. For example, if sensor nodes are required to send updates to a sink 
periodically, the mobile node can traverse the path only during this time period. However, 
if the application requires the mobile node to  monitor the area continuously for events and 
respond in real-time, the mobile sink has to move along the path and send “hello” type 
messages continuously. 

However, the continuous sending of “hello” type messages at periodic intervals by the 
mobile node, does incur a cost. To reduce the number of messages transmitted within the 
application area further, (depending on the type of WSN application); a “hello” type 
message can be sent once at initialisation when the mobile sink first completes a loop along 
the path. All nodes along the perimeter will be able to calculate when the sink will pass by 
again and ensure that the node is awake during that time, if the node has event messages to 
relay. At the calculated time the perimeter node can proactively send a message to the 
mobile node informing it that it will begin transmitting event messages. 

To determine the effect of the mobile node on reducing the total number of messages within 
the application area and received per individual node a series of tests were run for a 
message destined to the mobile node 0 (Figure 4) for both flooding and the mobile 
algorithms with various hop counts.  

The effect of sending a message from a node on the perimeter of the application area to one of 
the nodes on the perimeter of the mobile node’s path is analysed. For example, a message is 
sent from node �W to nodes �W�Z and �X�Z (refer to Figure 4). As can be seen in Figure 6, only those 
nodes used to pass the event message receive more messages than those shown in Figure 5.  

To further reduce the total number of messages sent and received when reporting an event 
message, the mobile node algorithm only allows nodes with four or more neighbours to re-
broadcast the received event message. When a node that is within range of a mobile node 
receives a message (in this experiment, node 14 and node 24), it stores the message for 
collection by the mobile node 0. For flooding all nodes re-broadcast the message. The event 
message was sent at 3 seconds and the TCL script was set to end at 10 seconds, i.e., before 
the mobile node completes one full cycle around its predetermined path. The experiment 
was to compare flooding and using the mobile route algorithm in terms of the time to reach 
the destination and the total number of messages transmitted within th e network as well as 
the number of messages received per node. Thus, the worst case scenario of assuming that 
the mobile node has just left the range of node 24 and node 14 and started on the path and 
will only return in approximately the time it takes to complete one full circumnavigation of 
the specified path is considered. 

Figure 7 shows the number of messages received by node 14 and node 24 for the mobile 
algorithm and flooding. Node 14 and node 24 receive the same number of messages (2) for 
the mobile algorithm. In flooding the number of messages per node varies widely but node 
14 tracks node 24 in terms of the number of messages received per hop count. In the mobile 
algorithm, node 14 and node 24 receive two  messages, one from node 13 and one from the 
mobile node 0. As can be seen even for low hop counts, the number of messages when using 
flooding exceeds the number of messages for the mobile algorithm. 
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��������� ��Number of messages per node when event message sent to node on mobile nodes perimeter 

 
��������� ��Number of messages for node 14 and node 24 for varying hop count 
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Figure 8 shows the number of messages per individual node when only nodes whose 
neighbours are equal to or greater than 4 re-transmit an event message. When compared to 
the number of messages received per node in Figure 6, it is obvious that by restricting which 
nodes re-transmit an event message, there is a significant decrease in the number of 
messages received or re-transmitted amongst individual nodes. Once the event message 
reaches a node that can convey the event message directly to the mobile node (in this case 
node 14 and node 24), the algorithm stops retransmitting the event message.  

 

 
 

��������� ��Restricting re-transmission of event messages to nodes with 4 or more neighbours 

In Figure 6, the TCL script is run for 72 seconds whereas in Figure 8 the TCL script is only 
run for 10 seconds. Thus, not all the nodes along the perimeter of the mobile nodes path are 
shown receiving messages from the mobile sink in Figure 8. The number of messages for 
node 13 and node 24 are reduced by half when the number of neighbour nodes restriction 
rule applies. 

Figure 9 shows the number of messages per individual node if a typical flooding message is 
sent from node 1 to a static node 0 located at the same X,Y coordinates as node 25. Flooding 
a message to the sink is the worst case scenario as more nodes receive (and possibly have to 
re-transmit) messages which depletes an individual node’s limited energy and reduces node 
and network lifetime. 
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��������� ��Number of messages per node for a flooding message sent to a static node 0 located at node 25. 

 
���������� ��Time it takes for an event message sent from node 1 to reach node 14 or node 24 
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The time it takes for an event message to reach node 14 and node 24 using the mobile 
algorithm with re-transmissions of event messages restricted to nodes with four or more 
neighbours is shown in Figure 10. If the mobile  node has just passed out of range of node 24 
and node 14, then these nodes must wait for approximately 72 seconds before the mobile 
node is within range again. Alternatively, depending on the real-time requirement of the 
application, the perimeter nodes can retransmit  the event message as electromagnetic waves 
travel faster than the mobile sink and the message should reach the sink in less than 72 
seconds. 

7. Conclusion 

An optimum path for a mobile sink is calcul ated so that the number of hops that the 
message has to be re-transmitted is small. Because all neighbouring nodes can pass an event 
message to the sink, no specific set of nodes is overloaded with the task of routing event 
messages to the sink. This ensures more equitable usage of all sensor nodes in the network 
and hence increased node lifetime. 

It has been shown that the number of messages received per node can be reduced by using a 
specific path for the mobile node/sink to move along. All neighbouring nodes can store 
messages when an event occurs, and if the sensor detecting the event is not an immediate 
neighbouring node along the path of the mobile  sink, the number of hops that the message 
has to be re-propagated is small. By restricting the nodes that re-transmit a message to 
nodes with four or more neighbours, the numb er of messages received per individual node 
is further reduced.  

Thus the use of a mobile sink moving along a calculated path around the application area 
can significantly reduce the number of messages received per individual node and hence 
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1. Introduction 

Due to the recent development in micro mechanics, electronics and wireless communication 
technologies, Wireless Sensor Network (WSN) has been a hot issue for many applications 
like monitoring, detecting, remote control, life saving etc. However, along with the 
applications in different area, the ways of deploying the sensor nodes are different. In some 
harsh environmental detection, sensor nodes are always dropt into the target area by aircraft 
which may lead some unnecessary troubles, for example some nodes are out of 
communication range, some nodes are broken, and lack of flexible because of its immobile 
characters et al.  

The Multi-Robot Sensor Network (MRSN) which is comprised of large numbers of small, 
simple and inexpensive wireless robots can solve the problems mentioned above. In MRSN, 
besides perceived sensors, the robot also can be set up digital camera or voice recording 
equipment, even video camera according to the applications’ requirement. Hence, it can 
detect more detailed information like pictures, video or sound etc.  

In this section, at first we introduce the MR SN and its applications. The open problems and 
one of the effective methods, data aggregation is presented. At last we show a preview of 
this chapter. 

1.1. Wireless multi-robot sensor networks 

In wireless MRSN, from a viewpoint of sensor network communication, each robot senses 
data and transmits data to the adjacent lower node. To collect all data at the sink, data are 
sent by relay nodes in a multi-hop manner. However, due to the mobility of the robot, 

© 2012 Li et al., licensee InTech. This is a paper distributed under the terms of the Creative Commons

Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,

distribution, and reproduction in any medium, provided the original work is properly cited.
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sometimes robots are out of the network area so that break the network connectivity. Hence, 
how to keep the connectivity all the time is a crucial issue so that it already became a hot 
research topic (Mi et, al., 2010). Besides, the reliability and robustness as well as secure et al. 
are some other concerned research topics. With respect to communication techniques in 
MRSN, a network with the goal of search and rescue is described in (Reich & Sklar, 2006). In 
this paper, they proposed an entirely distributed gradient pr opagation (GP) algorithm. Each 
sensor in the paper independently executes the GP algorithm and broadcasts after some 
independent, randomly chosen time interval. The robots sensors estimate their target by 
“hot” values and “cold” values, where the “h ot” values become the searching target. In 
(Sheng, et al. 2006), for reliability and robustness, a distributed biding algorithm was 
proposed for multiple robots in exploration tasks to address the problems caused by the 
limited communication range. In  this algorithm, all the robo ts work asynchronously. There 
are three states for each robot that (1) sensing and mapping, (2) biddin g and (3) traveling. A 
distributed algorithm that makes mobile robots  in a multi-robot system aware of network 
connectivity was discussed in (Leyzx, et al., 2009). The basic idea is to take a “fixed” robot as 
the reference robot that keep in touch with at least one neighboring robot from which a 
communication path to the reference robot can be established.  

1.2. Applications of mult i-robot sensor networks 

Due to its flexibility, operability, mobility and self-organization, the applications of MRSN 
has been increasing (Maxim & Gaurav, 2005), (Trigui S, et, al., 2012). Harsh environmental 
monitoring is the most popular application of MRSN, for example let wireless robots get 
into Amazon rainforests where it is very dangerous for human get inside or let them climb 
to Mount Everest where there is not enough Oxygen for human and covered by snow all 
over the mountain. In medical application, if the MRSN can help the nurses to do some 
simple task like checking body temperature and sending to a doctor, which would save 
much more labors in some countries those short of nurses. One of the most important 
utilizations of MRSN is that it can be used to detect nuclear radiation and to accomplish 
some other relevant tasks. The most recent example is the Fukushima nuclear leakage where 
if a MRSN was applied, it would have alleviated damage. Some other applications like outer 
space monitoring (space junk detection), industrial monitoring (quality control), disaster 
monitoring (forest fire detection), agriculture monitoring (soil moisture detection), traffic 
monitoring (intelligent transport system) etc have also much potential.  

1.3. Open problems in multi-robot sensor networks 

In MRSN, when an event occurs, multiple robots  in the near area sense the event data and 
generate an abundance of sensed data; however, many of the data generated in the same 
area are highly redundant. Hence the transmission and relaying of all generated data caused 
a big waste of bandwidth and energy; it also causes data collision and congestion so that 
result in low efficiency of data gathering. On the other hand, similar to wireless sensor 
network, WRSN could not avoid the shortcomin g of lack of continuous energy supplement. 
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One may say robot node can be equipped a large capacity battery, but its energy 
consumption is also large due to its big size, moving, detecting and transmitting etc. An 
energy harvesting algorithm (Eu et, al., 2010) is proposed for WSN. According to energy 
harvesting technique, a robot can absorbs solar energy from sunlight. However, how can the 
robot manage its task in the night? The vibrational energy get from the environment is too 
lees to trigger the robot. Therefore, saving energy is the most feasible way in WRSN.  

For energy saving, decreasing the redundant data and sending a representative data of the 
detected area are the most considerable strategy. With a view of reducing the quantity of the 
transmitted data, the well-know n scheme is data aggregation (Rajagopalan &Varshney, 
2006). Since a sensor node in WSN waits for a period of time to collect extensive quantity of 
data to aggregate, data aggregation leads long transmission delay and low data accuracy. 
Some application, like medical and architectural utilization requires more accurate data 
while disaster relief requires receiving data as soon as possible. However, energy, delay and 
accuracy are trading off each other, one can not improve three of them at the same time. 
Hence, how to control the trade off of energy, delay and accuracy among different 
applications is the problem we will solve in our work. 

1.4. Data aggregation in multi-robot sensor networks 

We focus on data aggregation technology for collecting data in MRSN. Data aggregation 
(Rajagopalan & Varshney, 2006) is a process of aggregating the data from multiple robot 
sensors to eliminate redundant data and prov ide fused information to the base station. 
Considering from the point of data redundan t, data aggregation can collect the most 
efficiency data. However, transmission delay and data accuracy are also important in many 
applications such as military application and architectural application. Hence trading off 
transmission delay, energy consumption and data accuracy is an important issue. There are 
several typical algorithms of data aggregatio ns. PEGASIS (Lindsey & Raghavendra, 2001) is 
one of energy efficiency chain based data aggregation protocols that employs a greedy 
algorithm. The main idea of PEGASIS is forming a chain among the sensor nodes so that 
each node receives (or transmits) fused data from (to) the closest neighbors. The data 
gathered are sent from node to node, and all the sensor nodes take turns to be the leader for 
transmission to the Base Station. Data Funnelling (Petrovi�°, et. al, 2003) is another scheme 
that sends a stream of data from a group of sensor readings to destination. Moreover, they 
proposed a compression method called “coding by ordering” to suppress some readings 
and encoding the values in the ordering of the remaining packets. On the other hand, 
LEACH (Heinzelman W., 2000) is one kind of  energy saving schemes in which a small 
number of clusters are formed in a self-organized manner. A designated sensor node in each 
cluster collects and combines data from nodes in its cluster, then transmits the result to the 
BS. Directed Diffusion (Intanagonwiwat, et. al, 2000) is a kind of data centric routing 
protocols. The sink broadcasts an interest message to all the sensor nodes, and the nodes 
gather and transmit the sink-interested data to the sink. When the receiving data rate 
becomes low, the sink starts to attract other higher quality data.  
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Regarding the trade-offs, (Boulis, et. al, 2003) proposed an energy-accuracy tradeoffs algorithm 
for periodic data-aggregation which is a thre shold-based scheme where the sensors compare 
their fused estimations to a threshold to make a decision of regarding transmission. Energy-
latency tradeoffs algorithm (Yu at. el., 2004) is proposed for minimizing the overall energy 
consumption of the networks within a specific latency constraint where data aggregation is 
performed only after a node successfully collects data from all its children and its own local 
generated data. ADA (Adaptive Data Aggregation) (Chen et. al., 2008) is an adaptive data 
aggregation (ADA) for clustered wireless sensor networks. In ADA, sensed data are 
aggregated on two levels; one is aggregated at sensor nodes controlled by the reporting 
frequency (temporal reliability) of nodes; another is aggregated at cluster heads controlled by 
the aggregation ratio (spatial reliability). The reliability of observed data that is decided by the 
number of arrival data at sink node is compar ed with the reliability of desired data, which is 
decided by the application. According to comp arison, nine characteristic regions and nine 
states are defined in which the eight states must change into the desired state through the 
calculating and adjusting of observed reliability.  

Most of the previously mentioned works focu s on energy saving and aggregate as much 
data as possible. As a result, they prolong the transmission delay. Many works aimed to 
achieve energy-delay trade off, however they still have shortcomings for example (Yu at, el., 
2004) has long waiting time at nodes with less event data while the constant latency makes 
the networks very inflexible  in (Galluccio L. & Palazzo S., 2009). A desired energy-delay 
tradeoff is achieved in (Ye Z. et al., 2008); however the algorithm ignored the issue of data 
accuracy. Energy-delay-accuracy tradeoffs in (Mirian F. & Sabaei�! M.) and (Chen et al., 
2008) adapt to a situation that could be described by the following question: ‘what is the 
average temperature of this area at this hour?’ The algorithms did not consider delay and 
accuracy among nodes and data, which may lead to large data deviation as well as 
transmission delay in some other applications. 

1.5. Preview of our work 

In this paper, at first, we show the analyses of transmission delay, energy consumption and 
data accuracy of non-aggregation, full aggregation and partial data aggregation with 
Markovian chain. The analytical results show that non-aggregation consumes much energy 
and full aggregation causes long transmission delay; but the proposed partial aggregation can 
trade off total delay, energy consumption, an d data accuracy between non-aggregation and 
full aggregation. Then we intensively discuss the tradeoffs among energy consumption, 
transmission delay and data accuracy with a Trade Off Index (TOI). We discuss the TOI under 
the different conditions of accuracy domina nt, energy dominant, and delay dominant. By 
comparing the TOI value among non-aggregation, full aggregation and partial aggregation in 
different data generation rates, we obtain the best TOI. The results show that with small data 
generation rate, non-aggregation is the best TOI; with moderate data generation rate, the 
partial aggregation is the best TOI while the data generation rate is large, the full aggregation 
is the best TOI. At last a multi view multi robot sensor network is discussed and a User 
Dependent Multi-view Video Transmissi on (UDMVT) scheme is introduced.  
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2. Preliminary concepts 

In this section, we will introduce network to pology, network parameters and the definitions 
of network parameters, which will be help ful in understanding our work clearly. 

2.1. Wireless MRSN network topology  

Fig. 1 depicts tandem network topology of the MRSN, the most basic and simplest model, 
which enables us to make an analytic model. The results can be extensible to other 
topologies that are more complex. In such kind of network, all the robots deployed statically 
in a flat area and have same role. The robots are allocated omni-directional antenna for 
wireless communication and have the same transmission ranges. When a robot senses data, 
it transmits the data to the sink , if the data could not get to the sink by one hop; the robot 
sends the data to the sink by multi-hop way. 

 
��������� ��Tandem Multi-Robot Network 

2.2. Definition  

�x�� ni denotes the i-th node from the sink. N is a set of all nodes.  
�x�� ni+1 is called the adjacent upper node of , while ni-1 is the adjacent lower node of ni.  
�x�� A set of nodes of {nk | n k �Ò| N|, k>i} denotes the up-per nodes of n i, while {n k | n k �Ò| 

N|, k <i} denotes the lower nodes of n i. 
�x�� Suffixes non, ful and par attached to terms mean non-aggregation, full aggregation and 

partial aggregation respectively. 
�x�� Arrival data denotes that the data come from adjacent upper nodes. 
�x�� Local generated data denotes that the data are generated at local nodes. 
�x�� Server: in our work, we assume that each node has a server to process data aggregation 

and data transmission.  
�x�� The MAC protocol used in this research is CSMA. 
�x�� The propagation delay between adjacent robots is negligible. 

2.3. Aggregation factor  

Here a robot aggregates its own generated data and received data from adjacent upper 
nodes before transmission. The sink does not participate in data aggregation. When data 
aggregation occurs at a robot node, the aggregation factor denotes the proportion of 
aggregated data size and local generated data size. It means that the aggregated data size is 



 
Wireless Sensor Networks – Technology and Protocols 76 

AF times of the generated data size. AF=1 means that aggregated data have the same data 
size with generated data, and we assume there is one generated data at one time.  

 � 
Aggregated data size

Generated data size
AF  (1) 

2.4. Transmission delay 

�x�� Total delay D(N)  shows a time interval betw een the instance when event Eij  occurred at 
robot nn and the instance when the sink receives Dij in N hops networks. 

�x�� Data transmission time �`’ is defined as a time interval between the instance that data 
are transmitted from robot and the instance th at the data are received at the adjacent 
lower robot.  

�x�� Channel waiting time �W( )c i : it is the time interval that data cannot utilize the channel.  

�x�� Event waiting time �We( )i : In full aggregation, before a robot processes data aggregation, 

the arrival data have to wait for local generated data to be aggregated together, hence 
the waiting time of arrival data called event waiting time. 

2.5. Energy consumption 

Total energy consumption E(N) is defined to be the sum of energy consumption of an event 
data that is generated at node nn and finally received by sink node in N hops networks.  

2.6. Data accuracy 

We define the data accuracy as the proportion of collected data at sink and the amount of 
sensed data at all the robots. 

3. Data aggregations  

In this part, we analyze and evaluate the data aggregation simply in terms of non-
aggregation, full aggregation and partial data aggregation. 

3.1. Non-aggregation  

The arrival data are transmitted to the adjacent lower node immediately after having been 
received; data neither wait for local generated data nor aggregate with any other data. The 
analytical model of non-aggregation is shown as follows in figure 2.  

In the analytical model of node n i in fig. 2, the average arrival rate from the upper node is 
approximates to Poisson distribution. Generated data rate at a node is assumed to be 
Poisson distribution. The generated data and arrival data join the service queue and wait for 
transmission. There is one server for data transmission at each node. All data in the queue 
will be sent based on first in first out. �O�c�ci  is the data rate upon exiting the server at node ni.  
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AF times of the generated data size. AF=1 means that aggregated data have the same data 
size with generated data, and we assume there is one generated data at one time.  

 � 
Aggregated data size

Generated data size
AF  (1) 
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��������� ��Analytical model of non-aggregation 

�x�� Arrival process to the queue 

According to the analytic model, we find  that the arrival rate to the queue is  

 �O � O � O���c �c�c� ��1i i i  (2) 

Strictly speaking, arrival data from the upper node is not Poisson distribution. However, for 
the purpose of simplicity, we approximate the process as Poisson distribution. Since the 
arrival data rate and local generated data rate are independent Poisson distributions, the 
sum of the two is also a new Poisson distribution.  

�x�� Service process 

In our network model, each no de has one server. The ACK packet transmission time is not 
considered. Data aggregating time is very short and negligible. Therefore the service time is 
one hop data transmission time. In our work, data transmission rate is vc and local generated 
data size is Si. Therefore the service time for each generated data is:  

 �W� 1 i
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Since vc and Si are constant in non-aggregation, the service time for each data are fixed and 
constant.  

From the above analysis we can determine that the queuing system approximates to M/D/1 
model. 

According to equation (4), the average data transmission time that we obtain at a node is: 
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According to queuing theory and equation (4), we determine the server waiting time as 
follows: 
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�x�� Channel waiting time  

Node ni communicates with only one neighbor node at a time. If a neighbor node is 
transmitting data, node n i has to wait until its neighbor node finishes transmission, due to 
the over hearing caused by the omni-directional antenna. This waiting time is defined as 
channel waiting time and is obtained the formulation as follows: 

 � W � O � W � W�c�  � 
 � 
1 1( ) 2 ( ) ( )c
non i non noni i i  (6) 

3.1.1. Total delay 

Total delay Dnon(N) is derived as follows where the number of hops from robot �L�Q to the 

sink is N.  

 � � � �� W � W � W
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non non non non

i
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3.1.2. Energy consumption 

Node ni transmits data and relays arrival data from the upper nodes. Since the consumed 
energy is proportionate to the number of data transmissions, we can find the mean number 
of data LQnon(i) in the service queue at node ni according to Little’s formula. The number of 
data in the queue waiting for data transmission is shown as follows:  

 �O�c� ( ) * ( )Q s
non i nonL i T i   (8) 

The �•’i is arrival data rate at node ni and ( )s
nonT i  is time duration from data joining the 

queue to data having been received by the next neighbor node at node ni, in case of non-
aggregation, can be determined as follows: 

 �� �� � W � W � W�  � � � �1 ( ) ( ) ( )s s c
non non non nonT i i i i   (9) 

According to equations (8) and (9), we obtain the whole energy consumption in N hops 
network as follows: 
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E N i P P  (10)  

Here Pt and Pr denote the energy consumption for transmitting and receiving data. 

3.1.3. Data accuracy 

In non-aggregation, data are not aggregated and the packet drop occurs with the transmitting 
in real system. However, for simplicity, we assu me there is no packet drop and retransmission, 
all the generated data will get to the sink, thus the data accuracy approaches to 100%. 
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3.2. Full aggregation 

We define the full aggregation that the arrival data are sent to an adjacent lower node 
only after having been aggregated with local generated data at nodes. It means data 
transmission occurs only after a new local data generated a node. Hence, the waiting 
time for data aggregating at a node is decided by the data generation rate of the node. 
When there is local generated data, the node aggregates all the arrival data with 
generated data then waits for transmission at server. Data after aggregation undergo the 
same procedure as non-aggregation to detect the server and the channel for further 
transmission. 

The analytical model of full aggregation is show n in figue3. Before explaining the model, we 
introduce queue A, queue B and “G.” Queue A denotes the arrival data queue at a node that 
is waiting for local generated data for data aggregation. Data in Queue B are waiting for 
server; when the server is idle, data are transmitted to a neighbor node. The “G” is assumed 
as a virtual gate between queue A and queue B. Immediately after local generated data 
aggregate with the arrival data in queue A, the gate opens and lets the aggregated data join 
queue B.  

 
��������� ��Analytical model of full aggregation 

In full aggregation, the data jo in queue A with arrival rate of �O���c�c1i  and wait for new 

generated data. When an event occurs at local node, the node aggregates the generated data 
and all arrival data in queue A according to the aggregation factor Af. The size of 

aggregated data becomes Sav and the aggregated data join queue B with the rate of �O�ci  to 

await further transmission. In full aggregation, the difference from non-aggregation is that 
we have to determine how lo ng the arrival data wait for aggregation in queue A.  

3.2.1. Event waiting time  

To determine the event waiting time, we apply the state transition rate diagram. We 
describe the state transition rate diagram in fig. 4. The basic idea of the analysis is that data 
waiting in queue A for exponential distribution have an average of 1/2 �•i. In the diagram, the 
state variable is the number of data waiting for an event. 
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��������� ��State transition rate diagrams of full aggregation 

According to calculation of state probability distribution and Little’s formula, we determine 
the event waiting time as shown below; more details please read (Li, et. al, 2010).  
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3.2.2. Total delay 

From the definition of full aggreg ation we know that the arrival data join queue B only if 
there is new generated data at local node, hence the data arrival rate to queue B is equal to 
data generation rate at the node. The data generation rate abides by Poisson distribution; 
therefore the arrival data rate to queue B is Poisson distribution. Since the data arrival rate 
involves only one server and the data transmission time for server is fixed, according to 
queuing theory we model the queue by means of M/D/1 queue. Similar to non-aggregation, 
we determine the total delay Dful (N) of the network in full aggregation is consists of event 
waiting time in queue A, server waiting time in queue B, channel waiting time and data 
transmission time at server. 
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3.2.3. Energy consumption 

The energy consumption is proportional to the number of data transmissions. ( )Q
fulL i  is the 

number of data at a robot ni. The time duration from data joining Queue B to data having 

been received by the next neighbor node is � � � �S
fulT i  and it can be obtained as follows:  

 �� �� � W � W � W�  � � � �1( ) ( ) ( ))s s c
ful ful ful fulT i i i i  (13) 

According to Little’s formula and equation (13), the amount of data in qu eue B is as follows:  

 �� �� �O� * ( )Q s
ful i fulL i T i  (14)  
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Therefore, the whole energy consumption is determined as follows:  

 � � � � � � � �
� 

�  � 
 � ��¦
1

( 2 )
N

Q
ful ful t r

i

E N L i p p  (15)  

3.2.4. Data accuracy 

In full aggregation, the aggregation factor Af=1. Thus, we can get the data accuracy in N 
hops transmission as follow: 

 � 
1
NcA  (16) 

3.3. Partial data aggregation  

According to previous analyses of non-aggregation and full aggregation, we find that non-
aggregation sends all the generated data to sink node which results in large energy 
consumption. In case of full aggregation, the arrival data must wait for local generated data 
to aggregate, which causes the prolonged transmission delay and low data accuracy for the 
data that come from nodes far away from sink.  

To minimize these two shortcomings, we propos e a partial data aggregation. The main idea 
of partial aggregation is that nodes process data aggregation and transmit data only if a) if 
there are new local generated data at a node or b) after waiting a holding time at a node; the 
inverse of the holding time we call random pushing rate �•Di. The analytical model of partial 
aggregation is shown as follows. 

 
��������� ��Analytical model of partial aggregation 

For the purpose of simplifying our analytical mo del, we assume the arrival data rate from 
adjacent upper node is approximated to Poisson distribution and the arrival data join event 
waiting queue A in fig. 5. Data generation rate �•i is assumed to be Poisson distribution. 
Random pushing rate is �•Di and assumed to be exponential distribution. If new generated 
data occur at a node or if holding time is ov er for arrival data, all the data are aggregated 
into one data, and the gate G opens and lets aggregated data join queue B. �•'i is data arrival 
rate to queue B in which data are waiting for service (data transmission).  
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3.3.1. Event waiting time 

Assume that a number of data are waiting for an event at robot �L�Q in queue; we describe the 

state transition diagram as shown in Fig.6.  

 
��������� ��State transition rate diagram 

Data are waiting in queue for the duration according to the exponential distribution of 

average 1/ � O � O��(2 )D
i i . Similar to full aggregation, the event waiting time of partial 

aggregation can be determined as follows:  
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3.3.2. Arrival process to Queue B 

From the analytical process we find that arrival data rate �• ’i is decided by the random 
pushing rate and data generation rate at a node. To determine the formulation of �• ’i, we 
calculate the property distribution of �• i and �•Di. We define that �* Di and �•i are the 
independent distribution X and Y. Through proofing of the property Y is bigger than X, we 
determine the arrival process to Queue B as follows; the proof can be found in (Li, et. al, 
2010). 
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3.3.3. Total delay 

Since the data generation rate is Poisson distribution and the random pushing rate abides by 
exponential distribution, the data arrival rate to queue B approximates to Poisson 
distribution. Therefore, we can confirm that the queuing system approximates to M/D/1 
model. With the same way of full aggregation, the server waiting time and channel waiting 
time can be determined easily. Therefore, the total delay of partial aggregation is as follows: 
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3.3.4. Total energy consumption 

In the N hops transmission in partial a ggregation, total energy consumption ���� �1�( �S�D�U
 is the 

sum of transmission energy consumption, reception energy consumption and overhearing 

energy consumption.
�W�3 and �U�3 are energy required for transmit ting or receiving a data. The 

period of time that aggregated data wait in a queue for transmission can be determined as 
follows: 

 �� �� � W � W � W�  � � � �1( ) ( ) ( )s s c
par par par parT i i i i  (20) 

According to Little’s formula and equation (25), we determine the amount of data in queue 
B at node ni as follows: 

 �� �� �O�c� * ( )Q s
Par i parL i T i  (21) 

Accordingly, we determine the total energy  consumption for the network as follows: 
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3.3.5. Data accuracy 

The total generated data Lpar(N) in N hops network is obtained as follows:  
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The amount of data received by sink Lpar(S) is as follows: 

 �� �� �O�c� 1 * ( )par parL S D N  (24) 

According to the definition and above equations, we determine the data accuracy as 
follows: 

 � 
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3.4. Evaluation  

Here we show the analytic results of the previous sections. The parameters are as below: 

Transmission rate is 250[kbps], Data size is 4096 [bit], Energy consumption for data 
reception is 17.4 [mA] and for data transmission is 19.7 [mA]. In this section, we evaluate 
total delay, energy consumption and data accuracy when the aggregation factor is Af=1. 



 
Wireless Sensor Networks – Technology and Protocols 84 

Fig. 7 to Fig. 9 show the total delay, energy consumption of whole network, robot energy 
consumption and data accuracy of five hops transmission where �•i=�•. Partial-T1 and Partial-
T2 are two sets of random pushing rate vectors in partial aggregation. We get the vectors 
randomly [1, 2, 3, 4, 5] and [5, 10, 15, 20, 25].  

From figure 7, we find that when event genera tion rate is small, full aggregation has long 
transmission delay in comparis on to non-aggregation. The reason for concaving up of 
delay of the full aggregation is that, when ev ent generation rate is small, the received 
data has to wait for generated data longer duration. In addition at a robot near to the 
sink, the total delay increases because of the large waiting time due to the congestion 
around the sink. As long as total delay is concerned, non-aggregation is suitable for 
situation of small event generation rate. From the figure, we also find that the 
performances of partial-T1 and partial-T2 are between non-aggregation and full 

aggregation. If �OD
i  is infinite, it means fully non-aggregation, if �OD

i  is zero, it means 

fully aggregation. 

Fig. 8 shows the energy consumption of the whole network. Obviously, non-aggregation 
consumes much more energy than full aggregation. Thus, full aggregation is suitable for 
energy consumption while non-aggregation is effi ciency for transmission delay. The partial-
T1 and partial-T2 has energy consumption between non-aggregation and full aggregation. 
In addition, the smaller random pushing ra te vector set partial-T1 has less energy 
consumption than the set of partial-T2.  

Fig. 9 shows the data accuracy of different data aggregation. From fig. 9, we find that the 
data accuracy of partial aggregation is between non-aggregation and full aggregation. 
The partial aggregation with the larger random pushing rate achieves higher data 
accuracy.  
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From above evaluations we find that the pa rtial aggregation with random pushing rate 
vectors can control the energy, delay and data accuracy between non-aggregation and full 
aggregation. Hence, one can achieve desired MSRN by controlling the random pushing 
rate.  
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4. Tradeoffs among accuracy, energy and delay 

4.1. Trade off index TOI 

Previous section clearly shows partial aggregation with random pushing rate �OD
i can control 

the energy consumption, transmission delay and data accuracy. In MRSN, according to 
applications, delay taken to collect data, energy consumed by each sensor node for 
communication and data accuracy of the collected data are critical concerns and are in trade-
off each other. Energy, delay and accuracy cannot reach full potential at the same time, but 
we can achieve the best possible tradeoff between them. To obtain the best trade-off value of 
practical application, we propose a Trade-Off Index (TOI). In the following subsections, we 
discuss energy, delay and accuracy of trade-offs in respect of TOI as criteria. Here E denotes 
total energy consumption, D denotes total delay, Ac denotes data accuracy. �…, �†, �‡ indicate 
the significance of accuracy, energy and delay and larger �…, �†, �‡ indicate more significance 
of energy, delay and accuracy. The smallest TOI value denotes the best data aggregation.  
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4.2. Applications of WSNs with different criteria 

In MRSN, according to the different applications and objectives, we need different 
significances for transmission delay, energy consumption and data accuracy. Some 
application areas need to save energy because it is impossible to replace or recharge the 
battery. In some applications not only the energy is significant, but also the data freshness, 
such as in military monitoring and disaster monitoring; however data accuracy is most 
important in medical utilization and in quality control. According to real application, we 
formulate some of the applications according to  the significances of energy, data accuracy 
and transmission delay in table 1.  
 

��
�������� ��Applications of MRSN 
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Here the “L” denotes large significance and “S” denotes small significance; the application is 
formed from left to right along a scale from smaller event generation rate to bigger 
generation rate. According to the table 1 we can decide the significant parameters of the 
application in order to perform our proposed TOI; we can achieve the best data aggregation 
corresponding to the applications.  

4.3. Tradeoffs of different applications 

In this section, we will investigate the tr adeoffs among the applications of which data 
generation rate is in the range of 0.0001 to 100 events in per second, and here for 
corresponding to the event generation rate, we define the random pushing rate vectors as 
the same with event generation rate. We define the random pushing rate vectors as below: 

As data generation rate of �•=0.0001, T= [0.0001, 0.0001, 0.0001, 0.0001, 0.0001],  

As �•=0.001, set T= [0.001, 0.001, 0.001, 0.001, 0.001],  
As �•= 0.01, set T= [ 0.01, 0.01, 0.01, 0.01, 0.01], 
As �•= 0.1, set T= [ 0.1, 0.1, 0.1, 0.1, 0.1], 
As �•= 1, set T= [ 1, 1, 1, 1, 1], 
As �•= 10, set T= [ 10, 10, 10, 10, 10]. 

4.3.1. Accuracy significant networks 

In accuracy significant utilization, we define �…, �† and �‡ as 2, 1, 1; however if the data 
accuracy is much more important than other two, we also can define �…=3 or much larger. In 
this research, for simplify, we discuss none other but the case that significant parameter has 
the significance vector of 2 and the ordinary parameters are 1. According to TOI we can get 
the best result in fig. 10. 

 
���������� ��Tradeoffs of accuracy significant 
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From Fig. 10 we find that when the event generation rate is between 0.0001 and 4.0, non-
aggregation is the best comparing with fu ll and partial aggregation. When the data 
generation rate is between 4 and 30, the partial aggregation is the best, and the full 
aggregation is the best when data generation rate is larger than 30. 

4.3.2. Energy significant networks 

Here we discuss the case when energy is significant. The parameters are defined to be as 
below: �…=1, �†=2 and �‡=1. According to proposed TOI we can get the best TOI values when 
data generation rate is from 0.0001 to 100.  

Fig. 11 shows the result. We find from the figure that in the region of data generation rate 
between 0.0001 and 4.0, the non-aggregation is the best TOI. When the data generation rate 
is about 4-10, the figure shows that the partial aggregation is the best; the full aggregation is 
the best when event generation rate is larger than 10.  

 
���������� ��Tradeoffs of energy significant 

4.3.3. Delay significant networks 

In delay significant networks, �…, �† and �‡ is defined as 1, 1, 2, as shown in Fig. 12. From the 
figure we find that when event generation rate is between 0.0001 and 4.0, the non-
aggregation is investigated to be the best TOI; and when the event generation rate is from 4 
to 30, the partial aggregation is the best; the full aggregation is the best TOI when event 
generation rate is larger than 30.  
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���������� ��Tradeoffs of delay significant 

4.3.4. Discussion 

Let us summarize the data aggregation with  best TOI according to different event 
generation rate in table 2. From the table we find that when event generation rate is small 
(0.0001-4.0, 6.0) the non-aggregation is the best TOI. Moreover, from the figures we find that 
in accuracy significant networ ks, the event data range of best TOI at non-aggregation is 
longer (0.0001-6.0) than any others. This is because, in non-aggregation, the data accuracy is 
100%; and the other two have low data accuracy; when event generation rate is larger than 
6, non-aggregation has very long delay because of the congestions around the sink node.  

When event generation rate is moderate (4, 6-30), the partial aggregation is the best TOI 
except the case energy significance networks. In energy significance networks, the number 
of transmission in partial aggregation is much  more than full aggregation, so the energy has 
great impact on partial aggregation with the significant of �†=2. When data generation rate is 
large, due to the large number of transmission, the energy consumption is very high in non-
aggregation and partial aggregation; therefore, the best TOI is the full aggregation in the 
networks with large event generation rate. 
 

 
�������� ��The best data aggregation  
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5. Multi-view multi-robot sensor networks 

As we mentioned in the introduction section, applications of the MRSN will be more 
advanced if multi-cameras are equipped on the robot nodes. The reason is quite similar to 
human with more eyes. From th e point of application, multi-view MRSN can be applied in 
security system that will not miss a corner. In addition, in the medical application, the multi-
view MRSN can accomplish some complex and long time operations. Meanwhile it can 
achieve more accurate and small cut operation; besides, multi-view MRSN has quick 
reaction for the vary vital signs and othe r monitored parameters of the patient.  

5.1. Introduction of multi-view video and open problem 

The developments of camera and display technologies make recording a single scene with 
multiple video sequences possible. These multi-view video sequences are taken by closely 
spaced cameras from different angles. Each video sequence in the multi-view video 
presents a unique viewpoint of this scene. Therefore, user can switch the viewpoint by 
playing different video sequences. When a robot is equipped with multi-cameras, it will 
bring the user who controls the robot a broad perspective. The operator also can switch 
his viewpoints by playing different video sequences. However, since the multi-view video 
consists of the video sequences captured by multiple cameras, the traffic of multi-view 
video is several times larger than conventional multimedia, which brings the dramatic 
increase in the bandwidth requirement. However, as multi-view video is taken from the 
same scene, a large amount of inter-view correlation is contained in the video. Therefore, 
compression transmission technologies are especially important for multi-view video 
streaming.  

The state of the art in multi-view representa tions includes Multi-View Video Plus Depth 
(Merkle et, al., 2007), Ray-Space (Smolic, et, al., 2006) and Multi-view  Video Coding (MVC) 
(Vetro, et, al., 2008), (Mueller, et, al., 2006). However, the research on Multi-View Video Plus 
Depth sequences (Merkle et, al., 2007) suggests that with the addition of depth maps and 
other auxiliary information, the bandwidth requirements could increase. MVC is issued as 
an amendment to H.264/MPEG-4 AVC (Vetro, et, al., 2008), (Mueller, et, al., 2006). It was 
reported that MVC makes more significant compression gains than simulcast coding in 
which each view is compressed independently. However, even with the MVC, transmission 
bitrates for multi-view video are still high: about 5 Mbps for 704 × 480, 30fps, and 8 camera 
sequences with MVC encoding (Kurutepe, et, al. 2007). 

5.2. User dependent multi-view video transmission  

5.2.1. Switching models 

In order to reduce traffic for multi-view video transmission, we  have analyzed which frames 
should be displayed when the viewpoint is switched. Our work mainly focuses on the 
successive motion model (Pan, et, al., 2011, 2011). In the successive motion model as shown 
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by Fig. 13, user is only able to switch to the neighboring views. In other words, if the multi-
view video contains the views (1, 2… M), user is just able to switch from any view j to the 
view j’, where max (1, j-1) �Â j’�Â min(j+1, M). This kind of switching model is used in the 
applications such as free viewpoint TV and Remote Surgery System in which user’s head is 
tracked to decide which views should be displayed. 

 
���������� ��Switching models 

5.2.2. User dependent multi-view video transmission (UDMVT) 

In (Tanimoto, et. al., 2011), they developed two types of user interface for the Free 
Viewpoint TV. One showed one view according to the viewpoints given by user. With this 
type of user interface, the viewpoint of user can be switched by an eye/head-tracking 
system, moving the mouse of a PC or sliding the finger on the touch panel of a mobile 
player. In a real-time interactive multi-view video system (Lou, et, al., 2005), users can 
switch viewpoints by dragging the scroll bar to  a different position. In the user interfaces 
of (Tanimoto, et. al., 2011) and (Lou, et, al., 2005), the changing of user’s position, moving 
of mouse, sliding of finger and dragging of scroll bar are all successive motions. Since the 
switching models of these user interfaces are all successive motion models, it will take 
some time to switch from the current view to the neighboring view. For instance, in the 
head-tracking system, user needs to take some time to move from his current position to 
the next position for the new viewpoint. We call the speed with which user switch from 
one view to next view “switching speed.” With different user and user interfaces, the 
switching speed is different. Even the same user may switch to a different switching 
speed each time.  

In the successive motion model, which frames should be displayed when user starts to 
switch to the next view are decided by both the frame rate f (frame/s) of the multi-view 
video and the switching speed s (view/s) of user. Let k be the floor of the frame rate 

divided by switching speed: �« �»� �¬ �¼k f s . Fig. 14 presents the display of frames when k is 3, 2 

and 1. 
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���������� ��Multi-view video displays wi th different value of k. 

Assuming the frame rates are the same, different frames should be displayed by these three 
different switching speeds, although they are sw itching to the same direction. If switching 
slows down, more frames of the current view  should be displayed before the display 
changes to the next view. Otherwise, less frames of the current view should be displayed. 
Therefore, k denotes the number of the frames should be displayed in the current view after 
user starts to switch and before the user reaches the position where display should change 
to the next view. In practice, the frame rate is about 25~30 (frame/s). The value of switching 
speed depends on the density of the views and the speed of user interface. However, the 
switching speed is usually much  slower than the frame rate. When the switching speed is 
about 2~5 (view/s), the k is about 5~15 (frame/view). For simplicity, k=1 and k = 2 are 
selected as the examples in this paper. Let Fi,j denote the frame of view j at time instant i. By 
the three-tuples N(p, f, s), it is able to predict a triangle area in which the frames are possible 
to be displayed in a subsequent period of time. p is the current position F i0,j0. When the 
number of the views is M, R(t) is the set of frames that can be displayed at time instant t start 
from Fi0,j0. Fi,j’ , R(t), in which: 

  � « � »�  � � � u� ¬ � ¼0i i f t  (27) 

 � � � � � � � �� ª � º� « � » � « � »� • � � � u � � � u� ¬ � ¼ � ¬ � ¼� ¬ � ¼0 0' max 1, ,min ,j j s t j s t M    (28) 

As the video continues to play, the frame at time instant i in (1) should be displayed starting 

from Fi0, j0. User can switch to the view j0- �« �»�u�¬ �¼s t  or j0+ �« �»�u�¬ �¼s t  unless already at border view 

(view 1 or view M) during the period t. The us er may also stop switching at any view before 

switching to view j 0- �« �»�u�¬ �¼s t  or j0+ �« �»�u�¬ �¼s t  . Therefore, it is possible to display frames in view j’ 

shown by (2). The triangles of frames are shown in Fig. 15 when k is 1 and 2, respectively. 
The frames in the triangle are called potential frames (PFs), which can be switched to and 
displayed. These frames should be encoded and transmitted. Those frames outside the 

(a)|f| = 3|s|; k = 3 (b)|f| = 2|s|; k = 2 (c)|f | = |s|; k = 1 
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triangle are called redundant frames (RFs). It is impossible to display RFs no matter how the 
user switches the viewpoint start from the current position. UDMVT reduces the 
transmission bitrate for multi-view video transmission by transmitting only the PFs without 
RFs.  

 
���������� ��The triangles of the frames when k =1 (a) and k=2 (b). The M of the multi-view video is 5. 
Dotted line represents the possible display path. 

When the length of the triangle is L, the number of RFs of the view j in the triangle is:  
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In I(j), | j - j 0 | is the distant between the view j and the current view j 0. The number of RFs in 
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(a) k = 1 (b) k = 2
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From these expressions, it could be found that with the increase in the length L, the ratio of 
the PFs to RFs increases, which means that more frames should be encoded and transmitted. 
In other words, the triangle will be enlarged and finally all the frames at the same time 
instant are involved into the triangle , which is also shown in Fig. 15.  

In order to overcome this problem, the N(p, f,  s) should be fed back periodically, which is 
able to divide a large triangle into many smaller triangles as shown in Fig. 16. In the 
UDMVT, the N(p, f, s) is fed back periodically at the end of the triangle. The fed back N(p, f, 
s) from the end of the previous tr iangle is used to predict the next triangle. Therefore, only 
potential frames are transmitted each time and the transmission bitrate is reduced. N(f, p, s) 
should be detected at client and fed back periodically. At the server, N(p, f, s) is used to 
divide the frames into PFs and RFs. The transmission bitrate can be reduce by only 
transmitting the PFs and ignore the RFs. Although the transmission of RFs is unnecessary, 
encoding and transmitting the RFs can work as a kind of insurance against some special 
situations, such as the switching detection error.  

 
���������� ��The triangles of the potential frames. Dotted line represents the possible display path while 
solid line represents the actual display. 

(a) k = 1 (b) k = 2 
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6. Conclusions and future work 

6.1. Conclusion 

In this paper, at first, we analyzed the conventional non-aggregation, full aggregation, 
and our proposed partial aggregation with Mark ovian chain. The analytical result showed 
that, conventional method suffers large energy consumption with the highest accuracy, 
while full aggregation suffers long transmissi on delay, with the least accuracy. However, 
our proposed partial aggregation has the energy, delay and data accuracy between non-
aggregation and full aggregation. When the random pushing rate becomes larger, the 
partial aggregation tends to non-aggregation and it tends to full aggregation with large 
random pushing rate. Hence, we find that the partial aggregation can trade off energy, 
delay and accuracy according to different applications. Secondly, we discussed the 
tradeoffs among data accuracy, transmission delay and energy consumption with 
different significances according to different applications by proposing tradeoff index 
(TOI). From the results, we find that non-aggregation has the best TOI for low event 
generation rate, that the partial aggregation does for moderate event generation rate, and 
that the full aggregation does for large event generation rate. At last, we discussed multi-
view multi-robot sensor network from the viewpoint of potential applications, existing 
schemes and our proposed UDMVT.  

6.2. Future work 

For the future work, at first, we will discuss  the random pushing rate to adapt the various 
changes of data generation rate and information content. For example, in an MRSN, when it 
is of the state of affairs, nodes generate much more event data than in normal case, that 
means data generation rate becomes larger. In this case we should decrease the random 
pushing rate to control the amount of data tr ansmission. On the other hand, from the view 
point of information entropy, if the self information of generated data is high, it means the 
generated data are rare generating data. However, when a node applies the normal data 
aggregation and aggregates the data with normal data, the aggregated data cannot reflect 
the real situation which may lead bad result. In this case, we can increase the random 
pushing rate to send high self information data immediately without data aggregation. 
When the self information of generated data decreases, we decrease random pushing rate to 
control the quantity of data tr ansmission. Secondly, in wireless sensor network, data are 
transmitted to sink node by multi-hopping way, which causes the uneven energy 
consumption on nodes at different locations. Hence, to keep all nodes in the network having 
the same energy consumption is our another future work.  
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1. Introduction 

There are many techniques used to conserve WSN energy, in order to prevent its premature 
dead. Longer distance transmission, involving a number of relaying nodes, increases energy 
consumption very fast. It is striven to receive a messages from nodes located as close as 
possible to a Base Station (BS). The nodes are deployed and we have no possibility to change 
its location.  In order to achieve energy saver effect, more rational seems to be having mobile 
BS, especially that in real life there is usually only one. Typically, in WSN there are a lot of 
sources of messages. BS should be moved to the location where messages are flow evenly 
from all directions. If this condition is met, it prevents unnecessary BS movements in other 
directions. Furthermore, such BS location reduces consumption of energy spending for 
communication but, as a drawback, it reduces the WSN lifespan. 

So, as it was assumed that in order to obtain the longer WSN lifespan, Base Station (BS) 
position can’t be fixed, and it needs to be mobile. Having BS fixed to one position one agrees 
for quick nodes’ energy depletion, since the messages routed along the same paths will 
drain energy to zero quite fast and render these nodes not operational, which ultimately 
would lead to network death.   

There are advantages and disadvantages of moving BS closer to the origin of messages sent. 
The closer to the source of messages BS is, than less consumption of energy spending for 
communication in WSN is. However, if we move BS to close to a potential threat (e.g. source 
of fire, in case we monitor fire hazard in some area), this vital WSN element may be too 
exposed and ultimately damaged or even completely destroyed (which would render entire 
WSN no longer operational). Therefore special attention shall be brought to the idea how far 
BS shall be moved.   
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Another issue to consider is; how often BS should change its position? To minimize BS 
movement once the intensity of messages is neither changing rapidl y nor area of these 
changes migrating too far, what would the threshold (or any other factor) that has influence 
on decision that BS won’t be moved.  

Since it is the common knowledge that migrating BS could help extend WSN lifespan, it is just a 
question; how this migration should be organized. There are several aspects to be investigated, 
among others: whether BS should change its position every time a message is received or not (if 
not how often should it be?), how far BS should move from its previous (original position), how 
the BS movement affects behavior of all nodes and the BS neighborhood. Another crucial aspect 
is how to notify the nodes from BS neighborhood that will soon become out of communication 
range with BS, when it is moving away from these nodes.  

BS movement just a fracture of relay radio link range, seems to be energetically 
unreasonable, since just this kind of movement involves new distribution of nodes 
calculation and new relays designation, that consumes a lot of valuable energy resources. 

2. Related works 

There are a huge number of papers considered communication activity in WSN, related 
mainly to clustering and routing problems. On the one hand, scientists have discussed sensors' 
self-configuring [1], self-management [3, 1, 19], adaptive clustering [1, 9, 22] or concept of 
adjustable autonomy [5]. On the other hand, there are papers which discuss bio-inspired ideas 
and tend to extract some aspects of the natural world for computer emulation [6].  

The WSN communication structure is crucial for BS migration. Authors [4] have shown that 
the communication topology of some biological, social and technological networks is neither 
completely regular nor completely random but stays somehow in between these two 
extreme cases. It is worth to mention papers [22, 19, 3] devoted to self-organizing protocols 
using both random and deterministic elements. 

In order to effectively manage communication ac tivities, one has to address the problems of 
sensor network organization and the subsequent reorganization and maintenance [22].  

3. Communication, measurements and neighborhoods in WSN 

Communication is one of two (along with measurements made by the nodes) primary forms 
of WSN network activity. As far measurements are made by the network nodes and can be 
carried out locally, completely independently, then a communication is a typical collective 
action in which, besides the transmitter and the receiver, relay nodes actively participate. 

The active role of relay results from the limit ed range of radio communication. Awareness of 
energy preservation considerations causes that this communication range is much shorter 
than existing in WSN distances between nodes and BS. Then, in order to make sure that 
information (a packet) arrives to a destination (BS) from a source of information (a WSN 
node), an implementation of routing packet based on relays is requisite. 
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In order to describe mentioned above WSN activities, let us introduce concepts of actions 
and behavior. Action should be considered as the property of each network element such as: 
a sensor, a Base Station, a cluster head or a regular node. The behavior, on the other hand is 
an external attribute which can be considered either as an outcome of actions performed by 
the whole WSN or its subset (i.e. cluster, routing tree, group of nodes, neighborhood). 

Action (Act) is a ternary relation which can be defined as follows: 

�� �#�?�P: �0�K�@�A�O��× �5�P�=�P�A�O �:�� �5�P�=�P�A�O  (1) 

Therefore, actions that can be taken by nodes of WSN can be represented as a Cartesian 
product over the sets of nodes (Nodes) and their possible states (States). Finally, new states 
are a result of every action taken.  

Actions are executed individually by a sing le node of the network (e.g. measuring the 
environmental parameter) but some of them require that two or more neighboring nodes 
cooperate with each other to perform a particular action (e.g. during the message 
transmission, receiver interact with transmitter). Actions are taken depending on the actual 
state of the node (different actions will be taken during the network organization or normal 
operation phase) and lead to new state of the node. Actions may also change the state of the 
neighboring nodes (e.g. dual actions transmit - receive). 

Since nodes are autonomous, each one can execute actions independently of others. 
Undoubtedly, this is an advantage since WSN as a whole can simultaneously execute a 
plenty of different tasks. On the other hand, some actions gain in importance only when two 
or more nodes cooperate with each other taking dual or related actions. For such actions 
nodes perform their actions in cooperation wh ich means that these actions are related to 
each other. In such a case we say that actions are related. Routing in WSN is a good example 
of such related actions.  

Let, R denotes, routing. We can construct the quotient set called Behavior, consist of elements 
which are called equivalence classes linked to the relation R and here denoted as: 

 �$�A�D�ã �#�?�P���4 
L �<���=�?�P�ë �Ð �#�?�P�������=�?�P�ë���4���T���=������  (2) 

So, routing activity is a behavior which draws on relations and describes dependencies 
between actions that are taken by nodes situated on a routing path.  In other words, 
relations refer to actions that depend on each other and are taken together but not 
necessarily simultaneously – this is the relational way of thinking about the network 
activity. Detailed explanat ion of these concepts can be found in [12, 13, 16]. 

Concerning WSN structure, vicinity V(k) of a node k describes all what is placed in the radio 
link range of k node. This vicinity consists of various different components that belong to the 
WSN infrastructure and the other indirect elements that do not belong to WSN, although they 
play an important role in the behavior of the network. The set of objects from the first group 
can be called neighborhood N(k), and a collection made of objects from the second group is 
defined as environment E(k). The relationship between these three terms can be expressed as: 
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 �ð�:�G�; 
 L � è�:�G�; �ë �*�:�G�; (3) 

Coming back to mentioned above two crucial WSN activities, communication is a behavior 
which takes place within a neighborhood while measurements are actions related to 
environment.  Further we will be working on  communication aspects within WSN, so now 
let us come closer to this issue and begin from �/�=�L�:�:�â �;�; expression that can be defined as a 
collection of mappings of set X onto set Y (surjection).  Next, Sub(X)  is defined as a family of 
all X subsets and neighborhood ���è as a mapping 

 �è �Ð 
[�/�=�L
k�0�K�@�A�O�â �5�Q�>�:�0�K�@�A�O�;
o
_ (4) 

Thus, �è �:�G�;��denotes the the neighborhood of node k while, ���è�:�5�;���� is the neighborhood 
of set of nodes S defined as: 

 �è �:�G�;���Þ�Ð�Ç�â�×�Ø�æ
L �<�U �Ð �0�K�@�A�O�����U���ì���è���G�=                 (5) 

 �è �:�5�;���Ì�?�Ç�â�×�Ø�æ
L �<�U �Ð �0�K�@�A�O�����:�Ì�G �Ð �5�;�:�U���ì���è���G�;�=                 (6) 

where  �U���ì���è���G   means that nodes y and k are in relation  `to be neighbors’.       

4. Spatial routing and routing chains in WSN 

Getting back to the main WSN task, which is the monitoring of selected physical parameters 
of the given area, let's have look at how it is implemented. A packet containing 
measurement results is formed in the node that has made this measurement. The sources of 
packets are all nodes in WSN. We assume a regular frequency of measurements, forming 
packets and continuous uniform distribution of nodes within WSN area with probability 
density function 

 �B�:�T�; 
 L � J
�5

�Æ�Ô�ë�É
� á � r 
 Q � T 
 Q � /� =� T�ë

�r�á �r 
P �T 
P �/�=�T�ë

 (7) 

for both X and Y axes. Thus, we consider WSN as a collection of strongly homogenous 
elements (nodes). During WSN activity we do not affect either the place or the time of new 
packet creation.  

Then a packet is transmitted to a base station via a routing path. Realization of this 
communication phase is based on the set of nodes cooperation that relay a packet. Short 
radio link communication range precludes (for many nodes) sending packet directly to the 
BS. Only a certain number of nodes can do this because only these are located within 
communication proximity (neighborhood) of the base station. 

This node’s communication phase with the base station has been described repeatedly in the 
literature [7, 20, 15]. Different criteria for assessing the effectiveness of the retransmission 
realization are being used. There are many different algorithms for packet routing. Some of 
these methods (proactive) determine the optimal routing path and exploit them as long as 
possible. Next, an algorithm strives for finding a new, an optimal path in new patch 
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structure which yet again is exploited until an energy is depleted, etc. The other algorithms 
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can offload nodes on a route, but we cannot relieve traffic going across nodes adjacent to the 
BS, because nothing can replace them. 

 
��������� ��The map of choices during spatial routing from s  to BS 



 
Wireless Sensor Networks – Technology and Protocols 104 

Hence the idea, if we cannot distribute loads of the nodes from BS neighborhood and this 
results in depletion of energy resources, thereby shortening WSN lifespan, it should ensure 
a periodic exchange of BS neighbors on other nodes, which have so far not been exploited so 
intensively or simply have more energy. Such an exchange can take place in two ways, or 
we will shift nodes in WSN area, or location of BS will be subjected to shift. We prefer the 
second solution, as more practical in implementation. An octocopter - a flying autonomous 
agile aerial machine will be used for BS transportation. 

5. The importance of base stations in terms of WSN maximum lifespan 

The base station data acquisition absorbs the large amount of the network nodes energy 
resources. The largest losses occur in the nodes that are within the BS neighborhood. This is 
because they carry out the main burden of retransmission. A routing paths can (indeed be 
differently routed) by changing the relaying nodes, but the penultimate node of the path 
must always be one of the nodes within neighborhood �1 (BS). 

The maximum life time of the network, expressed in number of packets, it might send to the 
BS, is: 
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where LS(k) is k  node lifespan, and �H 
L �%�=�N�@
k�è�:�$�5�;
o is cardinality of �è�:�$�5�; set. 

 
��������� ��Single BS routing simulation – energy consumption of the WSN nodes 

If all nodes in BS neighborhood �1 (BS) will lose their energy, WSN loses its consistency. 
This is a significant loss of consistency, which leads to BS isolation, and thus the loss of basic 
network function, which is to gather information from the specified area. 

In order to extend a maximum lifespan of the network we can introduce more BS. Following 
the isolation of another BS, we lose contact with parts of the network served by this station, 
but the other part WSN still works. The maximum lifetime of the network (while 
maintaining its consistency) is obtained when there is a mutual isolation of the 
neighborhoods of all base stations. Then we use optimally the resources of all BS neighbors. 
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The number of BS neighbors also depends on the radio link range and node deployment 
density, but we have no impact on these parameters in the process of maximization of WSN 
lifespan. The longest lifespan can be achieved when we will make sure that the total number 
of neighbors of all BS was as large as possible. It should therefore deploy BS according to the 
following condition: 
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The above condition (10) states that all partition of a set of WSN nodes (mutually exclusive and 
collectively exhaustive neighborhoods �1 (BSj)) provides maximal number of all BS neighbors.  

Deployment of multiple BS in WSN area, optimal in the sense of network lifetime is a 
complex mixed optimization problem (known as mixed integer programming), even for a 
homogeneous network in terms of nodes and energy distribution, as well as density 
distribution of the messages occurrences. The relatively easier task is to define drainage 
areas, if we have established BS positions. The most frequently approach used in that case is 
the partition of the network into a clusters, in which BS serves a cluster head role. There are 
plenty of such partitions, but we have not met in the literature an algorithm that would 
guarantee that the partition into clusters meets the required optimality criteria. In addition 
to these drawbacks, the most important disadvantage is, that the real WSN networks are not 
giving up the theoretical assumptions (7). Node s, even if they are homogeneous in terms of 
hardware, are randomly distributed and their distribution changes (nodes are dying during 
the WSN operation). Messages in the network are uniformly generated only during 
monitoring of the non-emergency situations (e.g. no fire in a monitored area). The presence 
of special circumstances significantly interferes wi th this distribution. A fire on some area of 
the network generates much more messages than when nothing special (unusual) happens. 
Hence also the diversification of energy consumption increases in this time. We need a 
smarter algorithm than one that finds an op timal multidimensional solution (several 
hundred to several thousand nodes) of the mixed programming with rare practical 
assumptions. Such an algorithm should take into account the dynamics of changes in the 
network and be run repeatedly, whenever there are changes in vital network parameters. As 
if that were not enough the algorithm should run in distributed mode, adjusting the solution 
to the local conditions. It should run adaptively in intensive monitoring area (areas under 
fire), and differently in areas of relatively stable monitored parameters.  

6. WSN with one base station 

6.1. The static base station issue 

In order to comprehend the variety of interactions, a multitude of cases that may happen in 
WSN, let us begin our discussion from a case with one base station in WSN. What BS 
location will guarantee the longest lifetime of  the network? According to (10) the best 
location should ensure the following condition: 
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Assuming regular frequency of measurements, forming packets and continuous uniform 
distribution of nodes within WSN area with probability density function (7) (uniform 
distribution of homogenous nodes and messages) any, but not outlying location meets (11).  
Outlying (not fringe) location, means such a location for which BS radio link range falls 
within the ambit of the WSN area ( a, b, c in Fig. 3.) Locations depicted as e, d (Fig.3) are 
inferior to the previous because for these locations the number of neighbors BS 
(�%�=�N�@
k�è�:�$�5�;
o ) is lower. 

 
��������� ��The base station locations and WSN lifespan simulation with energy consumption 

We have a plenty of such sufficient locations in WSN as shown in Fig. 3 (for clarity there are 
marked only  3). In order to conform to the load uniformity postulate for each of BS 
neighbor, the center of area (V spot in Fig. 3) where network operates is the best place to 
locate BS. The obtained results show that V spot of is the best both in terms of the mean 
energy consumption spent for sending a single packet (only 12.8 energy units per packet), as 
well as in terms of WSN life expectancy  (1792 packets). In spot b, due to the greater distance 
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between the subset of nodes (with coordinates (x, y) less than (50, 50)), the mean energy 
consumption for sending a single packet increases to 18.5 units. The network lifespan in this 
case is shorter (1358 packets sent) because neighbors with coordinates above (b, b) were less 
intensively utilized for retransmission. So, these burdens were shifted on remaining 
neighbors, which resulted in faster BS isolation from the rest of the network, although some 
of its neighbors (those located above (b, b)) had left energy reserves. In e case, the situation 
was clearly the worst in terms of both an energy consumption and WSN lifespan. BS was 
using resources just only a half of neighbors that greatly shortened network lifespan, and 
much greater transmission distances increased mean energy consumption. 

6.2. The migrated base station issue 

BS placement in the V spot assures the longest WSN lifespan of all other possible static 
locations. But, whether a BS that migrates could not to assure longer WSN lifetime that 
being static (located all the time at the V spot)? Let us consider another BS position as a 
"new" base station in WSN, so analyzing (9), each nonzero element of the sum  

 �.�5�Õ�:�9�5�0�; 
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increases the lifespan of the WSN.   

 
��������� ��The base station migration and WSN lifespan simulation with energy consumption 

The optimal deployment of b base stations is determined by formula (10) so, we assumed, in 
simulation, that the BS will travel in a way that its neighbors’ sets in successive positions were 
disjunctive. As the number of nodes in the network was N = 300, so after receiving consecutive 
300 packets, BS changed its position, moving clockwise (as shown in Fig.4). The new BS 
position was determined, so that a new set of BS neighbors did not have conjoint elements 
with all previous neighborhoods. After receiving 4x300 = 1200 packets, such a cycle was 
repeated until the energy of one of the nodes was drained out completely. The results are far 
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better than those obtained when the BS was located in the best possible static position (V) and 
its location was fixed. Periodically migrated BS provides a larger number of neighbors 
increased the network lifespan but this issue reduce energetic efficiency (an average energy 
consumption per packet has increased noticeably). That was an obvious trade-off.  

The number of neighbors (on average four times), we expected a commensurate increase in 
WSN lifespan. As a result we obtain a prolongation of WSN lifespan, but unfortunately it 
was not even doubled. Where we have lost so much potential energy resources (12)? Well, 
there are three reasons for this; firstly we do not know whether other BS migration path 
would not give better results. Secondly, the migration of the base station does not take into 
account changes in the WSN topology. Subsequent BS positions were determined before the 
WSN nodes start to be active. After another round, taking into cons ideration these nodes, 
which energy was almost drained, the new BS positions should always take this into 
account. Thirdly, a migrating base station is not equal to four ones still remaining in their 
initial locations. Each of these static BS supports only a part of the WSN and thus realizes 
communication more efficiently. One migrant BS  serves the entire WSN and thus being in 
the A spot (see in Fig. 4) must receive packets sent from the vicinity of the nodes located in 
the C spot. So, we really know that BS at each position is working not optimally, generating 
such a significant loss of energy resources. Only a large number of neighbors make the total 
balance of such activity positive. In the case depicted in Fig. 4 a lot of energy is being simply 
wasted, hence far from the best, but yet better than previously had been achieved. 

7. The adaptive migration of a base station 

A static assignment of BS location takes into consideration anticipated (and what is more 
important static) sensors activity. It is a common knowledge that situation in WSN changes, 
some areas are more active some even dormant – it is very infrequent unlikely situation that 
entire WSN area is active. The routing activity entails substantial energy consumption and 
changes network communication conditions. A new situation requires changes and these 
involve BS location change – as per analogy to military tactical charts, no one will start re-
positioning troops on a map from a scratch (deployment of a new map) but using runny 
movements of existing available units. Similarly with Base Station – smooth transition from 
one dynamic event to another entails migration of BS to follow resultant changes. WSN 
adaptation involves migration of the BS towards “hot” area, whereas the remaining region 
is covered cursorily. 

Typically, at early life of WSN - its energy is distributed evenly across entire its area. 
Gradually with time, this changes. There are some nodes with no energy and WSN 
operation becomes problematic. Since the dynamic allocation of energy within the network 
is not (directly) possible, we propose the migration of BS that can greatly influence on 
energy distribution and consumption across the nodes. Since adaptive migration is a result 
of smart interaction between BS and its vicinity, now we consider how to determine a 
migration vector in the BS vicinity. In order to do so, a number of messages received by each 
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node within BS neighborhood must be known. Having these numbers, for each node 
�J �Ð �è�:�$�5�; we calculate node’s load quotient within BS neighborhood as 
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where:   �/ �áis a  number of messages received by n-th node, 
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neighborhood.  

Once the load quotients of nodes are calculated, we take into account only few of BS 
neighbor nodes and treat �.�Ý�:�$�5�; values, as magnitude of vectors significant in determination 

of BS migration vector. Then using simple vectors addition of these significant ����
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where  �����è�Û�:�$�5�; � ? � è�:�$�5�; is a significant neighborhood of BS.  

Now, in order to move BS we need to decide, how long this movement should be. It is being 
decided by �D value, a movement distance factor that shapes BS movement distance from its 
original position. 

 �G 
O �Ù�� �® �S
% 
O �4�=�J�C�A  (15) 

where  Range is a BS radio link range parameter, 

k is lower bounds parameter for BS movement distance. 

The formula (15) provides some kind of neighborhood �����è�:�$�5�;��continuity during the BS 
migration.  

.  

��������� ��Shaping the BS migration vector 
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However there should be one more observation detected. We select only some of all 
calculated node's load quotients. One may wonder what and why such a criterion choice is? 
In our simulations, we were able to choose, building a BS migration vector ���S
$
$
$, all the 
neighbors since we knew their locations. So there was no difficulty in defining direction and 
sense of all vectors. Selection of neighbors taking part in the shaping of the vector (14) 
allows for smart elimination of unwanted nodes in this process. For example, if a node 
transmits the parameter temperature in my environment, and this temperature is too high 
(potentially harmful), then BS should not migrat e in that direction. Often in the real world, 
only some nodes locations are known to BS, then it is apparent to include only those nodes 
in the equation (14). 

BS migration shall continue until such location is reached, in which a balanced number of 
messages reaches BS from all directions in its vicinity. Such a case, in the real world 
situation may never occur, so in order to stop redundant movements, to prevent further 
energy drain, we introduce indifference constant k (refer to (15)) that decides if any 
additional movement shall be done or not. If the left part of condition (15) is not fulfilled, BS 
remains on its previous position. 

8. Accompanying issues 

8.1. Hop zones distributions 

All Wireless Sensor Networks has a circular shape of their close neighbor’s communication 
range.  If a Base Station is located in communication proximity of nodes, these nodes are in 
BS neighborhood, and if messages sent from a node cannot reach directly BS and this action 
requires relaying nodes - a distance from one node to another closer to BS is called hop, so a 
message having more than 1 relaying node on route to BS needs to travel through 2 hops.  
Hop zones gather nodes with the same communication distance to a BS. WSN rules 
enforcing messages send out to a node located directly within next hop. However, some 
nodes could potentially have more energy (or lo cated on hop border) to breach the one hop 
limit and sent message out to another node in next hop. Communication between hop zones 
is primarily dependent on a node that init iates communication towards sink, because it 
shapes, by its communication range, entire traffic, deciding to which node in next hop a 
message is sent. This action is crucial, since a node starts a chain reaction in relaying node. A 
route will only change once energy of any node on this communication path is drained. 
Let’s assume that we have capability to influence a node where and how far it sends a 
message. By this feature we may manipulate that messages are being sent as far as 
communication range extends which ultimately  may lead to reduction of regular hops 
number on a long path. Whether this pays off,  yet again, it results from WSN layout and 
participating nodes. As experiments shows [10] having variable number of hops (based on 
nodes arrangement) and feasibility to influence message distance send out, a noticeable 
amount of energy may be preserved. 
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8.2. Location of nodes in WSN 

Another vital aspect in WSN is mutual location  of the nodes. Only BS can know its precise 
location among the other nodes (hence only BS is able to plot its migration vector). Not all 
WS node have capability to precisely define their position in space. Only a few of nodes 
have optional (built-in or add-in) GPS device, such nodes with GPS are exceptionally useful 
for remaining nodes without this capability, th ey can act as beacons – providing other nodes 
with their position at the same time enabling to set position on their own.  Having three 
beacons in communicational range gives a node an opportunity to precisely set its position. 
After this operation such a node becomes an anchor which unfortunately cannot be used for 
any further nodes location designation. Node’s (anchor) location could be determined either 
by Ad hoc On-Demand Distance Vector (AOD V) Routing developed in Nokia Research 
Center, University of California, Santa Barbara and University of Cincinnati [17] or Angle of 
Arrival using Received Signal Strength [20, 21]. Node’s position can be also relatively 
precisely determined based on loss of transmitted signal strength. When there are just two 
beacons and one anchor nodes location designation is still possible, but less precise than 
before. The least accurate location designation applies to a situation where there are just 
three anchors in node’s proximity.  In each case where anchor is used to location designation, 
it is being recognized as a classifier rather than a positioning element.    

A constellation term, known from astronomy as a group of stars involved in a specific area 
of the celestial sphere that is shown in the relative position on the Earth night sky, could be 
also applied in WSN field, per analogy celestial bodies (nodes), sky (WSN), Earth (BS). 
Therefore constellation in WSN can also show only relative position, towards selected, 
known points. The advantage of constellation is that one need to know neither precise 
distance between nodes nor having any single beacon in a communicational proximity. One 
needs only select a reference point and then can calculate distance to it. Main disadvantage 
of this method is that it accumulates errors, the greater the determined distance the bigger 
inaccuracy. However these cumulative errors can be partially mitigated by introducing at 
least one beacon. 

8.3. Flooding (new hop zones determination) 

Another interesting, from energy saving standpoint, issue is how important (if at all) is 
sending information about zone number change (a hop zone, where a node is currently 
located). Normally, in a conventional WSN, wh en position of BS changes, zones and their 
numbering have to be designated again. Question is, whether we can avoid energetic cost 
on broadcasting info about all new zones? Let’s concentrate on a situation, where we are 
focusing on a node located 15 hops from BS, does it make any sense to loose energy on 
broadcasting information that we are currently on 16 th hop from BS, or maybe previous 
state of knowledge is good enough, in fact nothing important hasn’t changed since the 
node still knows where to relay messages (set of nodes from preceding hop is still 
known). If this approach is taken a priori as reasonable solution, further investigation on 
where information about new zone is vital and where may be omitted.  Shall a very 
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simple rule (only nodes that directly can get s message from BS about its position change) 
or more sophisticated (per analogy to water wave flooding, where only nodes in a few 
first hop zones are being notified and then “notification wave” gradually fades) be 
applied. Having in mind these considerations only information about motion vector shall 
be propagated each time BS moves, and only every defined time slice forming new zones 
(only if required) and its new numbering (always) is being done. Described above 
scenario may resemble an attentive reader - MPEG compression algorithm, where in order 
to increase compression ratio (energy preserved), frame data is being deliberately lost (not 
each time full info about WSN state sent out), motion vectors are used, and I frames may 
be considered as information that is always being propagated across WSN and B / P 
frames is just partially sent data.  

9. Conclusions  

Two methods of WSN energy preservation (t heoretically and simulation proven) are 
directed and spatial communication. Both in  many cases may save energy expense of a 
certain nodes and ultimately the whole network, however infrequently these contribute to 
WSN lifespan prolongation. Introducing a migr ated BS into a static WSN environment may 
bring further energy savings for whole network and assure that network lifespan will be 
much longer that in a static one. There is no need to underline how important WSN lifespan 
issue is; there is a common knowledge the longer the weakest WSN link (a node with the 
least energy left) is active the longer WSN lifespan is. Usually having this knowledge in 
mind, algorithms made attempt to distribute messages load (packets sent from source to a 
sink) evenly across neighboring nodes to prevent premature death of this node. Nonetheless 
it could remediate such situations, preventing BS isolation outside (the communication 
range) of other nodes, but in certain conditions (e.g. where BS was located in a corner of 
WSN area with only a few neighbors – Fig. 2) were ineffective. Such a case could be 
improved having a mechanism allowing migration of base station(s). BS migration could be 
fixed (based on defined criteria) or adapti ve. Both are having their advantages and 
drawbacks. However their disadvantages may be neglected if the only criterion is WSN 
prolongation.  

When the base station migrates in a WSN, every time it musts ensure that it does not lost 
contact with network nodes. Also, in order to ensure the best survival of relay nodes 
(which actively support it work), it should stay as close as possible to the most active 
regions of the network. Constantly changing it s location the base station also changes its 
neighbors. This implies that th e base station (BS) should match its velocity with currently 
neighboring nodes to keep abreast. Any collective behavior is solely based on observable 
phenomena within neighborhood. In the tested issue nodes within BS neighborhood helps 
it to calculate the velocity vector (14).  However, change the location of BS must occur in 
accordance with the relay activity of the WSN nodes. The integration of these behaviors 
results in a stable BS location, where most active regions of the network are at least some 
minimum distance from BS. In terms of energy savings this is an optimal solution, 
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however, because of the intense burdening neighborhood nodes is advantageous to 
periodically change the BS location. 

During our experiments in both simulated and first real life environments we found some 
intriguing and at the same time interesting i ssues that for now are worth to be mentioned 
(irregular and not quite circularly shaped hop zones, BS location determination in WSN 
area, new hop zones determination after BS movement) and in a near future will a the 
subject of our research. 
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1. Introduction 

The issue of secure routing[1] in wireless and mobile computing is a major challenging 
design factor in different networking aspects. However, the problem gets more complicated 
when considering infrastructure-less networks that exhibit even more constraints and new 
types of attacks. Wireless sensor networks (WSN), which is an ad-hoc type of networks, is a 
clear representative case. 

In the continuously and rapidly evolving area of wireless communication, the field of 
wireless sensor networks (WSN) comes into the picture as a very hot area of research in all 
its aspects. WSN is a multi-hop network that is actually one type of ad hoc networks. 
However, WSN draws the special attention of researchers due to the fact that it exhibits 
more constraints and critical conditions than  normal ad hoc networks in terms of power 
sources, computing capabilities, memory capacity and other factors. This requires different 
approaches and protocol engineering directions from those applied to normal ad hoc 
networks.  

One special aspect in WSN is the provision of secure routing. As mentioned previously, the 
nature of WSN complicates the security requirements and adds difficulties in solving 
security problems. In fact, secure routing in WSN is actually still not captured well in the 
research field. One main reason is that the design of a routing protocol is biased towards 
solving the problem of power limitations and reducing communication overhead, while 
keeping security concerns in a later phase to be integrated with the current routing 
solutions.  

One specific class of security problems in routing aspects in WSN is the exposure to attacks 
that are related to nodes’ activities and behavior in the network. Such attacks cannot be 
recognized by verifying nodes’ identities because most of these attacks are launched by 
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