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Preface 

Wireless Sensor Networks hold the promise of delivering a smart communication 
paradigm which enables setting up an intelligent network capable of handling 
applications that evolve from user requirements. With the recent technological 
advances of wireless sensor network, it is becoming an integral part of our lives. 
However, due to the nature of wireless sensor networks, researchers face new 
challenges related to the design of algorithms and protocols. This book identifies the 
research that needs to be conducted on a number of levels to design and assess the 
deployment of wireless sensor networks. It highlights the current state of the 
technology, which puts the readers in good pace to be able to understand more 
advanced research and make a contribution in this field for themselves.  

Chapter 1 has approached to draw the overall concept of a Wireless Sensor network so 
that the general readers can be able to easily grasp some ideas in this area. 

Chapter 2 examines the problem of maximizing the duration of time for which the 
network meets its coverage objective. Since networks are very dense, only a subset of 
sensors need to be in “sense” or “on” mode at any given time to meet the coverage 
objective, while others can go into a power conserving “sleep” mode. This active set of 
sensors is known as a cover. The lifetime of the network can be extended by shuffling 
the cover set over time. 

Chapter 3 presents the optimum path calculation for a mobile sink and ensures 
equitable usage of all nodes to transfer an event message so that no specific set of 
nodes is overloaded with the task of routing event messages to the sink.  

Chapter 4 discusses data aggregation in wireless multi-view multi-robot sensor 
networks and introduces a User Dependent Multi-view Video Transmission (UDMVT) 
scheme to decrease the bit rate of multi view video transmission, thus reduces 
bandwidth requirement.  

Chapter 5 deals with the base station migration feature which allows for reduction a 
number of base stations along with the dynamic network load distribution adapted to 
a current situation. 



XII Preface

Chapter 6 investigates the impact of region-based faults on the connectivity of wireless 
networks. It also introduces a new model for a worst-case cut (partition) due to failure 
regions. The presented model takes into consideration the physical correlation among 
the locations of the network nodes and the possible priority of some nodes over the 
others. Based on this model, the location of a disaster can be identified. 

Chapter 7 presents Preamble sampling protocol which is the ideal candidate for 
energy-constraint WSNs. 

Preamble sampling can be integrated in many ways to schedule the medium access 
and achieve the desired access characteristics.  

Chapter 8 outlines cooperative data transmission in wireless sensor networks with the 
objective of energy minimization. The problem is formulated into an optimization 
problem, and efficient suboptimal methods are presented for the two scenarios: the 
multihop case where the maximum number of hops is allowed and the clustering case 
where sensors are grouped into cooperating clusters, each headed by a cluster head in 
charge of the communication with the base station. Practical implementation aspects 
are also discussed. 

Chapter 9 covers the design of the smart routing protocol for wireless sensor networks 
(WSNs). This protocol is based on performance measure and energy optimization 
using cross-layer considerations of the protocol stack. Smart routing selects candidate 
nodes that are best able to satisfy both performance and energy conservation 
requirements given network conditions. It analyzes application requirements, 
available network routes, transmission channel quality and remaining energy 
distribution in the network prior to making a resource allocation decision. 

Chapter 10 presents different cryptographic algorithms for WSN. The algorithm 
Multivariate Quadratic Quasigroup (MQQ) was discovered recently and showed 
significant performance when compared to RSA and Elliptic Curve Cryptography 
(ECC). This algorithm is post-quantum, and may even be a good solution when the 
quantum computation is standardized.  

Chapter 11 describes reputation system based Trust-enabled Routing approach – 
Geographic, Energy and Trust Aware Routing (GETAR). A research-guiding approach 
is also presented to the reader that analyzes and criticizes different techniques and 
solution directions for the Reputation system based Trust-enabled secure routing 
problem in wireless sensor network. 

Chapter 12 explains the importance of designing localization hardware and 
localization algorithms in the development of a WSN system and formulates the 
range-free localization problem as two different optimization problems, each of which 
corresponds to a dynamic model. The models are described by nonlinear ordinary 
differential equations (ODEs). The state value of the ODEs converges to the expected 
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position estimation of sensors. Both of the two models find feasible solutions to the 
formulated optimization problem. 

It is believed that the students who seek to learn the latest developments in wireless 
sensor network technologies will need this book. 

Mohammad A. Matin 
Institut Teknologi Brunei, 

Brunei Darussalam 
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Overview of Wireless Sensor Network 

M.A. Matin and M.M. Islam 

Additional information is available at the end of the chapter 
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1. Introduction 

Wireless Sensor Networks (WSNs) can be defined as a self-configured and infrastructure-
less wireless networks to monitor physical or environmental conditions, such as 
temperature, sound, vibration, pressure, motion or pollutants and to cooperatively pass 
their data through the network to a main location or sink where the data can be observed 
and analysed. A sink or base station acts like an interface between users and the network. 
One can retrieve required information from the network by injecting queries and gathering 
results from the sink. Typically a wireless sensor network contains hundreds of thousands 
of sensor nodes. The sensor nodes can communicate among themselves using radio signals. 
A wireless sensor node is equipped with sensing and computing devices, radio transceivers 
and power components. The individual nodes in a wireless sensor network (WSN) are 
inherently resource constrained: they have limited processing speed, storage capacity, and 
communication bandwidth. After the sensor nodes are deployed, they are responsible for 
self-organizing an appropriate network infrastructure often with multi-hop communication 
with them. Then the onboard sensors start collecting information of interest. Wireless sensor 
devices also respond to queries sent from a “control site” to perform specific instructions or 
provide sensing samples. The working mode of the sensor nodes may be either continuous 
or event driven. Global Positioning System (GPS) and local positioning algorithms can be 
used to obtain location and positioning information. Wireless sensor devices can be 
equipped with actuators to “act” upon certain conditions. These networks are sometimes 
more specifically referred as Wireless Sensor and Actuator Networks as described in 
(Akkaya et al., 2005). 

Wireless sensor networks (WSNs) enable new applications and require non-conventional 
paradigms for protocol design due to several constraints. Owing to the requirement for low 
device complexity together with low energy consumption (i.e. long network lifetime), a 
proper balance between communication and signal/data processing capabilities must be 
found. This motivates a huge effort in research activities, standardization process, and 

© 2012 Matin and Islam, licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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industrial investments on this field since the last decade (Chiara et. al. 2009). At present 
time, most of the research on WSNs has concentrated on the design of energy- and 
computationally efficient algorithms and protocols, and the application domain has been 
restricted to simple data-oriented monitoring and reporting applications (Labrador et. al. 
2009). The authors in (Chen et al., 2011) propose a Cable Mode Transition (CMT) algorithm, 
which determines the minimal number of active sensors to maintain K-coverage of a terrain 
as well as K-connectivity of the network. Specifically, it allocates periods of inactivity for 
cable sensors without affecting the coverage and connectivity requirements of the network 
based only on local information. In (Cheng et al., 2011), a delay-aware data collection 
network structure for wireless sensor networks is proposed. The objective of the proposed 
network structure is to minimize delays in the data collection processes of wireless sensor 
networks which extends the lifetime of the network. In (Matin et al., 2011), the authors have 
considered relay nodes to mitigate the network geometric deficiencies and used Particle 
Swarm Optimization (PSO) based algorithms to locate the optimal sink location with respect 
to those relay nodes to overcome the lifetime challenge. Energy efficient communication has 
also been addressed in (Paul et al., 2011; Fabbri et al. 2009). In (Paul et al., 2011), the authors 
proposed a geometrical solution for locating the optimum sink placement for maximizing 
the network lifetime. Most of the time, the research on wireless sensor networks have 
considered homogeneous sensor nodes. But nowadays researchers have focused on 
heterogeneous sensor networks where the sensor nodes are unlike to each other in terms of 
their energy. In (Han et al., 2010), the authors addresses the problem of deploying relay 
nodes to provide fault tolerance with higher network connectivity in heterogeneous wireless 
sensor networks, where sensor nodes possess different transmission radii. New network 
architectures with heterogeneous devices and the recent advancement in this technology 
eliminate the current limitations and expand the spectrum of possible applications for WSNs 
considerably and all these are changing very rapidly. 

 
Figure 1. A typical Wireless Sensor Network 

2. Applications of wireless sensor network 

Wireless sensor networks have gained considerable popularity due to their flexibility in 
solving problems in different application domains and have the potential to change our lives 
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in many different ways. WSNs have been successfully applied in various application 
domains (Akyildiz et al. 2002; Bharathidasan et al., 2001), (Yick et al., 2008; Boukerche, 2009), 
(Sohraby et al., 2007), and ( Chiara et al., 2009;Verdone et al., 2008), such as: 

Military applications: Wireless sensor networks be likely an integral part of military 
command, control, communications, computing, intelligence, battlefield surveillance, 
reconnaissance and targeting systems. 

Area monitoring: In area monitoring, the sensor nodes are deployed over a region where 
some phenomenon is to be monitored. When the sensors detect the event being monitored 
(heat, pressure etc), the event is reported to one of the base stations, which then takes 
appropriate action. 

Transportation: Real-time traffic information is being collected by WSNs to later feed 
transportation models and alert drivers of congestion and traffic problems. 

Health applications: Some of the health applications for sensor networks are supporting 
interfaces for the disabled, integrated patient monitoring, diagnostics, and drug 
administration in hospitals, tele-monitoring of human physiological data, and tracking & 
monitoring doctors or patients inside a hospital. 

Environmental sensing: The term Environmental Sensor Networks has developed to cover 
many applications of WSNs to earth science research. This includes sensing volcanoes, 
oceans, glaciers, forests etc. Some other major areas are listed below: 

 Air pollution monitoring 
 Forest fires detection 
 Greenhouse monitoring 
 Landslide detection 

Structural monitoring: Wireless sensors can be utilized to monitor the movement within 
buildings and infrastructure such as bridges, flyovers, embankments, tunnels etc enabling 
Engineering practices to monitor assets remotely with out the need for costly site visits. 

Industrial monitoring: Wireless sensor networks have been developed for machinery 
condition-based maintenance (CBM) as they offer significant cost savings and enable new 
functionalities. In wired systems, the installation of enough sensors is often limited by the 
cost of wiring. 

Agricultural sector: using a wireless network frees the farmer from the maintenance of 
wiring in a difficult environment. Irrigation automation enables more efficient water use 
and reduces waste. 

3. Design issues of a wireless sensor network 

There are a lot of challenges placed by the deployment of sensor networks which are a 
superset of those found in wireless ad hoc networks. Sensor nodes communicate over 
wireless, lossy lines with no infrastructure. An additional challenge is related to the limited, 
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usually non-renewable energy supply of the sensor nodes. In order to maximize the lifetime 
of the network, the protocols need to be designed from the beginning with the objective of 
efficient management of the energy resources (Akyildiz et al., 2002). Wireless Sensor 
Network Design issues are mentioned in (Akkaya et al., 2005), (Akyildizet al., 2002), 
(SensorSim; Tossim, Younis et al., 2004), (Pan et al., 2003) and different possible platforms 
for simulation and testing of routing protocols for WSNs are discussed in ( NS-2, Zeng et al., 
1998, SensorSim, Tossiim ). Let us now discuss the individual design issues in greater detail. 

Fault Tolerance: Sensor nodes are vulnerable and frequently deployed in dangerous 
environment. Nodes can fail due to hardware problems or physical damage or by 
exhausting their energy supply. We expect the node failures to be much higher than the one 
normally considered in wired or infrastructure-based wireless networks. The protocols 
deployed in a sensor network should be able to detect these failures as soon as possible and 
be robust enough to handle a relatively large number of failures while maintaining the 
overall functionality of the network. This is especially relevant to the routing protocol 
design, which has to ensure that alternate paths are available for rerouting of the packets. 
Different deployment environments pose different fault tolerance requirements.  

Scalability: Sensor networks vary in scale from several nodes to potentially several hundred 
thousand. In addition, the deployment density is also variable. For collecting high-
resolution data, the node density might reach the level where a node has several thousand 
neighbours in their transmission range. The protocols deployed in sensor networks need to 
be scalable to these levels and be able to maintain adequate performance.  

Production Costs: Because many deployment models consider the sensor nodes to be 
disposable devices, sensor networks can compete with traditional information gathering 
approaches only if the individual sensor nodes can be produced very cheaply. The target 
price envisioned for a sensor node should ideally be less than $1.  

Hardware Constraints: At minimum, every sensor node needs to have a sensing unit, a 
processing unit, a transmission unit, and a power supply. Optionally, the nodes may have 
several built-in sensors or additional devices such as a localization system to enable 
location-aware routing. However, every additional functionality comes with additional cost 
and increases the power consumption and physical size of the node. Thus, additional 
functionality needs to be always balanced against cost and low-power requirements. 

Sensor Network Topology: Although WSNs have evolved in many aspects, they continue to 
be networks with constrained resources in terms of energy, computing power, memory, and 
communications capabilities. Of these constraints, energy consumption is of paramount 
importance, which is demonstrated by the large number of algorithms, techniques, and 
protocols that have been developed to save energy, and thereby extend the lifetime of the 
network. Topology Maintenance is one of the most important issues researched to reduce 
energy consumption in wireless sensor networks. 

Transmission Media: The communication between the nodes is normally implemented 
using radio communication over the popular ISM bands. However, some sensor networks 



 
Wireless Sensor Networks – Technology and Protocols 6 

usually non-renewable energy supply of the sensor nodes. In order to maximize the lifetime 
of the network, the protocols need to be designed from the beginning with the objective of 
efficient management of the energy resources (Akyildiz et al., 2002). Wireless Sensor 
Network Design issues are mentioned in (Akkaya et al., 2005), (Akyildizet al., 2002), 
(SensorSim; Tossim, Younis et al., 2004), (Pan et al., 2003) and different possible platforms 
for simulation and testing of routing protocols for WSNs are discussed in ( NS-2, Zeng et al., 
1998, SensorSim, Tossiim ). Let us now discuss the individual design issues in greater detail. 

Fault Tolerance: Sensor nodes are vulnerable and frequently deployed in dangerous 
environment. Nodes can fail due to hardware problems or physical damage or by 
exhausting their energy supply. We expect the node failures to be much higher than the one 
normally considered in wired or infrastructure-based wireless networks. The protocols 
deployed in a sensor network should be able to detect these failures as soon as possible and 
be robust enough to handle a relatively large number of failures while maintaining the 
overall functionality of the network. This is especially relevant to the routing protocol 
design, which has to ensure that alternate paths are available for rerouting of the packets. 
Different deployment environments pose different fault tolerance requirements.  

Scalability: Sensor networks vary in scale from several nodes to potentially several hundred 
thousand. In addition, the deployment density is also variable. For collecting high-
resolution data, the node density might reach the level where a node has several thousand 
neighbours in their transmission range. The protocols deployed in sensor networks need to 
be scalable to these levels and be able to maintain adequate performance.  

Production Costs: Because many deployment models consider the sensor nodes to be 
disposable devices, sensor networks can compete with traditional information gathering 
approaches only if the individual sensor nodes can be produced very cheaply. The target 
price envisioned for a sensor node should ideally be less than $1.  

Hardware Constraints: At minimum, every sensor node needs to have a sensing unit, a 
processing unit, a transmission unit, and a power supply. Optionally, the nodes may have 
several built-in sensors or additional devices such as a localization system to enable 
location-aware routing. However, every additional functionality comes with additional cost 
and increases the power consumption and physical size of the node. Thus, additional 
functionality needs to be always balanced against cost and low-power requirements. 

Sensor Network Topology: Although WSNs have evolved in many aspects, they continue to 
be networks with constrained resources in terms of energy, computing power, memory, and 
communications capabilities. Of these constraints, energy consumption is of paramount 
importance, which is demonstrated by the large number of algorithms, techniques, and 
protocols that have been developed to save energy, and thereby extend the lifetime of the 
network. Topology Maintenance is one of the most important issues researched to reduce 
energy consumption in wireless sensor networks. 

Transmission Media: The communication between the nodes is normally implemented 
using radio communication over the popular ISM bands. However, some sensor networks 

 
Overview of Wireless Sensor Network 7 

use optical or infrared communication, with the latter having the advantage of being robust 
and virtually interference free. 

Power Consumption: As we have already seen, many of the challenges of sensor networks 
revolve around the limited power resources. The size of the nodes limits the size of the 
battery. The software and hardware design needs to carefully consider the issues of efficient 
energy use. For instance, data compression might reduce the amount of energy used for 
radio transmission, but uses additional energy for computation and/or filtering. The energy 
policy also depends on the application; in some applications, it might be acceptable to turn 
off a subset of nodes in order to conserve energy while other applications require all nodes 
operating simultaneously. 

4. Structure of a wireless sensor network 

Structure of a Wireless Sensor Network includes different topologies for radio 
communications networks. A short discussion of the network topologies that apply to 
wireless sensor networks are outlined below: 

4.1. Star network (single point-to-multipoint) (Wilson, 2005) 

A star network is a communications topology where a single base station can send and/or 
receive a message to a number of remote nodes. The remote nodes are not permitted to send 
messages to each other. The advantage of this type of network for wireless sensor networks 
includes simplicity, ability to keep the remote node’s power consumption to a minimum. It 
also allows low latency communications between the remote node and the base station. The 
disadvantage of such a network is that the base station must be within radio transmission 
range of all the individual nodes and is not as robust as other networks due to its 
dependency on a single node to manage the network. 

 
Figure 2. A Star network topology 
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4.2. Mesh network (Wilson, 2005) 

A mesh network allows transmitting data to one node to other node in the network that is 
within its radio transmission range. This allows for what is known as multi-hop 
communications, that is, if a node wants to send a message to another node that is out of 
radio communications range, it can use an intermediate node to forward the message to the 
desired node. This network topology has the advantage of redundancy and scalability. If an 
individual node fails, a remote node still can communicate to any other node in its range, 
which in turn, can forward the message to the desired location. In addition, the range of the 
network is not necessarily limited by the range in between single nodes; it can simply be 
extended by adding more nodes to the system. The disadvantage of this type of network is 
in power consumption for the nodes that implement the multi-hop communications are 
generally higher than for the nodes that don’t have this capability, often limiting the battery 
life. Additionally, as the number of communication hops to a destination increases, the time 
to deliver the message also increases, especially if low power operation of the nodes is a 
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4.3. Hybrid star – Mesh network (Wilson, 2005) 

A hybrid between the star and mesh network provides a robust and versatile 
communications network, while maintaining the ability to keep the wireless sensor nodes 
power consumption to a minimum. In this network topology, the sensor nodes with lowest 
power are not enabled with the ability to forward messages. This allows for minimal power 
consumption to be maintained. However, other nodes on the network are enabled with 
multi-hop capability, allowing them to forward messages from the low power nodes to 
other nodes on the network. Generally, the nodes with the multi-hop capability are higher 
power, and if possible, are often plugged into the electrical mains line. This is the topology 
implemented by the up and coming mesh networking standard known as ZigBee. 
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Figure 4. A Hybrid Star – Mesh network topology 

5. Structure of a wireless sensor node 

A sensor node is made up of four basic components such as sensing unit, processing unit, 
transceiver unit and a power unit which is shown in Fig. 5. It also has application dependent 
additional components such as a location finding system, a power generator and a 
mobilizer. Sensing units are usually composed of two subunits: sensors and analogue to 
digital converters (ADCs) (Akyildiz et al., 2002). The analogue signals produced by the 
sensors are converted to digital signals by the ADC, and then fed into the processing unit. 
The processing unit is generally associated with a small storage unit and it can manage 
the procedures that make the sensor node collaborate with the other nodes to carry out 
the assigned sensing tasks. A transceiver unit connects the node to the network. One of 
the most important components of a sensor node is the power unit. Power units can be 
supported by a power scavenging unit such as solar cells. The other subunits, of the node 
are application dependent. 

A functional block diagram of a versatile wireless sensing node is provided in Fig. 6. 
Modular design approach provides a flexible and versatile platform to address the needs of 
a wide variety of applications. For example, depending on the sensors to be deployed, the 
signal conditioning block can be re-programmed or replaced. This allows for a wide variety 
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of different sensors to be used with the wireless sensing node. Similarly, the radio link may 
be swapped out as required for a given applications’ wireless range requirement and the 
need for bidirectional communications. 

 
Figure 5. The components of a sensor node 

 
Figure 6. Functional block diagram of a sensor node 

Using flash memory, the remote nodes acquire data on command from a base station, or by 
an event sensed by one or more inputs to the node. Moreover, the embedded firmware can 
be upgraded through the wireless network in the field. 

The microprocessor has a number of functions including: 
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 Managing data collection from the sensors 
 performing power management functions 
 interfacing the sensor data to the physical radio layer 
 managing the radio network protocol 

A key aspect of any wireless sensing node is to minimize the power consumed by the 
system. Usually, the radio subsystem requires the largest amount of power. Therefore, data 
is sent over the radio network only when it is required. An algorithm is to be loaded into the 
node to determine when to send data based on the sensed event. Furthermore, it is 
important to minimize the power consumed by the sensor itself. Therefore, the hardware 
should be designed to allow the microprocessor to judiciously control power to the radio, 
sensor, and sensor signal conditioner (Akyildiz et al., 2002). 

6. Communication structure of a wireless sensor network 

The sensor nodes are usually scattered in a sensor field as shown in Fig. 1. Each of these 
scattered sensor nodes has the capabilities to collect data and route data back to the sink and 
the end users. Data are routed back to the end user by a multi-hop infrastructure-less 
architecture through the sink as shown in Fig. 1. The sink may communicate with the task 
manager node via Internet or Satellite.  

 
Figure 7. Wireless Sensor Network protocol stack 

The protocol stack used by the sink and the sensor nodes is given in Fig. 7. This protocol 
stack combines power and routing awareness, integrates data with networking protocols, 
communicates power efficiently through the wireless medium and promotes cooperative 
efforts of sensor nodes. The protocol stack consists of the application layer, transport layer, 
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network layer, data link layer, physical layer, power management plane, mobility 
management plane, and task management plane (Akyildiz et al., 2002). Different types of 
application software can be built and used on the application layer depending on the 
sensing tasks. This layer makes hardware and software of the lowest layer transparent to the 
end-user. The transport layer helps to maintain the flow of data if the sensor networks 
application requires it. The network layer takes care of routing the data supplied by the 
transport layer, specific multi-hop wireless routing protocols between sensor nodes and 
sink. The data link layer is responsible for multiplexing of data streams, frame detection, 
Media Access Control (MAC) and error control. Since the environment is noisy and sensor 
nodes can be mobile, the MAC protocol must be power aware and able to minimize collision 
with neighbours’ broadcast. The physical layer addresses the needs of a simple but robust 
modulation, frequency selection, data encryption, transmission and receiving techniques. 

In addition, the power, mobility, and task management planes monitor the power, 
movement, and task distribution among the sensor nodes. These planes help the sensor 
nodes coordinate the sensing task and lower the overall energy consumption. 

7. Energy consumption issues in wireless sensor network 

Energy consumption is the most important factor to determine the life of a sensor network 
because usually sensor nodes are driven by battery. Sometimes energy optimization is more 
complicated in sensor networks because it involved not only reduction of energy 
consumption but also prolonging the life of the network as much as possible. The 
optimization can be done by having energy awareness in every aspect of design and 
operation. This ensures that energy awareness is also incorporated into groups of 
communicating sensor nodes and the entire network and not only in the individual nodes 
(Bharathidasan et al. 2001). 

A sensor node usually consists of four sub-systems (Bharathidasan et al. 2001): 

 a computing subsystem : It consists of a microprocessor(microcontroller unit, MCU) 
which is responsible for the control of the sensors and implementation of 
communication protocols. MCUs usually operate under various modes for power 
management purposes. As these operating modes involves consumption of power, the 
energy consumption levels of the various modes should be considered while looking at 
the battery lifetime of each node. 

 a communication subsystem: It consists of a short range radio which communicate with 
neighboring nodes and the outside world. Radios can operate under the different 
modes. It is important to completely shut down the radio rather than putting it in the 
Idle mode when it is not transmitting or receiving for saving power. 

 a sensing subsystem : It consists of a group of sensors and actuators and link the node 
to the outside world. Energy consumption can be reduced by using low power 
components and saving power at the cost of performance which is not required. 
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 a power supply subsystem : It consists of a battery which supplies power to the node. It 
should be seen that the amount of power drawn from a battery is checked because if 
high current is drawn from a battery for a long time, the battery will die faster even 
though it could have gone on for a longer time. Usually the rated current capacity of a 
battery being used for a sensor node is less than the minimum energy consumption. 
The lifetime of a battery can be increased by reducing the current drastically or even 
turning it off often. 

To minimize the overall energy consumption of the sensor network, different types of 
protocols and algorithms have been studied so far all over the world. The lifetime of a 
sensor network can be increased significantly if the operating system, the application layer 
and the network protocols are designed to be energy aware. These protocols and algorithms 
have to be aware of the hardware and able to use special features of the micro-processors 
and transceivers to minimize the sensor node’s energy consumption. This may push toward 
a custom solution for different types of sensor node design. Different types of sensor nodes 
deployed also lead to different types of sensor networks. This may also lead to the different 
types of collaborative algorithms in wireless sensor networks arena. 

8. Protocols & algorithms of wireless sensor network 

In WSN, the main task of a sensor node is to sense data and sends it to the base station in 
multi hop environment for which routing path is essential. For computing the routing path 
from the source node to the base station there is huge numbers of proposed routing 
protocols exist (Sharma et al., 2011). The design of routing protocols for WSNs must 
consider the power and resource limitations of the network nodes, the time-varying quality 
of the wireless channel, and the possibility for packet loss and delay. To address these 
design requirements, several routing strategies for WSNs have been proposed in (Labrador 
et al., 2009), (Akkaya et al., 2005), ( Akyildiz et al. 2002), (Boukerche, 2009, Al-karaki et al., 
2004, Pan et al., 2003) and (Waharte et al., 2006). 

The first class of routing protocols adopts a flat network architecture in which all nodes are 
considered peers. Flat network architecture has several advantages, including minimal 
overhead to maintain the infrastructure and the potential for the discovery of multiple 
routes between communicating nodes for fault tolerance. 

A second class of routing protocols imposes a structure on the network to achieve energy 
efficiency, stability, and scalability. In this class of protocols, network nodes are organized in 
clusters in which a node with higher residual energy, for example, assumes the role of a 
cluster head. The cluster head is responsible for coordinating activities within the cluster 
and forwarding information between clusters. Clustering has potential to reduce energy 
consumption and extend the lifetime of the network. 

A third class of routing protocols uses a data-centric approach to disseminate interest within 
the network. The approach uses attribute-based naming, whereby a source node queries an 
attribute for the phenomenon rather than an individual sensor node. The interest 
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dissemination is achieved by assigning tasks to sensor nodes and expressing queries to 
relative to specific attributes. Different strategies can be used to communicate interests to the 
sensor nodes, including broadcasting, attribute-based multicasting, geo-casting, and any 
casting.  

A fourth class of routing protocols uses location to address a sensor node. Location-based 
routing is useful in applications where the position of the node within the geographical 
coverage of the network is relevant to the query issued by the source node. Such a query 
may specify a specific area where a phenomenon of interest may occur or the vicinity to a 
specific point in the network environment. 

In the rest of this section we discuss some of the major routing protocols and algorithms to 
deal with the energy conservation issue in the literatures. 

1. Flooding: Flooding is a common technique frequently used for path discovery and 
information dissemination in wired and wireless ad hoc networks which has been 
discussed in (Akyildiz et al., 2002). The routing strategy of flooding is simple and does 
not rely on costly network topology maintenance and complex route discovery 
algorithms. Flooding uses a reactive approach whereby each node receiving a data or 
control packet sends the packet to all its neighbors. After transmission, a packet follows 
all possible paths. Unless the network is disconnected, the packet will eventually reach 
its destination. Furthermore, as the network topology changes, the packet transmitted 
follows the new routes. Fig. 8 illustrates the concept of flooding in data communications 
network. As shown in the figure, flooding in its simplest form may cause packets to be 
replicated indefinitely by network nodes.  

 
Figure 8. Flooding in data communication networks 
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1. Gossiping:  

To address the shortcomings of flooding, a derivative approach, referred to as gossiping, has 
been proposed in ( Braginsky et al., 2002). Similar to flooding, gossiping uses a simple 
forwarding rule and does not require costly topology maintenance or complex route 
discovery algorithms. Contrary to flooding, where a data packet is broadcast to all 
neighbors, gossiping requires that each node sends the incoming packet to a randomly 
selected neighbor. Upon receiving the packet, the neighbor selected randomly chooses one 
of its own neighbors and forwards the packet to the neighbor chosen. This process continues 
iteratively until the packet reaches its intended destination or the maximum hop count is 
exceeded. 

2. Protocols for Information via Negotiation (SPIN): 

Sensor protocols for information via negotiation (SPIN), is a data-centric negotiation-based 
family of information dissemination protocols for WSNs (Kulik et al., 2002). The main 
objective of these protocols is to efficiently disseminate observations gathered by individual 
sensor nodes to all the sensor nodes in the network. Simple protocols such as flooding and 
gossiping are commonly proposed to achieve information dissemination in WSNs. Flooding 
requires that each node sends a copy of the data packet to all its neighbors until the 
information reaches all nodes in the network. Gossiping, on the other hand, uses 
randomization to reduce the number of duplicate packets and requires only that a node 
receiving a data packet forward it to a randomly selected neighbor. 

 
Figure 9. SPIN basic protocol operation 
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3. Low-Energy Adaptive Clustering Hierarchy (LEACH) 

Low-energy adaptive clustering hierarchy (LEACH) is a routing algorithm designed to 
collect and deliver data to the data sink, typically a base station (Heinzelman et. al. 2000). 
The main objectives of LEACH are: 

 Extension of the network lifetime 
 Reduced energy consumption by each network sensor node 
 Use of data aggregation to reduce the number of communication messages 

To achieve these objectives, LEACH adopts a hierarchical approach to organize the network 
into a set of clusters. Each cluster is managed by a selected cluster head. The cluster head 
assumes the responsibility to carry out multiple tasks. The first task consists of periodic 
collection of data from the members of the cluster. Upon gathering the data, the cluster head 
aggregates it in an effort to remove redundancy among correlated values. The second main 
task of a cluster head is to transmit the aggregated data directly to the base station over 
single hop. The third main task of the cluster head is to create a TDMA-based schedule 
whereby each node of the cluster is assigned a time slot that it can use for transmission. The 
cluster head announces the schedule to its cluster members through broadcasting. To reduce 
the likelihood of collisions among sensors within and outside the cluster, LEACH nodes use 
a code-division multiple access–based scheme for communication. 

The basic operations of LEACH are organized in two distinct phases. The first phase, the 
setup phase, consists of two steps, cluster-head selection and cluster formation. The second 
phase, the steady-state phase, focuses on data collection, aggregation, and delivery to the 
base station. The duration of the setup is assumed to be relatively shorter than the steady-
state phase to minimize the protocol overhead. 

At the beginning of the setup phase, a round of cluster-head selection starts. To decide 
whether a node to become cluster head or not a threshold T(s) is addressed in (Heinzelman 
et. al. 2000) which is as follows: 
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Where r is the current round number and G is the set of nodes that have not become cluster 
head within the last 1/popt rounds. At the beginning of each round, each node which belongs 
to the set G selects a random number 0 or 1. If the random number is less than the threshold 
T(s) then the node becomes a cluster head in the current round. 

4. Threshold-sensitive Energy Efficient Protocols (TEEN and APTEEN): 

Two hierarchical routing protocols called TEEN (Threshold-sensitive Energy Efficient sensor 
Network protocol), and APTEEN (Adaptive Periodic Threshold-sensitive Energy Efficient 
sensor Network protocol) are proposed in (Manjeshwar et al., 2001) and (Manjeshwar et al., 
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2002) , respectively. These protocols were proposed for time-critical applications. In 
TEEN, sensor nodes sense the medium continuously, but the data transmission is done 
less frequently. A cluster head sensor sends its members a hard threshold, which is the 
threshold value of the sensed attribute and a soft threshold, which is a small change in the 
value of the sensed attribute that triggers the node to switch on its transmitter and 
transmit. Thus the hard threshold tries to reduce the number of transmissions by allowing 
the nodes to transmit only when the sensed attribute is in the range of interest. The soft 
threshold further reduces the number of transmissions that might have otherwise 
occurred when there is little or no change in the sensed attribute. A smaller value of the 
soft threshold gives a more accurate picture of the network, at the expense of increased 
energy consumption. Thus, the user can control the trade-off between energy efficiency 
and data accuracy. When cluster-heads are to change, new values for the above 
parameters are broadcast. The main drawback of this scheme is that, if the thresholds are 
not received, the nodes will never communicate, and the user will not get any data from 
the network at all. 

5. Power-Efficient Gathering in Sensor Information Systems (PEGASIS): 

Power-efficient gathering in sensor information systems (PEGASIS) (Lindsey et al., 2002) 
and its extension, hierarchical PEGASIS, are a family of routing and information-gathering 
protocols for WSNs. The main objectives of PEGASIS are twofold. First, the protocol aims at 
extending the lifetime of a network by achieving a high level of energy efficiency and 
uniform energy consumption across all network nodes. Second, the protocol strives to 
reduce the delay that data incur on their way to the sink. 

The network model considered by PEGASIS assumes a homogeneous set of nodes deployed 
across a geographical area. Nodes are assumed to have global knowledge about other 
sensors’ positions. Furthermore, they have the ability to control their power to cover 
arbitrary ranges. The nodes may also be equipped with CDMA-capable radio transceivers. 
The nodes’ responsibility is to gather and deliver data to a sink, typically a wireless base 
station. The goal is to develop a routing structure and an aggregation scheme to reduce 
energy consumption and deliver the aggregated data to the base station with minimal delay 
while balancing energy consumption among the sensor nodes. Contrary to other protocols, 
which rely on a tree structure or a cluster-based hierarchical organization of the network for 
data gathering and dissemination, PEGASIS uses a chain structure.  

6. Directed Diffusion: 

Directed diffusion (Intanagonwiwat et al., 2000) is a data-centric routing protocol for 
information gathering and dissemination in WSNs. The main objective of the protocol is to 
achieve substantial energy savings in order to extend the lifetime of the network. To achieve 
this objective, directed diffusion keeps interactions between nodes, in terms of message 
exchanges, localized within limited network vicinity. Using localized interaction, direct 
diffusion can still realize robust multi-path delivery and adapt to a minimal subset of 
network paths. This unique feature of the protocol, combined with the ability of the nodes to 
aggregate response to queries, results into significant energy savings. 
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Figure 10. Chain-based data gathering and aggregation scheme 

The main elements of direct diffusion include interests, data messages, gradients, and 
reinforcements. Directed diffusion uses a publish-and-subscribe information model in which 
an inquirer expresses an interest using attribute–value pairs. An interest can be viewed as a 
query or an interrogation that specifies what the inquirer wants. 

7. Geographic Adaptive Fidelity (GAF): 

GAF (Xu et al., 2001) is an energy-aware location-based routing algorithm designed mainly 
for mobile ad hoc networks, but may be applicable to sensor networks as well. The network 
area is first divided into fixed zones and forms a virtual grid. Inside each zone, nodes 
collaborate with each other to play different roles. For example, nodes will elect one sensor 
node to stay awake for a certain period of time and then they go to sleep. This node is 
responsible for monitoring and reporting data to the BS on behalf of the nodes in the zone. 
Hence, GAF conserves energy by turning off unnecessary nodes in the network without 
affecting the level of routing fidelity. 

9. Security issues in wireless sensor network 

Security issues in sensor networks depend on the need to know what we are going to protect. 
In (Zia et al., 2006), the authors defined four security goals in sensor networks which are 
Confidentiality, Integrity, Authentication and Availability. Another security goal in sensor 
network is introduced in (Sharma et al., 2011).Confidentiality is the ability to conceal message 
from a passive attacker, where the message communicated on sensor networks remain 
confidential. Integrity refers to the ability to confirm the message has not been tampered, 
altered or changed while it was on the network. Authentication Need to know if the messages 
are from the node it claims to be from, determining the reliability of message’s origin. 
Availability is to determine if a node has the ability to use the resources and the network is 
available for the messages to move on. Freshness implies that receiver receives the recent and 
fresh data and ensures that no adversary can replay the old data. This requirement is 
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especially important when the WSN nodes use shared-keys for message communication, 
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forwards less, it retains its energy level thus remaining powerful to trick the neighboring 
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power is pretending that the HELLO message is coming from the base station. Message 
receiving nodes assume that the HELLO message sending node is the closest one and they 
try to send all their messages through this node. In this type of attacks all nodes will be 
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service (DoS) attacks occur at physical level causing radio jamming, interfering with the 
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1. Layering based security approach: 
 Application layer  

Data is collected and managed at application layer therefore it is important to ensure the 
reliability of data. Wagner (Wanger, 2004) has presented a resilient aggregation scheme 
which is applicable to a cluster based network where a cluster leader acts as an aggregator 
in sensor networks. However this technique is applicable if the aggregating node is in the 
range with all the source nodes and there is no intervening aggregator between the 
aggregator and source nodes. To prove the validity of the aggregation, cluster leaders use 
the cryptographic techniques to ensure the data reliability. 

 Network layer 

Network layer is responsible for routing of messages from node to node, node to cluster 
leader, cluster leaders to cluster leaders, cluster leaders to the base station and vice versa. 

 Data link layer 

Data link layer does the error detection and correction, and encoding of data. Link layer is 
vulnerable to jamming and DoS attacks. TinySec (Karlof et al., 2004) has introduced link 
layer encryption which depends on a key management scheme. However, an attacker 
having better energy efficiency can still rage an attack. Protocols like LMAC (Hoesel et al., 
2004) have better anti-jamming properties which are viable countermeasure at this layer.  

 Physical Layer  

The physical layer emphasizes on the transmission media between sending and receiving 
nodes, the data rate, signal strength, frequency types are also addressed in this layer. Ideally 
FHSS frequency hopping spread spectrum is used in sensor networks. 

10. Conclusion & future work 

The aim of this chapter is to discuss few important issues of WSNs, from the application, 
design and technology points of view. For designing a WSN, we need to consider different 
factors such as the flexibility, energy efficiency, fault tolerance, high sensing fidelity, low-
cost and rapid deployment, above all the application requirements. We hope the wide range 
of application areas will make sensor networks an integral part of our lives in the future. 
However, realization of sensor networks needs to satisfy several constraints such as 
scalability, cost, hardware, topology change, environment and power consumption. Since 
these constraints are highly tight and specific for sensor networks, new wireless ad hoc 
networking protocols are required. To meet the requirements, many researchers are 
engaged in developing the technologies needed for different layers of the sensor networks 
protocol stack. 

Future research on WSN will be directed towards maximizing area throughput in clustered 
Wireless Sensor Networks designed for temporal or spatial random process estimation, 
accounting for radio channel, PHY, MAC and NET protocol layers and data aggregation 
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techniques, simulation and experimental verification of lifetime-aware routing, sensing 
spatial coverage and the enhancement of the desired sensing spatial coverage evaluation 
methods with practical sensor model. 

The advances of wireless networking and sensor technology open up an interesting 
opportunity to manage human activities in a smart home environment. Real-life activities 
are often more complex than the case studies for both single and multi-user. Investigating 
such complex cases can be very challenging while we consider both single- and multi-user 
activities at the same time. Future work will focus on the fundamental problem of 
recognizing activities of multiple users using a wireless body sensor network.  
Wireless Sensor Networks hold the promise of delivering a smart communication paradigm 
which enables setting up an intelligent network capable of handling applications that evolve 
from user requirements. We believe that in near future, WSN research will put a great 
impact on our daily life. For example, it will create a system for continual observation of 
physiological signals while the patients are at their homes. It will lower the cost involved 
with monitoring patients and increase the efficient exploitation of physiological data and the 
patients will have access to the highest quality medical care in their own homes. Thus, it will 
avoid the distress and disruption caused by a lengthy inpatient stay. 
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1. Introduction

Wireless sensor networks (WSNs) have attracted a lot of recent research interest due to their
applicability in security, monitoring, disaster relief and environmental applications. WSNs
consist of a number of low-cost sensors scattered in a geographical area of interest and
connected by a wireless RF interface. Sensors gather information about the monitored area
and send this information to gateway nodes. The radio on board these sensor nodes has
limited range and allows the node to transmit over short distances. In most deployment
scenarios, it is not possible for each node to communicate directly to the sink and hence, the
model of communication is to transmit over short distances to other peers in the direction of
the sink nodes.

In order to keep their cost low, the sensors are equipped with limited energy and
computational resources. The energy supply is typically in the form of a battery and once the
battery is exhausted, the sensor is considered to be dead. The nodes also have limited memory
and processing capabilities. Hence, harnessing the potential of these networks involves
tackling a myriad of different issues from algorithms for network operation, programming
models, architecture and hardware to more traditional networking issues. For a more detailed
survey on the various computational research aspects of Wireless Sensor Networks, see the
survey papers [2, 13, 24, 37, 39], or the more recent books [23, 28] and a special issue of the
CACM [14].

This section focuses on the algorithmic aspects of Wireless Sensor Networks. Specifically, we
look at the problem of covering a set of targets or an area for the longest duration possible.
The next section focuses on a more detailed discussion of the problem and provides a formal
statement for it. It is worth mentioning that there is an abundance of algorithmic research
related to WSNs. A lot of this focuses on traditional distributed computing issues like
localization, fault tolerance, robustness. This naturally raises the interesting question of how
different are WSNs as a computational model than more traditional distributed computing
environments or even ad-hoc networks? This question has been explored briefly in [43].
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2 Will-be-set-by-IN-TECH

2. Coverage problems

Many intended applications of Wireless Sensor Networks involve having the network monitor
a region or a set of targets. To ensure that the area or targets of interest can be covered,
sensors are usually deployed in large numbers by randomly dropping them in this region.
Deployment is usually done by flying an aircraft over the region and air dropping the sensors.
Since the cost of deployment far exceeds the cost of individual sensors, many more sensors
are dropped than needed to minimally cover the region. The leads to a very dense network
and gives rise to an overlap in the monitoring regions of individual sensors.

A simplistic approach to meet the coverage objective would be to turn on all sensors after
deployment. But this needlessly reduces the lifetime of the network since the overlap between
monitoring regions implies that not all sensors need to be on at the same time. This can also
lead to a very lossy network with several collisions happening in the medium access control
(MAC) layer due to the density of nodes. In order to extend the lifetime of a sensor network
while maintaining coverage, a minimal subset of the deployed sensors are kept active while
the other sensors can sleep. Through some form of scheduling, this active subset changes
over time until there are no more such subsets available to satisfy the coverage goal. In using
such a scheme to extend the lifetime, the problem is two fold. First, we need to select these
minimal subsets of sensors. Then there is the problem of scheduling them wherein, we need
to determine how long to use a given set and which set to use next. For an arbitrarily large
network, there are exponential number of possible subsets making the problem intractable
and it has been shown to be NP-complete in [6, 20].

Centralized solutions like those in [6, 41] are based on assuming that the entire network
structure is known at one node (typically the gateway node), which then computes the
schedule for the network. The schedule is computed using linear programming based
algorithms. Like any centralized scheme, it suffers from the problems of scalability, single
point of failure and lack of robustness. The latter is particularly relevant in the context of
sensor networks since sensor nodes are deployed in hostile environments and are prone to
frequent failures.

Existing distributed solutions in [4, 5, 42] work by having a sensor exchange information
with its neighbors (limited to k-hops). These algorithms use information like targets covered
and battery available at each sensor to greedily decide which sensors remain on. Distributed
algorithms are organized into rounds so that the set of active sensors is periodically reshuffled
at the beginning of each round. The problem with these algorithms is that they use simple
greedy criteria to make their decision on which sensors become active at each round and thus,
do not efficiently take into account the problem structure.

3. Problem statement

The lifetime problem can be stated as follows. Given a monitored region R, a set of sensors S
and a set of targets T, find a monitoring schedule for these sensors such that

• the total time of the schedule is maximized,

• all targets are constantly monitored, and

• no sensor is in the schedule for longer than its initially battery.
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A related problem is that of monitoring an area of interest. In general, the area and target
coverage problems have been shown to be equivalent. [3, 10, 41] provide ways to map an area
to a set of points (targets) . In the work presented in the remainder of this dissertation, we
focus on the target coverage problem with the implicit understanding that the algorithms and
techniques presented can be translated to the area coverage problem by mapping the area to
a set of points (virtial targets) with an appropriate granularity.

There are also several other variations of this basic problem. For example the p% coverage
problem [30] requires only a certain percentage of all targets to be covered. The fault tolerant
k-coverage version of this problem requires each target to be covered by at least k sensors
[27, 47]. Also, the basic problem has been modified to include sensors that have adjustable
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end this section by focusing on two algorithms, LBP [4] and DEEPS [5], since we use them for
comparisons against our algorithms.

A key application of wireless sensor networks is the collection of data for reporting. There
are two types of data reporting scenarios: event-driven and on-demand [10]. Event-driven
reporting occurs when one or more sensor nodes detect an event and report it to the sink. In
on-demand reporting, the sink initiates a query and the nodes respond with data to this query.
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pointed out in [32], coverage is a measure of the quality of service (QoS) for the WSN. The
goal is to have each point of interest monitored by at least one sensor at all times. In some
applications, it may be a requirement to have more than one sensor monitor a target for
achieving fault tolerance. Typically, nodes are randomly deployed in the region of interest
because sensor placement is infeasible. This means that more sensors are deployed than
needed to compensate for the lack of exact positioning and to improve fault tolerance in
harsh environments. The question of placing an optimal number of sensors in a deterministic
deployment has been looked at in [17, 26, 34]. However, in this dissertation we focus on
networks with very dense deployment of sensors so that there is significant overlap in the
targets each sensor monitors. This overlap will be exploited to schedule sensors into a low
power sleep state so as to improve the lifetime of these networks. Note that this definition of
the network lifetime is different from some other definitions which measure this in terms of
number of operations the network can perform [22].

The reason for wanting to schedule sensors into sense-sleep cycles that we talked about in
Section 1, stems from the fact that sensor nodes have four states - transmit, receive, idle and
sleep. As shown in [36] for the WINS Rockwell sensor, the transmit, receive and idle states
all consume much more power than the sleep state - hence, it is more desirable for a sensor
to enter a sleep state to conserve its energy. The goal behind sensor scheduling algorithms
is to select the activity state of each sensor so as to allow the network as a whole to monitor
its points of interest for as long as possible. For a more detailed look at power consumption
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Name Area/Target Disjoint Main Idea
Abrams, Goel [1] Area Yes Greedy: Max uncovered area
Meguerdichian [33] Area No Integer Linear Program
Cardei [6] Target Yes Mixed Integer Programming
Shah [3] Area Yes LP, Garg Könemann
Cardei [8] Target No Integer Linear Program

Table 1. Centralized Algorithms

models for ad-hoc and sensor networks we refer the reader to [18, 19, 25]. We now look at
coverage problems in more detail.

The maximum lifetime coverage problem has been shown to be NP-complete in [1, 6]. Initial
approaches to the problem in [1, 6, 41] considered the problem of finding the maximum
number of disjoint cover sets of sensors. This allowed each cover to be used independently of
others. However, [3, 8] and others showed that using non-disjoint covers allows the lifetime
to be extended further and this approach has been adopted since.

Broadly speaking, the existing work in this category can be classified into two parts
- Centralized Algorithms and Distributed Algorithms. For centralized approaches, the
assumption is that a single node (usually the base station) has access to the entire network
information and can use this to compute a schedule that is then uploaded to individual nodes.
Distributed Algorithms work on the premise that a sensor can exchange information with its
neighbors within a fixed number of hops and use this to make scheduling decisions. We now
look at the individual algorithms in both these areas.

A common approach taken with centralized algorithms is that of formulating the problem
as an optimization problem and using linear programming (LP) to solve it [3, 6, 16, 33]. In
[41], the authors develop a most-constrained least-constraining heuristic and demonstrated its
effectiveness on variety of simulated scenarios. In this heuristic, the main idea is to minimize
the coverage of sparsely covered areas within one cover. Such areas are identified using
the notion of the critical element, defined as the element which is a member of the smallest
number of sets. Their heuristic favors sets that cover a high number of uncovered elements,
that cover more sparsely covered elements, that do not cover the area redundantly and that
redundantly cover the elements that do not belong to sparsely covered areas. [33] is a followup
work by the same authors in which they formulate the area coverage problem using a Integer
LP and relax it to obtain a solution. They also presented several ILP based formulations
and strategies to reduce overall energy consumption while maintaining guaranteed sensor
coverage levels. Additionally, their work demonstrated the practicality and effectiveness
of these formulations on a variety of examples and provided comparisons with several
alternative strategies. They also show that the ILP based technique can scale to large and
dense networks with hundreds of sensor nodes.

In order to solve the target coverage problem, [6] considers the disjoint cover set approach.
Modeling their solution as a Mixed Integer Program shows an improvement over [41]. The
authors define the disjoint set covers (DSC) problem and prove its NP-completeness. They
also prove that any polynomial-time approximation algorithm for DSC problem has a lower
bound of 2. They first transform DSC into a maximum-flow problem (MFP), which is then
formulated as a mixed integer programming. Based on the solution of the MIP, the authors
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design a heuristic to compute the number of covers. They evaluate the performance by
simulation, against the most constrainedï£¡minimally constraining heuristic proposed in [41]
and found that their heuristics has a larger number of covers (larger lifetime) at the cost of a
greater running time.

[3] formulates a packing LP for the coverage problem. Using the (1 + ε) Garg-Könemann
approximation algorithm [21], they provide a (1+ ε)(1+ 2lnn) approximation of the problem.
They also present an efficient data structureto represent the monitored area with at most
n2 points guaranteeing the full coverage which is superior to the previously used approach
based on grid points in [41]. They also present distributed algorithms that tradeoff between
monitoring and power consumption but these are improved upon by the authors in LBP and
DEEPS.

A similar problem is solved by us for sensors with adjustable ranges in [16]. We present a linear
programming based formulation that also uses the (1 + ε) Garg-Könemann approximation
algorithm [21]. The main difference is the introduction of an adjustable range model that
allows sensors to vary their sensing and communication ranges smoothly. This was the first
model that allows sensors to vary their range to any value upto a maximum. The model is
an accurate representation of physical sensors and allows significant power savings over the
discreetly varying adjustable model.

A different algorithm to work with disjoint sets is given in [7]. Disjoint cover sets are
constructed using a graph coloring based algorithm that has area coverage lapses of about
5%. The goal of their heuristic is to achieve energy savings by organizing the network into
a maximum number of disjoint dominating sets that are activated successively. The heuristic
to compute the disjoint dominating sets is based on graph coloring. Simulation studies are
carried out for networks of large sizes.

[1] also gives a centralized greedy algorithm that picks sensors based the largest uncovered
area. They have designed three approximation algorithms for a variation of the SET K-COVER
problem, where the objective is to partition the sensors into covers such that the number
of covers that include an area, summed over all areas, is maximized. The first algorithm
is randomized and partitions the sensors within a fraction of the optimum. The other two
algorithms are a distributed greedy algorithm and a centralized greedy algorithm. The
approximation ratios are presented for each of these algorithms.

[8] also deal with the target coverage problems. Like similar algorithms, they also extend
the sensor network life time by organizing the sensors into a maximal number of set covers
that are activated successively. But they allow non-disjoint set covers. The authors model
the solution as the maximum set covers problem and design two heuristics that efficiently
compute the sets, using linear programming and a greedy approach. The greedy algorithm
selects a critical target at each step. This is the least covered target. For the greedy selection
step, the sensor with the greatest contribution to the critical target is selected.

The distributed algorithms in the literature can be further classified into greedy, randomized
and other techniques. The greedy algorithms [1, 4, 5, 8, 29, 41] all share the common property
of picking the set of active sensors greedily based on some criteria. [41] considers the area
coverage problem and introduces the notion of a field as the set of points that are covered by
the same set of sensors. The basic approach behind the picking of a sensor is to first pick the
one that covers that largest number of previously uncovered fields and to then avoid including
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Name Area/Target Disjoint Main Idea
Sliepcivic [41] Area Yes Greedy: Max uncovered fields
Tian [42] Area No Geometric calculation of sponsored

area
PEAS [45] Area No Probing based determination of

sponsored area
CCP [44] Area No Random timers to evaluate

coverage requirements
OGDC [46] Area No Random back off node volunteering
Lu [29] Area No Highest overall denomination

sensor picks
Abrams [1] Area Yes Randomized, Greedy picks max

uncovered area
Cardei et al. [8] Target No Sensor with highest contribution to

bottleneck
LBP [4] Target No Targets are covered by higher

energy nodes
DEEPS [5] Target No Minimize energy consumption for

bottleneck target

Table 2. Distributed Algorithms

more than one sensor that covers a sparsely covered field. [1] builds on this work and presents
three algorithms that solve variations of the set k-cover problem. The greedy heuristic they
propose works by selecting the sensor that covers the largest uncovered area. [29] defines the
sensing denomination (SD) of a sensor as its contribution, i.e., the area left uncovered when
the sensor is removed. The authors assume that each sensor can probabilistically detect a
nearby event, and build a probabilistic model of network coverage by considering the data
correlation among neighboring sensors. The more the contribution of a sensor to the network
coverage, the higher the sensorï£¡s SD is. Based on the location information of neighboring
sensors, each sensor can calculate its SD value in a distributed manner. Sensors with higher
sensing denomination have a higher probability of remaining active.

[3] gives a distributed algorithm based on using the faces of the graph. If all the faces that a
sensor covers are covered by other sensors with higher battery that are in an active or deciding
state, then a sensor can switch off (sleep). Their work has been extended to target coverage in
the load balancing protocol (LBP).

Some distributed algorithms use randomized techniques. Both OGDC [46] and CCP [44]
deal with the problem of integrating coverage and connectivity. They show that if the
communication range is at least twice the sensing range, a covered network is also connected.
[46] uses a random back off for each node to make nodes volunteer to be the start node. OGDC
addresses the issues of maintaining sensing coverage and connectivity by keeping a minimum
number of sensor nodes in the active mode in wireless sensor networks. They investigate the
relationship between coverage and connectivity. They also derive, under the ideal case in
which node density is sufficiently high, a set of optimality conditions under which a subset
of working sensor nodes can be chosen for complete coverage. OGDC algorithm is fully
localized and can maintain coverage as well as connectivity, regardless of the relationship
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between the radio range and the sensing range. OGDC achieves similar coverage with an
upto 50% improvement in the lifetime of the network. A drawback of OGDC is that it requires
that each node knows its own location.

In [31] the authors combine computational geometry with graph theoretic techniques. The
use Voronoi diagrams with graph search to design a polynomial time worst and average case
algorithm for coverage calculation in homogeneous isotropic sensors. The also analyze and
experiment with using these techniques as heuristics to improve coverage.

[44] sets a random timer for each node following which a node evaluates its current state based
on the coverage by its neighbors. The authors present a Coverage Configuration Protocol
(CCP) that can provide different degrees of coverage requested by applications. This flexibility
allows the network to self-configure for a wide range of applications. They also integrate CCP
to SPAN [11, 12] to provide both coverage and connectivity guarantees. [1] also present a
randomized algorithm that assigns a sensor to a cover chosen uniformly at random.

A different approach has been taken in PEAS [42, 45]. PEAS is a distributed algorithm with
a probing based off-duty rule is given in [45]. PEAS is localized and has a high resilience to
node failure and topology changes. Here, every sensor broadcasts a probe PRB packet with a
probing range γ. Any working node that hears this probe packet responds. If a sensor receives
at least one reply, it can go to sleep. The range can be chosen based on several criteria. Note
that this algorithm does not preserve coverage over the original area. The results for PEAS
showed an increase in the network lifetime in linear proportion to the number of deployed
nodes. In [42] the authors give a distributed and localized algorithm. Every sensor has an
off-duty eligibility rule. They give an algorithm for a node to compute its sponsored area. To
prevent the occurrence of blind-points by having two sensors switch off at the same time, a
random back off is used. They show improved performance over PEAS.

To our knowledge, [44] was the first work to consider the k-coverage problem. [27] also
addresses the k-coverage problem from the perspective of choosing enough sensors to ensure
coverage. Authors consider different deployments with sensors given a probability of being
active and obtain bounds for deployment. [47] solves the problem of picking minimum
size connected k-covers. The authors state this as an optimization problem and design a
centralized approximation algorithm that delivers a near-optimal solution. They also present
a communication-efficient localized distributed algorithm for this problem.

Now, we look at the two protocols that we compare our heuristics against. The load
balancing protocol (LBP) [4] is a simple 1-hop protocol which works by attempting to balance
the load between sensors. Sensors can be in one of three states sense/on, sleep/off or
vulnerable/undecided. Initially all sensors are vulnerable and broadcast their battery levels
along with information on which targets they cover. Based on this, a sensor decides to switch
to off state if its targets are covered by a higher energy sensor in either on or vulnerable state.
On the other hand, it remains on if it is the sole sensor covering a target. This is an extension
of the work in [3]. LBP is simplistic and attempts to share the load evenly between sensors
instead of balancing the energy for sensors covering a specific target.

The other protocol we consider is DEEPS [5]. The maximum duration that a target can be
covered is the sum of the batteries of all its nearby sensors that can cover it and is known as the
life of a target. The main intuition behind DEEPS is to try to minimize the energy consumption
rate around those targets with smaller lives. A sensor thus has several targets with varying
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lives. A target is defined as a sink if it is the shortest-life target for at least one sensor covering
that target. Otherwise, it is a hill. To guard against leaving a target uncovered during a shuffle,
each target is assigned an in-charge sensor. For each sink, its in-charge sensor is the one with
the largest battery for which this is the shortest-life target. For a hill target, its in-charge is that
neighboring sensor whose shortest-life target has the longest life. An in-charge sensor does
not switch off unless its targets are covered by someone. Apart from this, the rules are identical
as those in LBP protocol. DEEPS relies on two-hop information to make these decisions.

5. The lifetime dependency graph model

In this section, we introduce the Lifetime Dependency (LD) Graph as a model for the
maximum lifetime coverage problem defined in Section 3. This model is a key contribution
of this dissertation since the heuristics and algorithms that follow in subsequent sections rely
heavily on the LD Graph.

Recall from Section 3 that given a sensor network and a set of static targets, the maximum
lifetime sensor scheduling problem is to select a subset of sensors that covers all targets and
then periodically shuffle the members of this subset so as to maximize the total time for which
the network can cover all targets.

Since these sensors are powered by batteries, energy is a key constraint for these networks.
Once the battery has been exhausted, the sensor is considered to be dead. The lifetime of the
network is defined as the amount of time that the network can satisfy its coverage objective,
i.e., the amount of time that the network can cover its area or targets of interest. Having all
the sensors remain “on” would ensure coverage but this would also significantly reduce the
lifetime of the network as the nodes would discharge quickly. A standard approach taken
to maximizing the lifetime is to make use of the overlap in the sensing regions of individual
sensors caused by the high densit y of deployment. Hence, only a subset of all sensors need to
be in the “on” or “sense” state, while the other sensors can enter a low power “sleep” or “off”
state. The members of this active set, also known as a cover set, are then periodically updated
so as to keep the network alive for longer duration. In using such a scheduling scheme, there
are two problems that need to be addressed. First, we need to determine how long to use
a given cover set and then we need to decide which set to use next. This problem has been
shown to be NP-complete [1, 6].

A key problem here is that since a sensor can be a part of multiple covers, these covers have
an impact on each other, as using one cover set reduces the lifetime of another set that has
sensors common with it. By making greedy choices, the impact of this dependency is not
being considered, since none of the heuristics in the literature study this reduction in the
lifetime of other cover sets caused by using a sensor that is a member of several such sets. The
earlier disjoint formulations mentioned in the previous section, entirely avoided this problem
by preventing it.

We capture this dependency between covers by introducing the concept of a local Lifetime
Dependency (LD) Graph. This consists of the cover sets as nodes with any two nodes
connected if the corresponding covers intersect. The graph is an example of an intersection
graph since it represents the sensors common to different cover sets. By looking at the graph
locally (fixed 1-2 hop neighbors), we are able to construct all the local covers for the local
targets and then model their dependencies. Based on these dependencies, a sensor can then
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prioritize its covers and negotiate these with its neighbors. We also present some simple
heuristics based on the graph. The material presented in this section was published in [35].

Figure 1. A sensor network

6. Symbols and definitions
Let us begin with a few basic conventions and definitions that will be used in the rest of this
dissertation. Individual chapters will introduce additional notation as and when necessary.
The notation presented here applies to the basic LD grapg model and will be utilized for all
the chapters that follow.

We will use s1, s2, etc., to represent sensors, t1, t2, etc., to represent targets, and C, C�, etc., to
denote covers.

Let us assume we have n sensors and m targets, both stationary.

Consider the sensor network in Figure 1 with n = 8, s = {s1, s2, ..., s8} and m = 3 targets, t1,
t2, and t3.

We will employ the following definitions, illustrated using this network.

• b(s): strength of the battery of sensor s; for example, b(s1) = 3 while b(s3)= 1.

• T(s): set of targets that sensor s can sense; e.g., T(s1) = {t1, t2};

• N(s, k): closed set of neighbors of sensor s at no more than k hops (i.e, those neighbors
that s can communicate with using ≤ k hops) - this contains s itself; thus, N(s1, 1) =
{s1, s2, s3, s4, s5}.

• Cover: C is a cover for targets in set T if
(i) for each target t ∈ T there is at least one sensor in C which can sense t and
(ii) C is minimal. For example, the possible (minimal) covers for the two targets of s1 are
{s1}, {s2, s3}, {s2, s4} and {s2, s5}. There are other non-minimal covers as well such as s1, s2
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which need to be avoided. Likewise, the possible covers for the only target of sensor s3 are
{s1}, {s3}, {s4} and {s5}.

• lt(C) = mins∈Cb(s), the maximum lifetime of a cover. The bottleneck sensor of the cover
{s2, s3} is s3 with the weakest battery of 1. Therefore, lt({s2, s3}) = 1.

An optimal lifetime schedule of length 6 for this network is ({s1, s6}, 1), ({s1, s7}, 1),
({s1, s8}, 1), ({s2, s3}, 1), ({s2, s4}, 1), ({s2, s5}, 1)) where each tuple is a cover for the entire
network followed by its duration.

7. Lifetime dependency (LD) graph

Let the local lifetime dependency graph be G = (V, E) where nodes in V denote the local
covers and edges in E exist between those pairs of nodes whose corresponding covers share
one or more common sensors. For simplicity of reference, we will not distinguish between a
cover C and the node representing it, and an edge e between two intersecting covers C and
C� and the intersection set C

⋂
C�. Each sensor constructs its local LD graph considering its

one- or two-hop neighbors and the corresponding targets. Figure 2 shows the local lifetime
dependency graph of sensor s1 in the example network of Figure 1, considering its one-hop
neighbors N(s1, 1) and its targets T(s1).

In the LD graph, we will use the following two definitions:

• w(e) = mins∈eb(s), the weight of an edge e (if e does not exist, i.e., if e is empty, then w(e)
is zero).

• d(C) = ∑e∈E and incident to C w(e), the degree of a cover C.

Figure 2. The local lifetime dependency graph of sensor s1

In Figure 2, the two local covers {s2, s3} and {s2, s4} for the targets of sensor s1 have s2 in
common, therefore the edge between the two covers is {s2} and w({s2}) = 3. Therefore,s2’s
battery of 3 is an upper bound on the lifetime of the two covers collectively. It just so happens
that the individual lifetimes of these covers are each 1 due to their bottleneck sensors and,
therefore, a tighter upper bound on their total life is 2. In general, given two covers C and C�,
a tight upper bound on the life of two covers is min(lt(C) + lt(C�), w(C

⋂
C�)).
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8. The basic algorithm

For the purpose of this explanation, without loss of generality, let us assume that the covers
are constructed over one-hop neighbors. The algorithm consists of two phases. During the
initial setup phase, each sensor calculates and prioritizes the covers. Then, for each reshuffle
round of predetermined duration, each sensor decides its on/off status at the beginning, and
then those chosen remain on for the rest of the duration.

Initial setup: Each sensor s communicates with each of its neighbor s� ∈ N(s, 1) exchanging
mutual locations, battery levels b(s) and b(s�), and the targets covered T(s) and T(s�). Then it
finds all the local covers using the sensors in N(s, 1) for the target set being considered. The
latter can be solely T(s) or could also include T(s�) for all s� ∈ N(s, 1). It then constructs the
local LD graph G = (V, E) over those covers, and calculates the degree d(C) of each cover
C ∈ V in the graph G.

The “priority function” of a cover is based on its degree (lower the better). Ties among covers
with same degree are broken first by preferring (i) those with longer lifetimes, then (ii) those
which have fewer remaining sensors to be turned on, and finally (iii) by choosing the cover
containing the smaller sensor id. A cover which has a sensor turned off becomes infeasible
and falls out of contention. Also, a cover whose lifetime falls below the duration of a round is
taken out of contention, unless it is the only cover remaining.

Figure 3. The state transitions to decide the On-Off Status

Reshuffle rounds: The automaton in Figure 3 captures the algorithm for this phase. A sensor s
starts with its highest priority cover C as its most desirable configuration for its neighborhood.
If successful, the end result would be switching on all the sensors in C, while others can sleep.
Else, it transitions to the next best priority cover C�, C��, etc., until a cover gets satisfied. The
transitions are as follows.

- Continue with the best cover C: Sensor s continues with its current best cover C if its neighbor
s� /∈ C goes off (thus not impacting the chances of ultimately satisfying C) or if neighbor s� ∈ C
becomes on (thus improving chances for C).

- To on/sense status: If all the neighboring sensors in cover C except s become on, s switches
itself on satisfying the cover C for its neighborhood, and sends its on-status to its neighbors.
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- To off/sleep status: If all the neighboring sensors in cover C become on thus satisfying C,
and s itself is not in cover C, s switches itself off, and sends its off-status to its neighbors.

- Transition to the next best cover C�: Sensor s transitions to the next best priority cover C�, if
(i) C becomes infeasible because a neighboring sensor s� ∈ C has turned off, or (ii) priority of
C is now lower because a sensor s� /∈ C has turned on causing another cover C�, with same
degree and lifetime as C, with fewer sensors remaining to be turned on.

The transitions from C� are analogous to that from C, with the possibility of even going back
to C.

Correctness: We sketch a proof here that this algorithm ensures that, in each reshuffle round,
all the targets are covered and the algorithm itself terminates enabling each sensor to decide
and reach on/off status.

For contradiction, let us assume that in a given round a target t remains uncovered. This
implies that either this target has no neighboring sensor within sensing range and thus
network itself is dead, or else all the neighboring sensors which could have covered t have
turned off. In the latter case, each of the sensor s whose T(s) contains t has made the transition
from its current best cover C to off status. However, s only does that if C covers all its targets
in T(s) and s /∈ C. The last such sensor s to have turned off ensures that C is satisfied, which
implies that all targets in T(s) including t are covered, a contradiction. Next, for contradiction,
let us assume that the algorithm does not terminate. This implies that there exists at least one
sensor s which is unable to decide, i.e., make a transition to either on or off status. There are
three possibilities: (i) all the covers of s have become infeasible, or

(ii) s is continually transitioning to the next best cover and none of them are getting satisfied,
or

(iii) s is stuck at a cover C.

For case (i), for each cover C, at least one of its sensor s� ∈ C has turned off. But the set of
targets considered by sensor s is no larger than T� = ⋃

s�∈N(s,1) T(s�). Since s itself can cover
T(s), there exist a target t ∈ T� − T(s), from T(s�), that none of the cover sets at s are able to
cover. This implies that s� is off, else {s, s�} would have formed part of a cover at s covering t
(given that s constructs all possible covers). This leads to the contradiction, as before turning
off, s� ensures that t ∈ T(s�) is covered.

For case (ii), each transition implies that a neighbor sensor has decided its on/off status,
thereby making some of the covers at s infeasible and increasingly satisfying portions of some
other covers, thus reducing the choices from the finite number of its covers. Eventually, when
the last neighbor decides, s will be able to decide as well becoming on if any target in T(s) is
still uncovered, else going off.

For case (iii), the possibility that all sensors are stuck at their best initial covers is
conventionally broken by a sensor s ∈ C with least id in its current best cover C pro actively
becoming on, even though C may not be completely satisfied. This is similar to the start-up
problem faced by others distributed algorithms such as DEEPS with similar deadlock breaking
solutions. At a later stage, if s is stuck at C, it means that either all its neighbors have decided
or one or more neighbors are all stuck. In the former case, there exists a cover C at s which
will be satisfied with s becoming on (case i). The latter case is again resolved by the start-up
deadlock breaking rule by either s or s� pro actively becoming on.
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Message and time complexities: Let us assume that each sensor s constructs the covers
over its one-hop neighbors to cover its targets in T(s) only. Let S = {s1, s2, ..., sn}
Δ =maxs∈S |N(s, 1)|, the maximum number of neighbors a sensor can communicate with. The
communication complexity of the initial setup phase is O(Δ), assuming that there are constant
number of neighboring targets that each sensor can sense. Also, for each reshuffle round, a
sensor receives O(Δ) status messages and sends out one. Assuming Δ is a constant practically
implies that message complexity is also a constant. Let maximum number of targets a sensor
considers is τ =maxs∈S |T(s)|, a constant. The maximum number of covers constructed by
sensor s during its setup phase is O(Δτ), as each sensor in N(s,1) can potentially cover all its
targets considered. Hence the time complexity of setup phase is O((Δτ)2) to construct the LD
graph over all covers and calculate the priorities. For example, if τ = 3, the time complexity
of the setup phase would be O(Δ6). The reshuffle rounds transition through potentially all
the covers, hence their time complexity is O(Δτ).

9. Variants of the basic algorithm

We briefly discussed some of the properties of the LD graph earlier. For example, an edge
e connecting two covers C and C� yields an upper bound on the cumulative lifetime of both
the covers. However, if w(e), which equals b(s) for weakest sensor s ∈ e, is larger than the
sum of the lifetimes of C and C�, then the edge e no longer constrains the usage of C and C�.
Therefore, even though C and C� are connected, they do not influence each other’s lifetimes.
This leads to our first variant algorithm.

Variant 1: Redefine the edge weight e as follows:

If mins∈eb(s) < lt(C) + lt(C�), then w(e) = mins∈eb(s), else w(e) = 0.

Thus, when calculating the degree of a cover, this edge would not be counted when not
constraining, thus elevating the cover’s priority. Next, the basic framework is exploiting the
degree of a cover to heuristically estimate how much it impacts other covers, and the overall
intent is to minimize its impact. Therefore, we sum the edge weights emanating from a cover
for its degree. However, if a cover C is connected to two covers C� and C�� such that both C�
and C�� have the same bottleneck sensor s, s is depleted by burning either C� or C��. That is, in
a sense, only one of C� and C�� can really be burned completely, and then the other is rendered
unusable because s is completely depleted. Therefore, for all practical purposes, C� and C��
can be collectively seen as one cover. As such, the two edges connecting C to C� and C�� can
be thought of as one as well. This yields our second variant algorithm.

Variant 2: Redefine the degree of a cover C in the LD graph as follows. Let a cover C be
connected to a set of covers V� = C1, C2, , Cq in graph G. If there are two covers Ci and Cj in V�
sharing a bottleneck sensor s, then if w(C, Ci) < w(C, Cj) then V� = V� − Cj else V� = V� − Ci.
With this reduced set of neighboring covers V�, the degree of cover C is

d(C) = ∑C�∈V � w(C, C�)

In the basic algorithm, each sensors constructs cover sets using its one-hop neighbors to cover
its direct targets T(s). However, with the same message overheads and slightly increased time
complexity, a sensor can also consider its neighbors’ targets. This will enable it to explore the
constraint space of its neighbors as well.
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Variant 3: In this variant, each sensor s constructs LD graph over one-hop neighbors N(s, 1)
and targets in

⋃
s�∈N(s,1) T(s�).

Variant 4: In the basic two-hop algorithm, each sensor s constructs LD graph over two-hop
neighbors N(s, 2) and targets in

⋃
s�∈N(s,1) T(s�). In this variant, each sensor s constructs LD

graph over two-hop neighbors N(s, 2) and targets in
⋃

s�∈N(s,2) T(s�).

10. Taming the exponential state space of the maximum lifetime sensor
cover problem

If we consider the LD graph, it is quickly obvious that even creating this graph will take
exponential time since there are 2n cover sets to consider where, n is the number of sensors.
However, the target coverage problem has a useful property - if the local targets for every
sensor are covered, then globally, all targets are also covered. In [35], we make use of this
property to look at the LD graph locally (fixed 1-2 hop neighbors), and are able to construct
all the local covers for the local targets and then model their dependencies. Based on these
dependencies, a sensor can then prioritize its covers and negotiate these with its neighbors.
Simple heuristics based on properties of this graph were presented in [35] and showed a
10-15% improvement over comparable algorithms in the literature. [15] built on this work
by examining how an optimal sequence would pick covers in the LD graph and designing
heuristics that behave in a similar fashion. Though the proposed heuristics are efficient in
practice, the running time is a function of the number of neighbors and the number of local
targets. Both of these are relatively small for most graphs but theoretically are exponential in
the number of targets and sensors.

A key issue that remains unresolved is the question of how to deal with this exponential
space of cover sets. In this paper we present a reduction of this exponential space to a linear
one based on grouping cover sets into equivalence classes. We use [Ci] to denote the equivalence
class of a cover Ci. The partition defined by the equivalence relation on the set of all sensor
covers Given a set C and an equivalence relation �, the equivalence class of an element Ci ∈ C
is the subset of all elements in C which are equivalent to Ci. The notation used to represent the
equivalence class of Ci is [Ci]. In the context of the problem being studied, C is the set of all
sensor covers and for any single cover Ci, [Ci] represents all other covers which are equivalent
to Ci as given by the definition of some equivalence relation �. Our approach stems from the
understanding that from the possible exponential number of sensor covers, several covers are
very similar, being only minor variations of each other. In Section 11, we present the definition
of the relation �, based on a grouping that considers cover sets equivalent if their lifetime is
bounded by the same sensor. We then show the use of this relation to collapse the exponential
LD Graph into an Equivalence Class (EC) Graph with linear number of nodes. This theoretical
insight allows us to design a sampling scheme that selects a subset of all local covers based
on their equivalence class properties and presents this as an input to our simple LD graph
degree-based heuristic. Simulation results show that class based sampling cuts the running
time of these heuristics by nearly half, while only resulting in a less than 10% loss in quality.

11. Dealing with the exponential space

In this section, we present our approach of dealing with the exponential solution space of
possible cover sets. The next section utilizes these ideas to develop heuristics for maximizing
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the lifetime of the network. Even though the total number of cover sets for the network may
be exponential in the number of sensors, for any given cover set, there are several other sets
that are very similar to this set. We begin by attempting to define this notion of similarity by
expressing it as an equivalence relation.

Definition 1: Let � be an equivalence relation defined on the set of all sensor covers such that
Ci � Cj if and only if Ci and Cj share the same bottleneck sensor sbot.

Theorem: � is an equivalence relation
Proof: � is reflexive, since Ci � Ci. � is symmetric, since if Ci � Cj then, Cj � Ci since both
covers Ci and Cj share the same bottleneck sensor. Finally, if Ci � Cj and Cj � Ck, then Ci � Ck
and � is transitive since if Ci shares the same bottleneck sensor with Cj and Cj shares the
same bottleneck sensor with Ck then, clearly both Ci and Ck have the same bottleneck sensor
in common. Therefore, � is and equivalence relation. �
Every equivalence relation defined on a set, specifies how to partition the set into subsets such
that every element of the larger set is in exactly one of the subsets. Elements that are related to
each other are by definition in the same partition. Each such partition is called an equivalence
class. Hence, the relation � partitions the set of all possible sensor covers into a number of
disjoint equivalence classes.

s1

s7
T1 T2

s6

s2

s4

s3

1

4

10
10

10

3

Figure 4. Example Sensor Network

Notation: Henceforth, we represent the equivalence class of covers sharing a bottleneck sensor
si by [si]. Note that this is a slight abuse of notation since si is not a member of this class, but
is instead the property that is common to all members of this class. Hence, [si] can be read as
the equivalence class for all covers having sensor si as their bottleneck sensor.

We now define what we would call the Equivalence Class (EC) Graph. Each node of this graph
represents an equivalence class. Just as the LD graph models the dependency between sensor
covers, the EC Graph models the dependency between classes of covers.

Definition 2: Equivalence Class Graph (EC). The Equivalence Class graph EC = (V′, E′) where,
V′ is the set of all possible equivalence classes defined by � and two classes [si] and [sj] are
joined by an edge for every cover in each class that share some sensor in common. Hence, the
graph EC is a multi-edge graph.

The cardinality of the vertex set of the Equivalence Class Graph is at most n. This result
follows from the observation that for any network of n sensors, there can be at most one
equivalence class corresponding to each sensor, since every cover can have only one of the n
sensors as its bottleneck (in case two or more sensors all have the same battery and are the
bottleneck, sensor id’s can be used to break ties).
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To better understand these definitions, let us consider an example. Consider the sensor
network shown in Figure 4. The network comprises of seven sensors, s1, ..., s7 and two targets,
T1, T2. Observe that T2 is the bottleneck target for the network since it is the least covered
target (8 units of total coverage compared to 33 for T1). Also note that only one sensor, s1 can
cover both targets.

For the given network, the set of all possible minimal sensor covers, S is,

S = {{s2, s6}, {s2, s7}, {s3, s6}, {s3, s7}, {s4, s6}, {s4, s7}, {s1}}
For each individual cover in this set, the bottleneck sensor is the sensor shown in bold face.

Figure 5 shows the Lifetime Dependency graph for these covers. As defined, an edge exists
between any two covers that share at least one sensor in common and the weight of this edge
is given by the lifetime of the common sensor having the smallest battery (the bottleneck).
For example, an edge of weight 4 exists between C1 and C2 because they share the sensor s2
having a battery of 4.
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{S3,S7}
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{S2,S6}

C5
{S3,S6}

C6
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Figure 5. LD Graph for the example network

To obtain the EC Graph from this LD Graph, we add a node to represent the equivalence
class for each sensor that is a bottleneck sensor for any cover. For the above example, given
all sensor covers in the set S, there are three sensors s1, s6, s7 that are each the bottleneck for
one or more covers in S. Hence, the EC Graph is a three node graph. Figure 6 shows the
complete EC Graph for the covers in S. There is a node corresponding to the equivalence class
for each of the three sensors s1, s6, s7 and for each cover in the class we retain edges to the class
corresponding to the bottleneck sensor of the cover on which the edge terminated in the LD
graph. Hence, we have three edges between the nodes s6 and s7.

It is key to realize that the EC graph is essentially an encapsulation of the LD Graph that can
have at most n nodes. This view is presented in Figure 7, where we show the LD Graph that
is embedded into the EC Graph. Each rectangular box shows the nodes in the LD graph that
are in the same equivalence class. This figure also illustrates our next theorem.

40 Wireless Sensor Networks – Technology and Protocols



16 Will-be-set-by-IN-TECH

To better understand these definitions, let us consider an example. Consider the sensor
network shown in Figure 4. The network comprises of seven sensors, s1, ..., s7 and two targets,
T1, T2. Observe that T2 is the bottleneck target for the network since it is the least covered
target (8 units of total coverage compared to 33 for T1). Also note that only one sensor, s1 can
cover both targets.

For the given network, the set of all possible minimal sensor covers, S is,

S = {{s2, s6}, {s2, s7}, {s3, s6}, {s3, s7}, {s4, s6}, {s4, s7}, {s1}}
For each individual cover in this set, the bottleneck sensor is the sensor shown in bold face.

Figure 5 shows the Lifetime Dependency graph for these covers. As defined, an edge exists
between any two covers that share at least one sensor in common and the weight of this edge
is given by the lifetime of the common sensor having the smallest battery (the bottleneck).
For example, an edge of weight 4 exists between C1 and C2 because they share the sensor s2
having a battery of 4.

C1
{S2,S7}

C3
{S4,S7}

C2
{S3,S7}

C4
{S2,S6}

C5
{S3,S6}

C6
{S4,S6}

C7
{S1}

4

1

4

1

10 10

1

4

10

Figure 5. LD Graph for the example network

To obtain the EC Graph from this LD Graph, we add a node to represent the equivalence
class for each sensor that is a bottleneck sensor for any cover. For the above example, given
all sensor covers in the set S, there are three sensors s1, s6, s7 that are each the bottleneck for
one or more covers in S. Hence, the EC Graph is a three node graph. Figure 6 shows the
complete EC Graph for the covers in S. There is a node corresponding to the equivalence class
for each of the three sensors s1, s6, s7 and for each cover in the class we retain edges to the class
corresponding to the bottleneck sensor of the cover on which the edge terminated in the LD
graph. Hence, we have three edges between the nodes s6 and s7.

It is key to realize that the EC graph is essentially an encapsulation of the LD Graph that can
have at most n nodes. This view is presented in Figure 7, where we show the LD Graph that
is embedded into the EC Graph. Each rectangular box shows the nodes in the LD graph that
are in the same equivalence class. This figure also illustrates our next theorem.
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Figure 6. EC Graph for the example network

Theorem: For sensor covers in the same equivalence class, the induced subgraph on the LD
Graph is a clique
Proof: This theorem states that for the nodes in the LD graph that belong to the same class,
the induced subgraph is a clique. Since by definition, all sensor covers in a class [s] share the
sensor s as their bottleneck sensor, the induced subgraph will be a complete graph between
these nodes. �
Also, a subtle distinction has been made between inter-class edges and intra-class edges in
going from the LD graph to the EC graph.
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Figure 7. EC Graph for the example network along with the LD Graph embedded in it

12. Sampling based on the equivalence class graph

The previous section defined the concepts behind reducing the exponential space of covers in
the LD Graph to the linear space of the EC Graph. In this section, we build on these concepts
to discuss techniques for generating a limited number of covers for the LD Graph. Specifically,
our goal is to improve the timing performance of the distributed algorithms we presented in
[15, 35]. As presented, the EC Graph is not very useful since it still requires the exponential LD
graph to be populated, before it can be constructed. However, by realizing that the exponential
space of cover sets can be expressed in this linear space of equivalence classes, we can generate
only a subset of the set of all covers.
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Recall that even though the number of global sensor covers is exponential in the number
of sensors, our heuristics presented in [15, 35] worked by constructing local covers. After
exchanging one or two hop coverage information with neighboring sensors, a sensor can
exhaustively construct all possible local covers. A local cover here is a sensor cover that covers
all the local targets. The number of local covers is also exponential but is determined by the
maximum degree of the graph and the number of local targets, typically much smaller values
than the number of all sensors or targets. The heuristics then construct the LD graph over
these local covers. The choice of which cover to use is determined by looking at properties of
the LD graph such as the degree of each cover in the LD graph.

By making use of the idea of related covers in the same equivalence class, our goal is to use our
existing heuristics from [15, 35] but to modify them to run over a subset of the local covers as
opposed to all local covers. This should give considerable speedup and if the subset is selected
carefully, it may only result in a slight reduction of the overall lifetime. We present such a
local cover sampling scheme in Section 12.1 and then present the modified basic algorithm
of [15, 35] to operate on this sample in Section 8. Finally, we evaluate the effectiveness of
sampling in Section 13.

12.1. Local bottleneck target based generation of local cover sets

Understanding the underlying equivalence class structure, we now present one possible way
of generating a subset of the local cover sets. Our approach is centered around the bottleneck
target. For any target ti, the total amount of time this target can be monitored by any schedule
is given by:

lt(ti) = ∑
{s | ti∈T(s)}

b(s)

Clearly there is one such target with the smallest lt(ti) value, and is hence a bottleneck
for the entire network [40]. Without global information it is not possible for any sensor to
determine if the global bottleneck is a target in its vicinity. However, for any sensor s, there
is a least covered target in T(s) that is the local bottleneck. A key thing to realize is the
fact that the global bottleneck target is also the local bottleneck target for the sensors in its
neighborhood. Hence, if every sensor optimizes for its local bottleneck target, then one of
these local optimizations is also optimizing the global bottleneck target. We use tbot to denote
this local bottleneck target. Let Cbot be the set of sensors that can cover this local bottleneck
target.That is,

Cbot = {s | tbot ∈ T(s)}
Implementation: This understanding of bottleneck targets, along with our definition of
equivalence classes, now gives us a simple means to generate local covers. Since no coverage
schedule can do any better than the total amount of time that the global bottleneck can be
covered, instead of trying to generate all local covers, what we really need are covers in
the equivalence classes corresponding to each sensor si ∈ Cbot, such that each class can be
completely exhausted. Also, to only select covers that conserve the battery of the sensors in
Cbot, we want to ensure that the covers we generate are disjoint in Cbot. In terms of equivalence
classes, for any two classes [si] and [sj] such that si, sj ∈ Cbot, we want to generate cover sets
that are in these classes but do not include both si and sj.
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To generate such cover sets, we can start by picking only one sensor s�bot in Cbot. This ensures
that the local bottleneck target is covered. For each target ti in the one/two-hop neighborhood
being considered, we can then randomly pick a sensor s, giving preference to any s /∈ Cbot.
Note that this does not necessarily create a sensor cover in the class [s�bot], since any one of our
randomly picked sensors could be the bottleneck for the cover generated. However, replacing
that sensor with another randomly picked sensor that covers the same target ensures that
the we finish by using a cover in [s�bot]. Such a selection essentially ensures that we burn
the entire battery of this sensor s�bot in Cbot through different covers, while trying to avoid
using other sensors in Cbot. This process is then repeated for every sensor in Cbot. Hence,
instead of generating all local covers, we only generate a small sample (constant number) of
these corresponding to the equivalence class for each sensor covering the bottleneck target
and some related randomly picked covers. We already showed that there can be at most n
equivalence classes for the network. Thus, the sampled graph generated has O(n) nodes. If we
consider the maximum number of sensors covering any target as a constant for the network,
sampling only takes cumulative time of O(nτ), where τ = maxs∈S|T(s)|, since we do this for
n sensors, each of which has a maximum of τ targets to cover, which are in turn covered by
a constant number of sensors (as per our assumption). Even if this assumption is removed,
in the worst case, all n sensors could be covering the same target making the time complexity
O(n2τ). Next, we run our basic heuristic from [35] on this sampled LD graph.

13. Performance evaluation

In this section, we evaluate the performance of the proposed sampling scheme and evaluate
it against our degree based heuristics of [35]. By not constructing all local covers and
instead constructing a few covers for key equivalence classes, we should achieve considerable
speedup. But the effectiveness of sampling can only be evaluated by analyzing its tradeoff
between faster running time for possible reduced performance. The objective of our
simulations was to study this tradeoff. For completeness, we create both one-hop and two-hop
versions of our sampling heuristic and also compare its performance to two other algorithms
in the literature, the 1-hop algorithm LBP [4] and the 2-hop algorithm DEEPS [5].

In order to compare the equivalence class based sampling against our previous degree based
heuristics, LBP, and DEEPS, we use the same experimental setup and parameters as employed
in [4]. We carry out all the simulations using C++. For the simulation environment, a static
wireless network of sensors and targets scattered randomly in 100m× 100m area is considered.
We conduct the simulation with 25 targets randomly deployed, and vary the number of
sensors between 40 and 120 with an increment of 20 and each sensor with a fixed sensing
range of 60m. The communication range of each sensor assumed to be two times the sensing
range [44, 46]. For these simulations, we use the linear energy model wherein the power
required to sense a target at distance d is proportional to d. We also experimented with the
quadratic energy model (power proportional to d2). The results showed similar trends to those
obtained for the linear model.

Figure 8 shows the Network Lifetime for the different algorithms. As can be seen from the
figure, the sampling heuristics is only between 7-9% worse than the degree based heuristic.
Sampling also outperforms the 1-hop LBP algorithm by about 10%. It is interesting to observe
that for smaller network sizes, sampling is actually much closer to the degree-based heuristics
in terms of performance.
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Figure 8. Comparison of Network Lifetime with 25 Targets

Figure 9. Comparison of Running Time with 25 Targets

Algorithm n=40 n=80 n=120
LBP [4] 12.4 29.1 40.1
Degree-Based [35] 13.8 33.4 45.6
Sampling-Based 13.7 30.3 42.1
Randomized-Sampling 10.1 17.6 30.1

Table 3. Comparison of Network Lifetime for 1-hop algorithms

Now that we have seen that sampling works well when compared to the degree based
heuristic, the question that remains to be answered is how much faster is the sampling
algorithm? Figure 9 compares head-to-head the running time for the degree based heuristic
(potentially exponential in m) and the linear time sampling algorithm. As can be seen from
the figure the running time for the sampling algorithm is about half of the running time for
the degree-based heuristic.

Finally, we individually study the 1-hop (Table 3) and 2-hop (Table 4) sampling heuristics with
comparable algorithms. For the 1-hop algorithms, we also include a randomized-sampling
algorithm that makes completely random picks for each target, without considering properties
of the equivalence classes. The intention is to ensure that the performance of our
sampling-heuristic can be attributed to the selection algorithm. For the 2-hop versions of
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Algorithm n=40 n=80 n=120
DEEPS [5] 14.1 32.7 46.1
Degree-Based (2-hop) [35] 15.2 36.2 49.6
Sampling-Based (2-hop) 14.4 33.4 47.5

Table 4. Comparison of Network Lifetime of 2-hop algorithms

our proposed sampling heuristic, the target set T(s) of each sensor is expanded to include
∪s�∈N(s,1)T(s

�) and the neighbor set is expanded to all 2-hop neighbors, i.e., N(s, 2). Covers are
now constructed over this set using the same process as before. As can be seen from the table,
both the 1-hop and 2-hop version are under 10% worse than the comparable degree-based
heuristics. Also, the 2-hop sampling slightly outperforms the DEEPS by a 5% improvement in
network lifetime.

14. Conclusion

Despite a lot of recent research effort, creating real-world deployable sensor networks remains
a difficult task. A key bottleneck is the limited battery life of sensor motes. Hence, energy
conservation at every layer of the network stack is critical. Creating realistic theoretical
models for problems in this domain that take this into account remains a challenge. Our work
addresses energy efficiency at only point in the network stack. However, a holistic approach
to energy efficiency design should not only account for energy concerns in each layer of the
network stack for problems like routing, medium access etc., but also consider cross-layer
issues and interactions.

In this chapter, we present innovative models and heuristics to address the coverage problem
in Wireless Sensor Networks. Our work points to the potential of lifetime dependency graphs
while serving to highlight the shortcomings of using standard distributed algorithms to this
problem. In order to successfully bridge the gap between the theory and practice of wireless
sensor networks, there is a clear need for algorithms that are designed keeping the unique
constraints of these networks in mind. The improvements in network lifetime obtained by
our approach using the dependency graph and heuristics that stem serve to underscore this
point.
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1. Introduction 

A wireless sensor network (WSN) is a collection of spatially distributed, resource-
constrained sensor nodes, deployed within an application area, to monitor a specific event 
or set of events. These sensor nodes are standalone devices without access to a continuous 
energy source and are located either within or close to the phenomena they are observing. 
The nodes communicate with one or more central control point(s), generally called a sink or 
base station. A typical sensor node comprises a sensing unit, a small processing unit to 
perform simple computations, a transceiver unit to connect nodes to the network and a 
power unit. Some nodes are also equipped with a location finding system [1]. A WSN 
application contains hundreds to thousands of sensor nodes. These sensor nodes are 
designed for unattended operation and are generally stationary after deployment.  

One of the main criteria in designing a WSN application is prolonging network lifetime and 
preventing connectivity degradation through aggressive energy management. There is a 
trade-off between a node’s energy, node range, size and cost. Due to the need to conserve 
battery lifetime, the sensor nodes operate with low duty cycles and communicate 
sporadically, over short distances with low data rates. In WSNs the flow of data is 
predominantly unidirectional, from nodes to sink [2]. The limited resources, non-renewable 
power supply and short radio propagation distances, (and hence large number required for 
deployment), of sensor nodes impose constraints on WSN applications not found in wired 
networks. A WSN differs from local area networks in the following key areas [3, 4]: 

 Each sensor node communicates with one or more base stations (sinks). Traffic is 
mainly between individual sensor nodes and a base station. 

 The network topology is a multi-hop star-tree that is either flat or hierarchical. 
 They are used in diverse applications which may have different requirements for QoS 

and reliability. 
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 Most network applications require dense deployment and physical collocation of nodes. 
 Individual sensor nodes have limited resources in terms of processing capability, 

memory and power. 
 Power constraints result in small message sizes 
 The placement of nodes in a WSN is application dependent and may not be pre-

determined. 

A WSN also differs from other wireless networks, such as cellular networks and mobile ad hoc 
networks (MANETS) because these networks are linked to a wired or renewable energy 
supply. In cellular networks and MANETS, the organising, routing and mobility management 
tasks focus on optimizing quality of service (QoS) and ensuring high bandwidth efficiency. 
There is a large amount of network traffic and the data rate is high to cater for the demand for 
multimedia rich data. These networks are designed to provide good throughput/delay 
characteristics under high mobility conditions [2]. Energy consumption is of secondary 
importance as the battery packs can be replaced or re-charged as needed. 

As the term ``wireless'' implies, there is no fixed physical connection between sensors to 
provide continuous energy and an enclosed communication medium. This creates two 
problems, firstly, the sensor has a finite amount of energy, which once depleted, disables the 
sensor and hence reduces network lifetime. Secondly, all transmitted messages will be 
detected by any listening device within receiving range, which then has to decide whether 
to accept, forward or ignore the message. This signal transmission and reception has a 
power cost. In addition, many WSN applications do not have a pre-planned network 
topology and nodes are only aware of their immediate neighbours. When routing a message 
to a sink, the nodes closest to the sink receive a disproportionate amount of messages, 
resulting in their energy being consumed earlier. 

Initial message routing protocols assumed the sink or destination node was in a fixed 
location, and that network nodes had no or limited knowledge of the network topology [5]. 
An area of active research for a number of years has been how to notify the central sink (or 
monitoring hub) about an event in real-time by utilising the minimum amount of power of 
sensor nodes. Strategies to improve node energy efficiency include using multiple sinks in 
the application area and the use of mobile sinks to collect data from stationary sensor nodes 
to prevent nodes close to a sink from having their energy depleted and hence decreasing 
network lifetime. 

A model for optimum path movement of mobile sinks to reduce the number of messages 
transmitted and received by an individual sensor node is proposed. An investigation is 
conducted into the optimum route a mobile sink can travel that will reduce the number of 
messages transmitted within a network, allow equitable usage of all nodes to transfer an 
event message and still allow an event to be reported in real-time. 

In the following sections a brief discussion of the use of mobile elements in WSNs as well as 
current research using mobile sinks and/or nodes to improve the energy efficiency of 
routing protocols is provided. The algorithm to transmit data from a sensor node to a 
mobile sink is discussed and the results analysed. 
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2. Mobile entities 

The application and routing challenges presented by static nodes in a dense, multi-hop 
WSN has led to the investigation of the use of mobile elements in WSNs for data collection 
and/or dissemination. The advantages of using mobile entities in WSNs include [6, 7]: 

1. Improved reliability as there is less contention and collisions within the wireless 
medium because data can now be collected directly through single or limited hop 
transmissions. 

2. Reduced reliance on nodes located close to a static sink to route messages to the sink, 
resulting in increased energy efficiency and network lifetime. 

3. Improved connectivity as mobile nodes can enable the retrieval of collected 
measurements from isolated regions of the sensor application area. 

4. Sparse network architecture implies reduced application cost as fewer nodes are 
required and nodes can utilise mobile elements already present in the application area 
such as trains, cars, wildlife, and livestock etc.  

The use of mobility in WSNs introduces complications not found in static WSN applications, 
such as detecting when nodes are within transmission range of a mobile sink, ensuring 
reliable data transfer as nodes may move as messages are exchanged, tracking sink location 
and design of a virtual backbone to store data reports so that the mobile sink can easily 
collect them, and managing sensor nodes to support sink mobility [6, 7]. 

Current strategies for data collection and dissemination using mobile elements include a 
rendezvous-based virtual infrastructure which uses limited and unlimited multi-hop relays 
to route data messages, or a backbone-based approach where mobile sinks only 
communicate with pre-defined cluster heads or gateways, or passive data collection where 
there is direct communication between the source and sink [7, 8]. 

The mobility patterns of mobile elements (sinks and relays) are dependent on the type of 
WSN application, its data collection requirements and the controllability of the mobile 
elements. Current mobility patterns can be classified into the following categories [6, 8]: 

1. Random mobility: no network information required because communication does not 
occur regularly but with a distribution probability. This method does not provide 
optimal increases in network lifetime due to the need for continuous sink position 
updates and route reconstruction.  

2. Predictable or deterministic mobility: mobile elements enter range of sensor nodes at 
regular, periodic times to collect data, and allow the sensor nodes to predict arrival of 
mobile entities. 

3. Controlled mobility: the mobile elements movements are not predictable but are 
controlled by network parameters such as maximum and minimum residual energy of 
sensor nodes on a data route, event location, and the mobile elements trajectory and 
speed. In addition, the mobile entities can be instructed to visit individual nodes at 
specific times, and stop at nodes until they have collected all buffered data. 
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3. Related work 

According to Akkaya, Younis and Bangad [9],, finding an optimal location for the sink in a 
multi-hop network is a complex problem, NP hard in nature. The complexity results mainly 
from two factors. The first factor is the potentially infinite possible positions that the 
gateway can be moved to. Second, for every interim solution considered during the search 
for an optimal location, a new multi-hop network topology needs to be established in order 
to qualify that interim solution in comparison to the current or previously picked location in 
the search. A mathematical formulation of the problem would involve a huge number of 
parameters including the positions of all deployed sensors, their state information such as 
energy level, transmission range, etc., and the sources of data in the networks.. The authors 
propose moving the sink to the top relay nodes location. The sink is assumed to know the 
geographical location of deployed sensors. In the solution proposed in this article, an 
optimum location is not sought but an optimum path for a mobile sink that will ensure 
equitable usage of all nodes to transport data messages to the mobile sink node.  

Research undertaken by Somasundara et. al [10] shows that the energy consumption in a 
network using a mobile base station is significantly less than that of a static network. The 
authors propose moving the base station around the application area. When the base station 
is within range of sensor nodes, it collects event data. This is not an optimum real-time 
solution as the sensor nodes have to wait for the base station to arrive before transmitting 
event information but is feasible in delay-tolerant applications such as environmental 
monitoring. A key difference between this researcher’s proposed ideas and the model 
presented here is that in the model presented here an optimum path within the application 
area, along which one or more mobile sinks travel is calculated. 

Huang, Zhai and Fang [11] consider a wireless network where the sensors are mobile, 
(applications such as tracking free-ranging animals, both wild or farm livestock). The problem 
focused on in this paper is on improving the robustness of routing when there are path 
breakages in the communication channel due to node mobility. The suggested solution is the 
use of a cooperative, distributed routing protocol to combat path breakages. The writers 
assume that the intended path or route between the source and destination is already known 
and neighbouring nodes can be used if the communication channel on the intended path fails. 
Our primary research focus in this paper is the calculation of an optimum path for a mobile 
sink to reduce the number of messages required to be re-transmitted when sending a message 
to a sink in the WSN. However, we will have to take cognisance of possible path breakages 
that may occur during the development of optimal routes. 

Vupputuri, Rachuri and Ram Murthy [12] use mobile data collectors to achieve energy 
efficient and reliable data communication. When an event occurs, sensor nodes inform the 
nearest data collector. The data collector aggregates the event information and with a 
specified reliability factor (R) informs the base station. The primary focus of the authors’ 
investigation is determining a mobile strategy for the data collectors to ensure reliable and 
energy efficient event reporting. The mobility strategy does not consider how to optimise 
the changing locations of the data collectors. The authors focus on reducing the number of 
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messages sent and received by nodes close to the base station to improve network lifetime 
as well as ensuring that multiple paths are used to improve network reliability. 

Gu, Bozdag and Brewer [13] use a partitioning-based algorithm to schedule the movements 
of mobile sinks in order to reduce data loss due to buffer overflow while waiting for a sink 
to arrive. This aspect is ignored in our proposed solution. Other recent research activity in 
this field, include the work of Marta and Cardei [14] where mobile sinks change their 
location when the nearby sensors’ energy becomes low, and determines the new location by 
searching for zones where sensors have more energy. Heinzelman, Chandrakasan and 
Balakrishnan [15] have proposed have proposed a combination hierarchical and cluster 
based scheme that groups sensors and appoints a cluster head to transmit messages to the 
sink, thus saving the surrounding nodes energy (LEACH). The small percentage of cluster 
heads are randomly re-selected to improve node longevity of nodes located close to cluster 
heads. Patel, Venkatesan and Chandrasekaran [16] propose a Lexicographic Maximum 
Lifetime Vector routing scheme to maximise the first, second and so forth set of nodes time 
until their battery energies are depleted. 

The use of a mobile relay to route all traffic passing through a static node for a specified 
period of time, is discussed by Wang et. al. The mobile relay traverses a concentric circle that 
stays within a two-hop radius of the sink. The authors show that the use of a mobile relay 
can improve a WSN’s lifetime by 130%. Additional experiments show that a mobile sink, 
moving around the perimeter of a large and dense network, can best optimise WSN lifetime 
compared to a mobile relay or using resource rich static relays located close to a static sink 
[17]. The results of this paper indicate that the mobile relay should be a maximum of two 
hops from a static sink and that only nodes within a maximum of 22 hops from the sink 
need to be aware of the location of the mobile relay. The use of both a mobile sink and a 
mobile relay prevent over-utilisation of static nodes located close to the sink to route 
messages to the sink and hence increase overall WSN lifetime. We do not consider the use of 
a mobile relay in the solution discussed in this chapter and focus exclusively on an optimum 
path for a mobile sink to follow within a WSN application area.  

A multi-sink heuristic algorithm (HOP) is proposed by Ben Saad and Tourancheau to find 
the best way to move mobile sinks in order to improve the lifetime of large scale sensor 
networks. Sinks are relocated to nodes located the maximum number of hops from a sink as 
it is assumed that these node will have higher residual energy as the nodes will not be 
required to re-transmit messages destined for a sink [18]. The minimum amount of time a 
sink will spend at a specific location is 30 days. The proposed algorithm is compared against 
schemes using static sinks, sinks moving along the periphery of the network, sinks moving 
randomly and sinks moving according to an Integer Linear Programming algorithm, in 
terms of network lifetime and residual energy at each sensor node. The results of 
simulations indicate the HOP algorithm achieves significant improvement in network 
lifetime over the other algorithms and that there is more even distribution of residual energy 
per sensor node. The HOP algorithm differs from the solution proposed in this paper, 
because HOP assumes that the sinks are not continuously mobile but are moved after a 
specified number of days to different locations within the building.  
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4. Algorithm design 

To reduce the number of messages received and re-transmitted by nodes closest to the  
sink, it is proposed that one or more mobile sinks follow a path in the application area based 
on the calculated number of hops from a sink. The path should (1) ensure reliable 
communication between nodes and sink(s), (2) ensure the even distribution of messages 
received and transmitted within the application area to reach a sink destination, and  
(3) enable real-time processing of event messages. Consider the following definitions in 
Table 1: 
 

Variable Description 
 Width of application area 
 Length of application area 
 Node and mobile sink communication range 
 Minimum starting X point on the mobile path 
 Maximum ending X point on the mobile path 
 Minimum starting Y point on the mobile path 
 Maximum ending Y point on the mobile path 

 
Number of hops to nearest node within communication range of the mobile 
sinks path. 

 Distance between each sink broadcast “hello” message. 

 
Number of times the “hello” message is broadcast to complete one loop around 
the calculated path 

 The constant acceleration of the mobile sink 
 The constant deceleration of the mobile sink 

 Initial velocity of mobile sink 
 Final constant velocity of mobile sink 

 
Distance the mobile sink has to traverse after accelerating from zero velocity to 
reach required velocity. 

 
Distance the sink has to traverse after decelerating from constant velocity to 
when the sink stops (zero velocity) 

 
Distance the sink has to traverse moving at constant velocity before next “hello” 
type message is broadcast 

 Time sink to accelerate from zero to constant velocity 
 Time for sink to decelerate from constant velocity to zero 

 
Time for sink moving at constant velocity to traverse the required distance 
before next “hello” message is broadcast 

 
Total time sink takes to complete one loop of its calculated path transmitting 
messages at required intervals 

 
Time a mobile sink will stop, broadcast a “hello” type message and wait for 
responses from surrounding nodes 

Table 1. Definitions of variables used in calculations of mobile sink path 
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4.1. Calculation of optimum path for one mobile sink 

For one sink, the optimum path must be equidistant from any furthest node in the 
application area. The maximum distance a message from a node on the perimeter of the 
application area travels before reaching a node within communication range of the mobile 
sink must be the same as the maximum distance from a node at the centre of the application 
area to a node within communication range of the mobile sink. If one sink is located in the 
centre of the application area, then for a square or rectangle shaped area, the number of 
hops a message from a node at the farthest end of a square or rectangular application area 
has to travel to reach the sink is approximately: 

  ������� = � �
���� � ( �

���).  (1) 

For a circle shaped application area, nodes at the perimeter are distance r (where r is the 
radius) from the centre. Thus the number of hops for nodes on the perimeter is: 

  ����������� = �
�.  (2) 

To ensure equidistance between nodes at the centre of the application area and nodes at the 
perimeter of the application area, the number of hops should be almost the same, i.e. �� .  

Since the application area dimensions (X and Y for square and rectangular shapes or r for 
circular shapes), and the range of the nodes (R) is known, the maximum number of hops a 
message ���� has to be re-transmitted before reaching a node that is within communication 
range of the mobile sink’s path can be calculated as follows: 

Square or rectangular shape 

 ��� = � �
���� � ( �

���)  (3) 

Circular shape 

 ������� = �
���   (4) 

������ �(�����) = ���(�) = �����(�)  
���� �(�����) = ����(�) = ����(�)  
Once the number of hops has been calculated, the optimum path of a mobile sink can be 
calculated as shown below: 

Calculation of optimum path: 

Square or rectangular shape: 

 �� = � � (���� )   (5) 

 ��� = � � (�� � (���� ))   (6) 
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 �� � � � ����� )   (7) 

 �� � � � �� � ����� ))   (8) 

Circular shape: 

 ����� � ������� � �   (9) 

Consider the nodes placed in a 300mx300m WSN as shown in Figure 1. The nodes’ range is 
assumed to be 30m and thus each node is placed 30m from the previous node. The optimum 
path for the mobile sink calculated based on Equations [5], [6], [7] and [8]. Nodes within the 
immediate communication range of the mobile sink node act as temporary stores for any 
message destined for the sink. As the sink passes along the path, these nodes pass the message 
to the sink. This results in a short delay between the time an event occurs and the time the sink 
receives the message. If the sink needs to be notified immediately, the node can calculate 
where in the mobile path the sink currently is and re-route the message to the sink. 

 
Figure 1. Path for a mobile node to follow in a 300mx300m application area. 
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4.2. Optimum path for multiple mobile sinks 

For multiple sinks, the WSN application area should be sub-divided optimally. Thus the 
number of sinks and number of squares must be a square of a positive integer number, i.e. 
����� = {1�, 2�, 3�, 4� … }. The size of each square is calculated as follows: 

  � = �
������

������ = �
������

   (10) 

Using Equations [5], [6], [7], [8] and [10] the mobile path for each sink can be calculated. 
Figure 2 shows the number of sub-divisions and mobile paths calculated for the same 
300mx300m WSN application area shown in Figure 1 for one mobile sink. The size of the 
application area is small, so for four square sub-divisions, each node in the WSN application 
area will be within communication range of the mobile path. 

 

 
 

Figure 2. Four mobile sinks and each sinks path in a 300mx300m application area. 



 
Wireless Sensor Networks – Technology and Protocols 58 

If there are multiple sinks, then the actual load is spread among more nodes. In Figure 2, the 
number of sinks and the optimum mobile path can be calculated to ensure that all nodes are 
within communication distance of a mobile sink’s path, with the possible exception of nodes 
at the perimeter of the WSN application area. For example, nodes 1, 6, 11, 56, 61, 66, 111, 116 
and 121 may require an intermediate node to pass the message on in Figure 2. To ensure 
connectivity, this set of nodes can be moved closer to the sink node’s path, as shown in 
Figure 3. The path each sink has to travel is even shorter and hence the calculated time to 
complete one loop is less. 

When an event occurs, the sensing nodes aggregate the data and elect a single node to 
forward the message to the sink. In Figure 2, as each node is one hop from the path of the 
mobile sink, the message will be stored by the elected node until the sink passes by and 
requests messages. In Figure 1, the message is stored by any node in direct communication 
range of the mobile sink as it moves along the path. Most nodes in the WSN application area 
of Figure 1 are two hops away from the path of the mobile sink. Nodes at each corner are at 
most three hops from the path of the mobile sink because it is assumed that the corner nodes 
are moved slightly into the application area as shown in Figure 3 to be within 
communication range of at least three nodes. 

Only nodes which have a minimum of four immediate neighbours will re-transmit the event 
message. This ensures that nodes on the perimeter of the application area do not 
unnecessarily re-transmit the message. The event message is only re-broadcast until it is 
received by an intermediate node that is in direct communication range of the path of the 
mobile node. The message is stored and when the mobile node passes the intermediate 
node, all stored messages are transmitted to the mobile sink. Real-time event messages can 
be forwarded to nodes that will be closer to the sink’s path based on the calculations 
described at the end of this section. 

 
Figure 3. Moving corner nodes within communication range of mobile sink path 

4.3. Calculation of distance between each “hello” broadcast message from 
mobile sink 

To ensure complete coverage of all nodes neighbouring the path, the calculation of the 
distance between transmitting a “hello” broadcast message and waiting for responses from 
surrounding nodes is shown below: 
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�� = � � �
�  

 � = ���
�   (11) 

The number of times the sink stops and broadcasts a “hello” type message is given by the 
following formula: 

 ������ = ��(������)����(������)
�    (12) 

4.4. Time for a mobile sink to complete one loop around the path 

The mobile sink first moves along the path and greets all nodes within communication 
range. The mobile sink transmits a “hello” greeting message at every � metres requesting 
any of the surrounding nodes to return any data messages they may have temporarily 
stored while waiting for the sink to return. The message contains the mobile sink’s ID, 
velocity and acceleration, sink direction, its intended path, and when it calculates it will 
return to its current position as well as a list of all nodes that have responded to its greeting 
thus far. Initially, during the first loop of the mobile sink, the path list will be incomplete, as 
the sink is not yet aware of all nodes in its path range. When the mobile sink completes its 
first loop, it will have obtained a reasonably accurate network topology of all nodes within 
communication range of its path and their locations. The mobile node will re-broadcast this 
list as it continues to loop around its path, so that even if some nodes were asleep during 
previous cycles, these nodes can still obtain the list to update their records.  

In the event that a real-time event message needs to be reported to the mobile sink, the 
initial node that is elected to receive the event message, as it is within communication range 
of the sink or the actual node that detected the event, can transmit the message to the sink, 
using this list and its knowledge of the mobile sink's velocity and intended path, to 
determine the optimum nodes to use to route the message to the sink. The messages 
transmitted between the nodes will travel faster than the mobile sink so the message will be 
delivered to the sink faster than waiting for the sink to pass by again. 

4.5. Calculation of total time it takes a sink to complete one loop across the 
mobile path 

4.5.1. Sink stop-start movement with non-uniform velocity 

Initially the sink will have to move from a state of rest or initial velocity of zero to a 
constant, specified velocity. The time it takes a mobile sink to accelerate to a constant 
velocity can be calculated using the following equation: 

� = �����
���   

The initial and final speed as well as the acceleration of the mobile sink is known. Thus, the 
time it takes the mobile sink to accelerate from zero and reach constant velocity is: 
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 ��� = �����
� 	 (13) 

The distance the mobile sink has to traverse after accelerating from zero velocity to when the 
sink reaches the required constant velocity is: 

 	��� = �
� ����� 	 (14) 

The sink will have to decelerate to stop before it broadcasts another “hello” type message. 
The time it takes a mobile sink to decelerate to a stop is similar to equation [13], i.e.  

 ��� = ��������
����� 	 (15) 

The distance the mobile sink has to traverse after decelerating from constant velocity to zero 
velocity, i.e. to when the sink comes to a standstill, can be calculated as follows:  

 ��� = �
� �����   (16) 

Now, the time the mobile sink will spend at constant velocity can be calculated based on the 
distance between each time the sink node broadcasts a “hello” type message: 

��� = 	� � (��� � ���) = �� � �
� �����   

Since at constant velocity, a=0,  

 ��� = ���
�� 	 (17) 

If ����� is the time a mobile sink will stop, broadcast a “hello” type message and wait for 
responses from surrounding nodes, the total time for a node to complete one loop along the 
calculated path is given by the following formula: 

 ������ = ������ � (����� �	��� � ��� � ���)  (18) 

Each node within communication range of the mobile sink’s path must be able to perform 
the above calculations. When one of these nodes receives an event message that it has to re-
transmit to the mobile sink, it can calculate the time delay before the sink will again pass by, 
based on the above equations. The node can then determine, based on the message status 
and urgency, whether to wait for the mobile sink to pass within communication range or 
whether to route the message to a node closer to the mobile sink. The sink path information 
contained in the previous “hello” message is used to determine which node to request to 
forward the message to the sink. As electromagnetic waves travel much faster than the 
mobile sink, this will ensure that the event message reaches the sink in real-time. 

4.5.2. Sink movement with uniform velocity 

The previous calculations are based on the mobile sink stopping before it broadcasts a 
“hello” type message. The stopping and re-starting by the mobile sink will increase the time 
it takes a mobile sink to complete a loop around the calculated mobile path. A variation on 
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the above calculations is to assume that the mobile sink moves at constant velocity without 
stopping. When the mobile sink reaches a “hello” broadcast point it will transmit a “hello” 
type message to all nodes and continue moving at constant velocity. Because 
electromagnetic waves travel much faster than the mobile sink, the mobile sink should be 
able to send and receive all responses from surrounding nodes before it moves out of radio 
range. Then Equation [18] becomes: 

 ������ = �∗(���	��)�	�∗(���	��)
��    (19) 

Of course the mobile node will have to decelerate when it approaches a corner to turn, but 
within the experimental simulation it is assumed that this time to turn is negligible.  

5. Experimental simulation 
The experimental setup used the Network Simulator (NS-2). In NS-2 the mobile nodes move at 
constant velocity. As this was a simulation environment, the mobile node did not require time 
to accelerate to a constant final velocity or to decelerate when turning a corner. Therefore, the 
time calculations are based on the node moving at constant velocity around a square path.  

Changes were made to certain C++ programs in the NS-2.3.5 version to enable the node to 
move along the specified path and periodically send “hello” type messages. A Tcl script 
defined the parameters of the path the node travelled on and stored the event messages 
received by nodes along the mobile node’s path. When a mobile node passed by a node with 
stored event messages, the node would pass these messages onto the mobile sink. 

Experiments were run to determine the time it takes to complete one loop around the 
calculated path as shown in Figure 1. This time was verified with the calculated time, using 
Equation (15). Thereafter an event message was broadcast from a node on the perimeter of 
the application area, and the effect on surrounding nodes was analysed. The velocity of the 
mobile sink was set at 10 m/s. The range of the nodes was assumed to be 30m. 

Using Equation [3], the number of hops was calculated to be: 

��� = � 300
(4 ∗ 30)� � � 300

(4 ∗ 30)� 

= 20
4  

	= 5 hops 

Using Equations [5], [6], [7] and [8] the path can be calculated as follows: 

�� = 	�� = � ∗ ����2 � 

(use the integer value, i.e. floor())                    	= 30 ∗ ����  

   	= 60 
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�� = ��� = �00 � �� � ����2 �� 

(use the integer value, i.e floor())              �= �00 � ��0 � �����  

                                                                        = 240 

The corner node (node 1 from Figure 1) is moved slightly into the application area (i.e. x = 10 
and y = 10) to enable a message from node 1 to reach a node with at least 4 neighbours (in 
this case node 13). Figure 4 shows the experimental network topology for a 300 by 300 
application area with a node range of approximately 30m. 

 
 
 

 
 

 

Figure 4. Experimental Setup with node 1 moved slightly into the application area. 
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Figure 4. Experimental Setup with node 1 moved slightly into the application area. 

 
Calculation of an Optimum Mobile Sink Path in a Wireless Sensor Network 63 

6. Results and analysis 

Using Equation [19] the time it will take a mobile node moving at a constant velocity of 
10m/s to complete one loop along the calculated path is calculated. 

	������ =
2 ∗ (240 − 	60) + 	2 ∗ (240 − 	60)

10 	 

	������ = �2	�������	 
The NS-2 Tcl script was run and the time taken for the mobile node to complete one loop 
around the calculated path as shown in Figure 1 is 72 seconds. 

An analysis of the number of messages received by nodes neighbouring the mobile node’s 
path is shown in Figure 5. As can be seen, certain nodes receive more than one message. 
These nodes are on the perimeter of two intersecting “hello” type messages sent from the 
mobile sink as shown in Figure 1. Thus nodes 36, 37, 26, 27 etc. receive a “hello” message 
from the mobile node twice. To prevent this duplication of received messages from the 
mobile node, the researcher suggests that the neighbouring nodes go into sleep mode for a 
specified time period after receiving the first “hello” type message from the mobile node. 
This should ensure that all nodes neighbouring the mobile node’s path only receive one 
message per complete loop of the circuit.  

 
Figure 5. Number of messages received by nodes neighbouring mobile node's path 



 
Wireless Sensor Networks – Technology and Protocols 64 

To conserve energy further, the number of times a mobile node will circumvent the path can 
be application-specific. For example, if sensor nodes are required to send updates to a sink 
periodically, the mobile node can traverse the path only during this time period. However, 
if the application requires the mobile node to monitor the area continuously for events and 
respond in real-time, the mobile sink has to move along the path and send “hello” type 
messages continuously. 

However, the continuous sending of “hello” type messages at periodic intervals by the 
mobile node, does incur a cost. To reduce the number of messages transmitted within the 
application area further, (depending on the type of WSN application); a “hello” type 
message can be sent once at initialisation when the mobile sink first completes a loop along 
the path. All nodes along the perimeter will be able to calculate when the sink will pass by 
again and ensure that the node is awake during that time, if the node has event messages to 
relay. At the calculated time the perimeter node can proactively send a message to the 
mobile node informing it that it will begin transmitting event messages. 

To determine the effect of the mobile node on reducing the total number of messages within 
the application area and received per individual node a series of tests were run for a 
message destined to the mobile node 0 (Figure 4) for both flooding and the mobile 
algorithms with various hop counts.  

The effect of sending a message from a node on the perimeter of the application area to one of 
the nodes on the perimeter of the mobile node’s path is analysed. For example, a message is 
sent from node 1 to nodes 14 and 24 (refer to Figure 4). As can be seen in Figure 6, only those 
nodes used to pass the event message receive more messages than those shown in Figure 5.  

To further reduce the total number of messages sent and received when reporting an event 
message, the mobile node algorithm only allows nodes with four or more neighbours to re-
broadcast the received event message. When a node that is within range of a mobile node 
receives a message (in this experiment, node 14 and node 24), it stores the message for 
collection by the mobile node 0. For flooding all nodes re-broadcast the message. The event 
message was sent at 3 seconds and the TCL script was set to end at 10 seconds, i.e., before 
the mobile node completes one full cycle around its predetermined path. The experiment 
was to compare flooding and using the mobile route algorithm in terms of the time to reach 
the destination and the total number of messages transmitted within the network as well as 
the number of messages received per node. Thus, the worst case scenario of assuming that 
the mobile node has just left the range of node 24 and node 14 and started on the path and 
will only return in approximately the time it takes to complete one full circumnavigation of 
the specified path is considered. 

Figure 7 shows the number of messages received by node 14 and node 24 for the mobile 
algorithm and flooding. Node 14 and node 24 receive the same number of messages (2) for 
the mobile algorithm. In flooding the number of messages per node varies widely but node 
14 tracks node 24 in terms of the number of messages received per hop count. In the mobile 
algorithm, node 14 and node 24 receive two messages, one from node 13 and one from the 
mobile node 0. As can be seen even for low hop counts, the number of messages when using 
flooding exceeds the number of messages for the mobile algorithm. 
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Figure 6. Number of messages per node when event message sent to node on mobile nodes perimeter 

 
Figure 7. Number of messages for node 14 and node 24 for varying hop count 
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Figure 8 shows the number of messages per individual node when only nodes whose 
neighbours are equal to or greater than 4 re-transmit an event message. When compared to 
the number of messages received per node in Figure 6, it is obvious that by restricting which 
nodes re-transmit an event message, there is a significant decrease in the number of 
messages received or re-transmitted amongst individual nodes. Once the event message 
reaches a node that can convey the event message directly to the mobile node (in this case 
node 14 and node 24), the algorithm stops retransmitting the event message.  

 

 
 

Figure 8. Restricting re-transmission of event messages to nodes with 4 or more neighbours 

In Figure 6, the TCL script is run for 72 seconds whereas in Figure 8 the TCL script is only 
run for 10 seconds. Thus, not all the nodes along the perimeter of the mobile nodes path are 
shown receiving messages from the mobile sink in Figure 8. The number of messages for 
node 13 and node 24 are reduced by half when the number of neighbour nodes restriction 
rule applies. 

Figure 9 shows the number of messages per individual node if a typical flooding message is 
sent from node 1 to a static node 0 located at the same X,Y coordinates as node 25. Flooding 
a message to the sink is the worst case scenario as more nodes receive (and possibly have to 
re-transmit) messages which depletes an individual node’s limited energy and reduces node 
and network lifetime. 
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Figure 9. Number of messages per node for a flooding message sent to a static node 0 located at node 25. 

 
Figure 10. Time it takes for an event message sent from node 1 to reach node 14 or node 24 
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The time it takes for an event message to reach node 14 and node 24 using the mobile 
algorithm with re-transmissions of event messages restricted to nodes with four or more 
neighbours is shown in Figure 10. If the mobile node has just passed out of range of node 24 
and node 14, then these nodes must wait for approximately 72 seconds before the mobile 
node is within range again. Alternatively, depending on the real-time requirement of the 
application, the perimeter nodes can retransmit the event message as electromagnetic waves 
travel faster than the mobile sink and the message should reach the sink in less than 72 
seconds. 

7. Conclusion 

An optimum path for a mobile sink is calculated so that the number of hops that the 
message has to be re-transmitted is small. Because all neighbouring nodes can pass an event 
message to the sink, no specific set of nodes is overloaded with the task of routing event 
messages to the sink. This ensures more equitable usage of all sensor nodes in the network 
and hence increased node lifetime. 

It has been shown that the number of messages received per node can be reduced by using a 
specific path for the mobile node/sink to move along. All neighbouring nodes can store 
messages when an event occurs, and if the sensor detecting the event is not an immediate 
neighbouring node along the path of the mobile sink, the number of hops that the message 
has to be re-propagated is small. By restricting the nodes that re-transmit a message to 
nodes with four or more neighbours, the number of messages received per individual node 
is further reduced.  

Thus the use of a mobile sink moving along a calculated path around the application area 
can significantly reduce the number of messages received per individual node and hence 
increase node lifetime.  
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1. Introduction 

Due to the recent development in micro mechanics, electronics and wireless communication 
technologies, Wireless Sensor Network (WSN) has been a hot issue for many applications 
like monitoring, detecting, remote control, life saving etc. However, along with the 
applications in different area, the ways of deploying the sensor nodes are different. In some 
harsh environmental detection, sensor nodes are always dropt into the target area by aircraft 
which may lead some unnecessary troubles, for example some nodes are out of 
communication range, some nodes are broken, and lack of flexible because of its immobile 
characters et al.  

The Multi-Robot Sensor Network (MRSN) which is comprised of large numbers of small, 
simple and inexpensive wireless robots can solve the problems mentioned above. In MRSN, 
besides perceived sensors, the robot also can be set up digital camera or voice recording 
equipment, even video camera according to the applications’ requirement. Hence, it can 
detect more detailed information like pictures, video or sound etc.  

In this section, at first we introduce the MRSN and its applications. The open problems and 
one of the effective methods, data aggregation is presented. At last we show a preview of 
this chapter. 

1.1. Wireless multi-robot sensor networks 

In wireless MRSN, from a viewpoint of sensor network communication, each robot senses 
data and transmits data to the adjacent lower node. To collect all data at the sink, data are 
sent by relay nodes in a multi-hop manner. However, due to the mobility of the robot, 

© 2012 Li et al., licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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sometimes robots are out of the network area so that break the network connectivity. Hence, 
how to keep the connectivity all the time is a crucial issue so that it already became a hot 
research topic (Mi et, al., 2010). Besides, the reliability and robustness as well as secure et al. 
are some other concerned research topics. With respect to communication techniques in 
MRSN, a network with the goal of search and rescue is described in (Reich & Sklar, 2006). In 
this paper, they proposed an entirely distributed gradient propagation (GP) algorithm. Each 
sensor in the paper independently executes the GP algorithm and broadcasts after some 
independent, randomly chosen time interval. The robots sensors estimate their target by 
“hot” values and “cold” values, where the “hot” values become the searching target. In 
(Sheng, et al. 2006), for reliability and robustness, a distributed biding algorithm was 
proposed for multiple robots in exploration tasks to address the problems caused by the 
limited communication range. In this algorithm, all the robots work asynchronously. There 
are three states for each robot that (1) sensing and mapping, (2) bidding and (3) traveling. A 
distributed algorithm that makes mobile robots in a multi-robot system aware of network 
connectivity was discussed in (Leyzx, et al., 2009). The basic idea is to take a “fixed” robot as 
the reference robot that keep in touch with at least one neighboring robot from which a 
communication path to the reference robot can be established.  

1.2. Applications of multi-robot sensor networks 

Due to its flexibility, operability, mobility and self-organization, the applications of MRSN 
has been increasing (Maxim & Gaurav, 2005), (Trigui S, et, al., 2012). Harsh environmental 
monitoring is the most popular application of MRSN, for example let wireless robots get 
into Amazon rainforests where it is very dangerous for human get inside or let them climb 
to Mount Everest where there is not enough Oxygen for human and covered by snow all 
over the mountain. In medical application, if the MRSN can help the nurses to do some 
simple task like checking body temperature and sending to a doctor, which would save 
much more labors in some countries those short of nurses. One of the most important 
utilizations of MRSN is that it can be used to detect nuclear radiation and to accomplish 
some other relevant tasks. The most recent example is the Fukushima nuclear leakage where 
if a MRSN was applied, it would have alleviated damage. Some other applications like outer 
space monitoring (space junk detection), industrial monitoring (quality control), disaster 
monitoring (forest fire detection), agriculture monitoring (soil moisture detection), traffic 
monitoring (intelligent transport system) etc have also much potential.  

1.3. Open problems in multi-robot sensor networks 

In MRSN, when an event occurs, multiple robots in the near area sense the event data and 
generate an abundance of sensed data; however, many of the data generated in the same 
area are highly redundant. Hence the transmission and relaying of all generated data caused 
a big waste of bandwidth and energy; it also causes data collision and congestion so that 
result in low efficiency of data gathering. On the other hand, similar to wireless sensor 
network, WRSN could not avoid the shortcoming of lack of continuous energy supplement. 
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One may say robot node can be equipped a large capacity battery, but its energy 
consumption is also large due to its big size, moving, detecting and transmitting etc. An 
energy harvesting algorithm (Eu et, al., 2010) is proposed for WSN. According to energy 
harvesting technique, a robot can absorbs solar energy from sunlight. However, how can the 
robot manage its task in the night? The vibrational energy get from the environment is too 
lees to trigger the robot. Therefore, saving energy is the most feasible way in WRSN.  

For energy saving, decreasing the redundant data and sending a representative data of the 
detected area are the most considerable strategy. With a view of reducing the quantity of the 
transmitted data, the well-known scheme is data aggregation (Rajagopalan &Varshney, 
2006). Since a sensor node in WSN waits for a period of time to collect extensive quantity of 
data to aggregate, data aggregation leads long transmission delay and low data accuracy. 
Some application, like medical and architectural utilization requires more accurate data 
while disaster relief requires receiving data as soon as possible. However, energy, delay and 
accuracy are trading off each other, one can not improve three of them at the same time. 
Hence, how to control the trade off of energy, delay and accuracy among different 
applications is the problem we will solve in our work. 

1.4. Data aggregation in multi-robot sensor networks 

We focus on data aggregation technology for collecting data in MRSN. Data aggregation 
(Rajagopalan & Varshney, 2006) is a process of aggregating the data from multiple robot 
sensors to eliminate redundant data and provide fused information to the base station. 
Considering from the point of data redundant, data aggregation can collect the most 
efficiency data. However, transmission delay and data accuracy are also important in many 
applications such as military application and architectural application. Hence trading off 
transmission delay, energy consumption and data accuracy is an important issue. There are 
several typical algorithms of data aggregations. PEGASIS (Lindsey & Raghavendra, 2001) is 
one of energy efficiency chain based data aggregation protocols that employs a greedy 
algorithm. The main idea of PEGASIS is forming a chain among the sensor nodes so that 
each node receives (or transmits) fused data from (to) the closest neighbors. The data 
gathered are sent from node to node, and all the sensor nodes take turns to be the leader for 
transmission to the Base Station. Data Funnelling (Petrović, et. al, 2003) is another scheme 
that sends a stream of data from a group of sensor readings to destination. Moreover, they 
proposed a compression method called “coding by ordering” to suppress some readings 
and encoding the values in the ordering of the remaining packets. On the other hand, 
LEACH (Heinzelman W., 2000) is one kind of energy saving schemes in which a small 
number of clusters are formed in a self-organized manner. A designated sensor node in each 
cluster collects and combines data from nodes in its cluster, then transmits the result to the 
BS. Directed Diffusion (Intanagonwiwat, et. al, 2000) is a kind of data centric routing 
protocols. The sink broadcasts an interest message to all the sensor nodes, and the nodes 
gather and transmit the sink-interested data to the sink. When the receiving data rate 
becomes low, the sink starts to attract other higher quality data.  
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Regarding the trade-offs, (Boulis, et. al, 2003) proposed an energy-accuracy tradeoffs algorithm 
for periodic data-aggregation which is a threshold-based scheme where the sensors compare 
their fused estimations to a threshold to make a decision of regarding transmission. Energy-
latency tradeoffs algorithm (Yu at. el., 2004) is proposed for minimizing the overall energy 
consumption of the networks within a specific latency constraint where data aggregation is 
performed only after a node successfully collects data from all its children and its own local 
generated data. ADA (Adaptive Data Aggregation) (Chen et. al., 2008) is an adaptive data 
aggregation (ADA) for clustered wireless sensor networks. In ADA, sensed data are 
aggregated on two levels; one is aggregated at sensor nodes controlled by the reporting 
frequency (temporal reliability) of nodes; another is aggregated at cluster heads controlled by 
the aggregation ratio (spatial reliability). The reliability of observed data that is decided by the 
number of arrival data at sink node is compared with the reliability of desired data, which is 
decided by the application. According to comparison, nine characteristic regions and nine 
states are defined in which the eight states must change into the desired state through the 
calculating and adjusting of observed reliability.  

Most of the previously mentioned works focus on energy saving and aggregate as much 
data as possible. As a result, they prolong the transmission delay. Many works aimed to 
achieve energy-delay trade off, however they still have shortcomings for example (Yu at, el., 
2004) has long waiting time at nodes with less event data while the constant latency makes 
the networks very inflexible in (Galluccio L. & Palazzo S., 2009). A desired energy-delay 
tradeoff is achieved in (Ye Z. et al., 2008); however the algorithm ignored the issue of data 
accuracy. Energy-delay-accuracy tradeoffs in (Mirian F. & Sabaei M.) and (Chen et al., 
2008) adapt to a situation that could be described by the following question: ‘what is the 
average temperature of this area at this hour?’ The algorithms did not consider delay and 
accuracy among nodes and data, which may lead to large data deviation as well as 
transmission delay in some other applications. 

1.5. Preview of our work 

In this paper, at first, we show the analyses of transmission delay, energy consumption and 
data accuracy of non-aggregation, full aggregation and partial data aggregation with 
Markovian chain. The analytical results show that non-aggregation consumes much energy 
and full aggregation causes long transmission delay; but the proposed partial aggregation can 
trade off total delay, energy consumption, and data accuracy between non-aggregation and 
full aggregation. Then we intensively discuss the tradeoffs among energy consumption, 
transmission delay and data accuracy with a Trade Off Index (TOI). We discuss the TOI under 
the different conditions of accuracy dominant, energy dominant, and delay dominant. By 
comparing the TOI value among non-aggregation, full aggregation and partial aggregation in 
different data generation rates, we obtain the best TOI. The results show that with small data 
generation rate, non-aggregation is the best TOI; with moderate data generation rate, the 
partial aggregation is the best TOI while the data generation rate is large, the full aggregation 
is the best TOI. At last a multi view multi robot sensor network is discussed and a User 
Dependent Multi-view Video Transmission (UDMVT) scheme is introduced.  
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2. Preliminary concepts 

In this section, we will introduce network topology, network parameters and the definitions 
of network parameters, which will be helpful in understanding our work clearly. 

2.1. Wireless MRSN network topology  

Fig. 1 depicts tandem network topology of the MRSN, the most basic and simplest model, 
which enables us to make an analytic model. The results can be extensible to other 
topologies that are more complex. In such kind of network, all the robots deployed statically 
in a flat area and have same role. The robots are allocated omni-directional antenna for 
wireless communication and have the same transmission ranges. When a robot senses data, 
it transmits the data to the sink, if the data could not get to the sink by one hop; the robot 
sends the data to the sink by multi-hop way. 

 
Figure 1. Tandem Multi-Robot Network 

2.2. Definition  

 ni denotes the i-th node from the sink. N is a set of all nodes.  
 ni+1 is called the adjacent upper node of , while ni-1 is the adjacent lower node of ni.  
 A set of nodes of {nk | nk ∊| N|, k>i} denotes the up-per nodes of ni, while {nk | nk ∊| 

N|, k <i} denotes the lower nodes of ni. 
 Suffixes non, ful and par attached to terms mean non-aggregation, full aggregation and 

partial aggregation respectively. 
 Arrival data denotes that the data come from adjacent upper nodes. 
 Local generated data denotes that the data are generated at local nodes. 
 Server: in our work, we assume that each node has a server to process data aggregation 

and data transmission.  
 The MAC protocol used in this research is CSMA. 
 The propagation delay between adjacent robots is negligible. 

2.3. Aggregation factor  

Here a robot aggregates its own generated data and received data from adjacent upper 
nodes before transmission. The sink does not participate in data aggregation. When data 
aggregation occurs at a robot node, the aggregation factor denotes the proportion of 
aggregated data size and local generated data size. It means that the aggregated data size is 
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AF times of the generated data size. AF=1 means that aggregated data have the same data 
size with generated data, and we assume there is one generated data at one time.  

 
Aggregated data size
Generated data size

AF  (1) 

2.4. Transmission delay 

 Total delay D(N) shows a time interval between the instance when event Eij occurred at 
robot nn and the instance when the sink receives Dij in N hops networks. 

 Data transmission time Շ’ is defined as a time interval between the instance that data 
are transmitted from robot and the instance that the data are received at the adjacent 
lower robot.  

 Channel waiting time  ( )c i : it is the time interval that data cannot utilize the channel.  

 Event waiting time e ( )i : In full aggregation, before a robot processes data aggregation, 
the arrival data have to wait for local generated data to be aggregated together, hence 
the waiting time of arrival data called event waiting time. 

2.5. Energy consumption 

Total energy consumption E(N) is defined to be the sum of energy consumption of an event 
data that is generated at node nn and finally received by sink node in N hops networks.  

2.6. Data accuracy 

We define the data accuracy as the proportion of collected data at sink and the amount of 
sensed data at all the robots. 

3. Data aggregations  

In this part, we analyze and evaluate the data aggregation simply in terms of non-
aggregation, full aggregation and partial data aggregation. 

3.1. Non-aggregation  

The arrival data are transmitted to the adjacent lower node immediately after having been 
received; data neither wait for local generated data nor aggregate with any other data. The 
analytical model of non-aggregation is shown as follows in figure 2.  

In the analytical model of node ni in fig. 2, the average arrival rate from the upper node is 
approximates to Poisson distribution. Generated data rate at a node is assumed to be 
Poisson distribution. The generated data and arrival data join the service queue and wait for 
transmission. There is one server for data transmission at each node. All data in the queue 
will be sent based on first in first out. i  is the data rate upon exiting the server at node ni.  
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Figure 2. Analytical model of non-aggregation 

 Arrival process to the queue 

According to the analytic model, we find that the arrival rate to the queue is  

     1i i i  (2) 

Strictly speaking, arrival data from the upper node is not Poisson distribution. However, for 
the purpose of simplicity, we approximate the process as Poisson distribution. Since the 
arrival data rate and local generated data rate are independent Poisson distributions, the 
sum of the two is also a new Poisson distribution.  

 Service process 

In our network model, each node has one server. The ACK packet transmission time is not 
considered. Data aggregating time is very short and negligible. Therefore the service time is 
one hop data transmission time. In our work, data transmission rate is vc and local generated 
data size is Si. Therefore the service time for each generated data is:  

  1 i

c

s
v

 (3) 

Since vc and Si are constant in non-aggregation, the service time for each data are fixed and 
constant.  

From the above analysis we can determine that the queuing system approximates to M/D/1 
model. 

According to equation (4), the average data transmission time that we obtain at a node is: 

   
 




1
1

1(1- )non
i

i  (4) 

According to queuing theory and equation (4), we determine the server waiting time as 
follows: 

 
 









1 2

1

( ( ))
( )

2(1 ( ))
s i non
non

i non

i
i

i
 (5) 



 
Wireless Sensor Networks – Technology and Protocols 78 

 Channel waiting time  

Node ni communicates with only one neighbor node at a time. If a neighbor node is 
transmitting data, node ni has to wait until its neighbor node finishes transmission, due to 
the over hearing caused by the omni-directional antenna. This waiting time is defined as 
channel waiting time and is obtained the formulation as follows: 

      1 1( ) 2 ( ) ( )c
non i non noni i i  (6) 

3.1.1. Total delay 

Total delay Dnon(N) is derived as follows where the number of hops from robot in  to the 

sink is N.  
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3.1.2. Energy consumption 

Node ni transmits data and relays arrival data from the upper nodes. Since the consumed 
energy is proportionate to the number of data transmissions, we can find the mean number 
of data LQnon(i) in the service queue at node ni according to Little’s formula. The number of 
data in the queue waiting for data transmission is shown as follows:  

 ( ) * ( )Q s
non i nonL i T i   (8) 

The λ’i is arrival data rate at node ni and ( )s
nonT i  is time duration from data joining the 

queue to data having been received by the next neighbor node at node ni, in case of non-
aggregation, can be determined as follows: 

       1 ( ) ( ) ( )s s c
non non non nonT i i i i   (9) 

According to equations (8) and (9), we obtain the whole energy consumption in N hops 
network as follows: 

 


  Q
non

1
( ) L ( )*( 2 )

N

non t r
i

E N i P P  (10)  

Here Pt and Pr denote the energy consumption for transmitting and receiving data. 

3.1.3. Data accuracy 

In non-aggregation, data are not aggregated and the packet drop occurs with the transmitting 
in real system. However, for simplicity, we assume there is no packet drop and retransmission, 
all the generated data will get to the sink, thus the data accuracy approaches to 100%. 
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3.2. Full aggregation 

We define the full aggregation that the arrival data are sent to an adjacent lower node 
only after having been aggregated with local generated data at nodes. It means data 
transmission occurs only after a new local data generated a node. Hence, the waiting 
time for data aggregating at a node is decided by the data generation rate of the node. 
When there is local generated data, the node aggregates all the arrival data with 
generated data then waits for transmission at server. Data after aggregation undergo the 
same procedure as non-aggregation to detect the server and the channel for further 
transmission. 

The analytical model of full aggregation is shown in figue3. Before explaining the model, we 
introduce queue A, queue B and “G.” Queue A denotes the arrival data queue at a node that 
is waiting for local generated data for data aggregation. Data in Queue B are waiting for 
server; when the server is idle, data are transmitted to a neighbor node. The “G” is assumed 
as a virtual gate between queue A and queue B. Immediately after local generated data 
aggregate with the arrival data in queue A, the gate opens and lets the aggregated data join 
queue B.  

 
Figure 3. Analytical model of full aggregation 

In full aggregation, the data join queue A with arrival rate of   1i  and wait for new 
generated data. When an event occurs at local node, the node aggregates the generated data 
and all arrival data in queue A according to the aggregation factor Af. The size of 
aggregated data becomes Sav and the aggregated data join queue B with the rate of i  to 
await further transmission. In full aggregation, the difference from non-aggregation is that 
we have to determine how long the arrival data wait for aggregation in queue A.  

3.2.1. Event waiting time  

To determine the event waiting time, we apply the state transition rate diagram. We 
describe the state transition rate diagram in fig. 4. The basic idea of the analysis is that data 
waiting in queue A for exponential distribution have an average of 1/2λi. In the diagram, the 
state variable is the number of data waiting for an event. 
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Figure 4. State transition rate diagrams of full aggregation 

According to calculation of state probability distribution and Little’s formula, we determine 
the event waiting time as shown below; more details please read (Li, et. al, 2010).  
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3.2.2. Total delay 

From the definition of full aggregation we know that the arrival data join queue B only if 
there is new generated data at local node, hence the data arrival rate to queue B is equal to 
data generation rate at the node. The data generation rate abides by Poisson distribution; 
therefore the arrival data rate to queue B is Poisson distribution. Since the data arrival rate 
involves only one server and the data transmission time for server is fixed, according to 
queuing theory we model the queue by means of M/D/1 queue. Similar to non-aggregation, 
we determine the total delay Dful (N) of the network in full aggregation is consists of event 
waiting time in queue A, server waiting time in queue B, channel waiting time and data 
transmission time at server. 
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3.2.3. Energy consumption 

The energy consumption is proportional to the number of data transmissions. ( )Q
fulL i  is the 

number of data at a robot ni. The time duration from data joining Queue B to data having 
been received by the next neighbor node is  S

fulT i  and it can be obtained as follows:  

        1( ) ( ) ( ))s s c
ful ful ful fulT i i i i  (13) 

According to Little’s formula and equation (13), the amount of data in queue B is as follows:  

    * ( )Q s
ful i fulL i T i  (14)  
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Therefore, the whole energy consumption is determined as follows:  
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3.2.4. Data accuracy 

In full aggregation, the aggregation factor Af=1. Thus, we can get the data accuracy in N 
hops transmission as follow: 

 
1
NcA  (16) 

3.3. Partial data aggregation  

According to previous analyses of non-aggregation and full aggregation, we find that non-
aggregation sends all the generated data to sink node which results in large energy 
consumption. In case of full aggregation, the arrival data must wait for local generated data 
to aggregate, which causes the prolonged transmission delay and low data accuracy for the 
data that come from nodes far away from sink.  

To minimize these two shortcomings, we propose a partial data aggregation. The main idea 
of partial aggregation is that nodes process data aggregation and transmit data only if a) if 
there are new local generated data at a node or b) after waiting a holding time at a node; the 
inverse of the holding time we call random pushing rate λDi. The analytical model of partial 
aggregation is shown as follows. 

 
Figure 5. Analytical model of partial aggregation 

For the purpose of simplifying our analytical model, we assume the arrival data rate from 
adjacent upper node is approximated to Poisson distribution and the arrival data join event 
waiting queue A in fig. 5. Data generation rate λi is assumed to be Poisson distribution. 
Random pushing rate is λDi and assumed to be exponential distribution. If new generated 
data occur at a node or if holding time is over for arrival data, all the data are aggregated 
into one data, and the gate G opens and lets aggregated data join queue B. λ'i is data arrival 
rate to queue B in which data are waiting for service (data transmission).  
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3.3.1. Event waiting time 

Assume that a number of data are waiting for an event at robot in  in queue; we describe the 

state transition diagram as shown in Fig.6.  

 
Figure 6. State transition rate diagram 

Data are waiting in queue for the duration according to the exponential distribution of 
average 1/  (2 )D

i i . Similar to full aggregation, the event waiting time of partial 
aggregation can be determined as follows:  
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3.3.2. Arrival process to Queue B 

From the analytical process we find that arrival data rate λ’i is decided by the random 
pushing rate and data generation rate at a node. To determine the formulation of λ’i, we 
calculate the property distribution of λi and λDi. We define that λDi and λi are the 
independent distribution X and Y. Through proofing of the property Y is bigger than X, we 
determine the arrival process to Queue B as follows; the proof can be found in (Li, et. al, 
2010). 
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3.3.3. Total delay 

Since the data generation rate is Poisson distribution and the random pushing rate abides by 
exponential distribution, the data arrival rate to queue B approximates to Poisson 
distribution. Therefore, we can confirm that the queuing system approximates to M/D/1 
model. With the same way of full aggregation, the server waiting time and channel waiting 
time can be determined easily. Therefore, the total delay of partial aggregation is as follows: 
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3.3.4. Total energy consumption 

In the N hops transmission in partial aggregation, total energy consumption )(NEpar  is the 

sum of transmission energy consumption, reception energy consumption and overhearing 
energy consumption. tP  and rP  are energy required for transmitting or receiving a data. The 

period of time that aggregated data wait in a queue for transmission can be determined as 
follows: 

        1( ) ( ) ( )s s c
par par par parT i i i i  (20) 

According to Little’s formula and equation (25), we determine the amount of data in queue 
B at node ni as follows: 

    * ( )Q s
Par i parL i T i  (21) 

Accordingly, we determine the total energy consumption for the network as follows: 
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3.3.5. Data accuracy 

The total generated data Lpar(N) in N hops network is obtained as follows:  
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The amount of data received by sink Lpar(S) is as follows: 

    1 * ( )par parL S D N  (24) 

According to the definition and above equations, we determine the data accuracy as 
follows: 
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3.4. Evaluation  

Here we show the analytic results of the previous sections. The parameters are as below: 

Transmission rate is 250[kbps], Data size is 4096 [bit], Energy consumption for data 
reception is 17.4 [mA] and for data transmission is 19.7 [mA]. In this section, we evaluate 
total delay, energy consumption and data accuracy when the aggregation factor is Af=1. 
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Fig. 7 to Fig. 9 show the total delay, energy consumption of whole network, robot energy 
consumption and data accuracy of five hops transmission where λi=λ. Partial-T1 and Partial-
T2 are two sets of random pushing rate vectors in partial aggregation. We get the vectors 
randomly [1, 2, 3, 4, 5] and [5, 10, 15, 20, 25].  

From figure 7, we find that when event generation rate is small, full aggregation has long 
transmission delay in comparison to non-aggregation. The reason for concaving up of 
delay of the full aggregation is that, when event generation rate is small, the received 
data has to wait for generated data longer duration. In addition at a robot near to the 
sink, the total delay increases because of the large waiting time due to the congestion 
around the sink. As long as total delay is concerned, non-aggregation is suitable for 
situation of small event generation rate. From the figure, we also find that the 
performances of partial-T1 and partial-T2 are between non-aggregation and full 
aggregation. If D

i  is infinite, it means fully non-aggregation, if D
i  is zero, it means 

fully aggregation. 

Fig. 8 shows the energy consumption of the whole network. Obviously, non-aggregation 
consumes much more energy than full aggregation. Thus, full aggregation is suitable for 
energy consumption while non-aggregation is efficiency for transmission delay. The partial-
T1 and partial-T2 has energy consumption between non-aggregation and full aggregation. 
In addition, the smaller random pushing rate vector set partial-T1 has less energy 
consumption than the set of partial-T2.  

Fig. 9 shows the data accuracy of different data aggregation. From fig. 9, we find that the 
data accuracy of partial aggregation is between non-aggregation and full aggregation. 
The partial aggregation with the larger random pushing rate achieves higher data 
accuracy.  

 

 
 

Figure 7. Total delay 
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Figure 8. Energy consumption 

 
 

 
 
Figure 9. Data accuracy 

From above evaluations we find that the partial aggregation with random pushing rate 
vectors can control the energy, delay and data accuracy between non-aggregation and full 
aggregation. Hence, one can achieve desired MSRN by controlling the random pushing 
rate.  
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4. Tradeoffs among accuracy, energy and delay 

4.1. Trade off index TOI 

Previous section clearly shows partial aggregation with random pushing rate D
i can control 

the energy consumption, transmission delay and data accuracy. In MRSN, according to 
applications, delay taken to collect data, energy consumed by each sensor node for 
communication and data accuracy of the collected data are critical concerns and are in trade-
off each other. Energy, delay and accuracy cannot reach full potential at the same time, but 
we can achieve the best possible tradeoff between them. To obtain the best trade-off value of 
practical application, we propose a Trade-Off Index (TOI). In the following subsections, we 
discuss energy, delay and accuracy of trade-offs in respect of TOI as criteria. Here E denotes 
total energy consumption, D denotes total delay, Ac denotes data accuracy. α, β, γ indicate 
the significance of accuracy, energy and delay and larger α, β, γ indicate more significance 
of energy, delay and accuracy. The smallest TOI value denotes the best data aggregation.  
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4.2. Applications of WSNs with different criteria 

In MRSN, according to the different applications and objectives, we need different 
significances for transmission delay, energy consumption and data accuracy. Some 
application areas need to save energy because it is impossible to replace or recharge the 
battery. In some applications not only the energy is significant, but also the data freshness, 
such as in military monitoring and disaster monitoring; however data accuracy is most 
important in medical utilization and in quality control. According to real application, we 
formulate some of the applications according to the significances of energy, data accuracy 
and transmission delay in table 1.  
 

 
Table 1. Applications of MRSN 
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Here the “L” denotes large significance and “S” denotes small significance; the application is 
formed from left to right along a scale from smaller event generation rate to bigger 
generation rate. According to the table 1 we can decide the significant parameters of the 
application in order to perform our proposed TOI; we can achieve the best data aggregation 
corresponding to the applications.  

4.3. Tradeoffs of different applications 

In this section, we will investigate the tradeoffs among the applications of which data 
generation rate is in the range of 0.0001 to 100 events in per second, and here for 
corresponding to the event generation rate, we define the random pushing rate vectors as 
the same with event generation rate. We define the random pushing rate vectors as below: 

As data generation rate of λ=0.0001, T= [0.0001, 0.0001, 0.0001, 0.0001, 0.0001],  

As λ=0.001, set T= [0.001, 0.001, 0.001, 0.001, 0.001],  
As λ= 0.01, set T= [ 0.01, 0.01, 0.01, 0.01, 0.01], 
As λ= 0.1, set T= [ 0.1, 0.1, 0.1, 0.1, 0.1], 
As λ= 1, set T= [ 1, 1, 1, 1, 1], 
As λ= 10, set T= [ 10, 10, 10, 10, 10]. 

4.3.1. Accuracy significant networks 

In accuracy significant utilization, we define α, β and γ as 2, 1, 1; however if the data 
accuracy is much more important than other two, we also can define α=3 or much larger. In 
this research, for simplify, we discuss none other but the case that significant parameter has 
the significance vector of 2 and the ordinary parameters are 1. According to TOI we can get 
the best result in fig. 10. 

 
Figure 10. Tradeoffs of accuracy significant 
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From Fig. 10 we find that when the event generation rate is between 0.0001 and 4.0, non-
aggregation is the best comparing with full and partial aggregation. When the data 
generation rate is between 4 and 30, the partial aggregation is the best, and the full 
aggregation is the best when data generation rate is larger than 30. 

4.3.2. Energy significant networks 

Here we discuss the case when energy is significant. The parameters are defined to be as 
below: α=1, β=2 and γ=1. According to proposed TOI we can get the best TOI values when 
data generation rate is from 0.0001 to 100.  

Fig. 11 shows the result. We find from the figure that in the region of data generation rate 
between 0.0001 and 4.0, the non-aggregation is the best TOI. When the data generation rate 
is about 4-10, the figure shows that the partial aggregation is the best; the full aggregation is 
the best when event generation rate is larger than 10.  

 
Figure 11. Tradeoffs of energy significant 

4.3.3. Delay significant networks 

In delay significant networks, α, β and γ is defined as 1, 1, 2, as shown in Fig. 12. From the 
figure we find that when event generation rate is between 0.0001 and 4.0, the non-
aggregation is investigated to be the best TOI; and when the event generation rate is from 4 
to 30, the partial aggregation is the best; the full aggregation is the best TOI when event 
generation rate is larger than 30.  
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Figure 12. Tradeoffs of delay significant 

4.3.4. Discussion 

Let us summarize the data aggregation with best TOI according to different event 
generation rate in table 2. From the table we find that when event generation rate is small 
(0.0001-4.0, 6.0) the non-aggregation is the best TOI. Moreover, from the figures we find that 
in accuracy significant networks, the event data range of best TOI at non-aggregation is 
longer (0.0001-6.0) than any others. This is because, in non-aggregation, the data accuracy is 
100%; and the other two have low data accuracy; when event generation rate is larger than 
6, non-aggregation has very long delay because of the congestions around the sink node.  

When event generation rate is moderate (4, 6-30), the partial aggregation is the best TOI 
except the case energy significance networks. In energy significance networks, the number 
of transmission in partial aggregation is much more than full aggregation, so the energy has 
great impact on partial aggregation with the significant of β=2. When data generation rate is 
large, due to the large number of transmission, the energy consumption is very high in non-
aggregation and partial aggregation; therefore, the best TOI is the full aggregation in the 
networks with large event generation rate. 
 

 
Table 2. The best data aggregation  
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5. Multi-view multi-robot sensor networks 

As we mentioned in the introduction section, applications of the MRSN will be more 
advanced if multi-cameras are equipped on the robot nodes. The reason is quite similar to 
human with more eyes. From the point of application, multi-view MRSN can be applied in 
security system that will not miss a corner. In addition, in the medical application, the multi-
view MRSN can accomplish some complex and long time operations. Meanwhile it can 
achieve more accurate and small cut operation; besides, multi-view MRSN has quick 
reaction for the vary vital signs and other monitored parameters of the patient.  

5.1. Introduction of multi-view video and open problem 

The developments of camera and display technologies make recording a single scene with 
multiple video sequences possible. These multi-view video sequences are taken by closely 
spaced cameras from different angles. Each video sequence in the multi-view video 
presents a unique viewpoint of this scene. Therefore, user can switch the viewpoint by 
playing different video sequences. When a robot is equipped with multi-cameras, it will 
bring the user who controls the robot a broad perspective. The operator also can switch 
his viewpoints by playing different video sequences. However, since the multi-view video 
consists of the video sequences captured by multiple cameras, the traffic of multi-view 
video is several times larger than conventional multimedia, which brings the dramatic 
increase in the bandwidth requirement. However, as multi-view video is taken from the 
same scene, a large amount of inter-view correlation is contained in the video. Therefore, 
compression transmission technologies are especially important for multi-view video 
streaming.  

The state of the art in multi-view representations includes Multi-View Video Plus Depth 
(Merkle et, al., 2007), Ray-Space (Smolic, et, al., 2006) and Multi-view Video Coding (MVC) 
(Vetro, et, al., 2008), (Mueller, et, al., 2006). However, the research on Multi-View Video Plus 
Depth sequences (Merkle et, al., 2007) suggests that with the addition of depth maps and 
other auxiliary information, the bandwidth requirements could increase. MVC is issued as 
an amendment to H.264/MPEG-4 AVC (Vetro, et, al., 2008), (Mueller, et, al., 2006). It was 
reported that MVC makes more significant compression gains than simulcast coding in 
which each view is compressed independently. However, even with the MVC, transmission 
bitrates for multi-view video are still high: about 5 Mbps for 704 × 480, 30fps, and 8 camera 
sequences with MVC encoding (Kurutepe, et, al. 2007). 

5.2. User dependent multi-view video transmission  

5.2.1. Switching models 

In order to reduce traffic for multi-view video transmission, we have analyzed which frames 
should be displayed when the viewpoint is switched. Our work mainly focuses on the 
successive motion model (Pan, et, al., 2011, 2011). In the successive motion model as shown 
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by Fig. 13, user is only able to switch to the neighboring views. In other words, if the multi-
view video contains the views (1, 2… M), user is just able to switch from any view j to the 
view j’, where max (1, j-1) ≤ j’≤ min(j+1, M). This kind of switching model is used in the 
applications such as free viewpoint TV and Remote Surgery System in which user’s head is 
tracked to decide which views should be displayed. 

 
Figure 13. Switching models 

5.2.2. User dependent multi-view video transmission (UDMVT) 

In (Tanimoto, et. al., 2011), they developed two types of user interface for the Free 
Viewpoint TV. One showed one view according to the viewpoints given by user. With this 
type of user interface, the viewpoint of user can be switched by an eye/head-tracking 
system, moving the mouse of a PC or sliding the finger on the touch panel of a mobile 
player. In a real-time interactive multi-view video system (Lou, et, al., 2005), users can 
switch viewpoints by dragging the scroll bar to a different position. In the user interfaces 
of (Tanimoto, et. al., 2011) and (Lou, et, al., 2005), the changing of user’s position, moving 
of mouse, sliding of finger and dragging of scroll bar are all successive motions. Since the 
switching models of these user interfaces are all successive motion models, it will take 
some time to switch from the current view to the neighboring view. For instance, in the 
head-tracking system, user needs to take some time to move from his current position to 
the next position for the new viewpoint. We call the speed with which user switch from 
one view to next view “switching speed.” With different user and user interfaces, the 
switching speed is different. Even the same user may switch to a different switching 
speed each time.  

In the successive motion model, which frames should be displayed when user starts to 
switch to the next view are decided by both the frame rate f (frame/s) of the multi-view 
video and the switching speed s (view/s) of user. Let k be the floor of the frame rate 
divided by switching speed:    k f s . Fig. 14 presents the display of frames when k is 3, 2 

and 1. 
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Figure 14. Multi-view video displays with different value of k. 

Assuming the frame rates are the same, different frames should be displayed by these three 
different switching speeds, although they are switching to the same direction. If switching 
slows down, more frames of the current view should be displayed before the display 
changes to the next view. Otherwise, less frames of the current view should be displayed. 
Therefore, k denotes the number of the frames should be displayed in the current view after 
user starts to switch and before the user reaches the position where display should change 
to the next view. In practice, the frame rate is about 25~30 (frame/s). The value of switching 
speed depends on the density of the views and the speed of user interface. However, the 
switching speed is usually much slower than the frame rate. When the switching speed is 
about 2~5 (view/s), the k is about 5~15 (frame/view). For simplicity, k=1 and k = 2 are 
selected as the examples in this paper. Let Fi,j denote the frame of view j at time instant i. By 
the three-tuples N(p, f, s), it is able to predict a triangle area in which the frames are possible 
to be displayed in a subsequent period of time. p is the current position Fi0,j0. When the 
number of the views is M, R(t) is the set of frames that can be displayed at time instant t start 
from Fi0,j0. Fi,j’, R(t), in which: 

      0i i f t  (27) 

                0 0' max 1, ,min ,j j s t j s t M    (28) 

As the video continues to play, the frame at time instant i in (1) should be displayed starting 
from Fi0, j0. User can switch to the view j0-   s t  or j0+   s t  unless already at border view 

(view 1 or view M) during the period t. The user may also stop switching at any view before 
switching to view j0-   s t  or j0+   s t  . Therefore, it is possible to display frames in view j’ 

shown by (2). The triangles of frames are shown in Fig. 15 when k is 1 and 2, respectively. 
The frames in the triangle are called potential frames (PFs), which can be switched to and 
displayed. These frames should be encoded and transmitted. Those frames outside the 

(a)|f| = 3|s|; k = 3 (b)|f| = 2|s|; k = 2 (c)|f | = |s|; k = 1 
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triangle are called redundant frames (RFs). It is impossible to display RFs no matter how the 
user switches the viewpoint start from the current position. UDMVT reduces the 
transmission bitrate for multi-view video transmission by transmitting only the PFs without 
RFs.  

 
Figure 15. The triangles of the frames when k =1 (a) and k=2 (b). The M of the multi-view video is 5. 
Dotted line represents the possible display path. 

When the length of the triangle is L, the number of RFs of the view j in the triangle is:  

     min ,RFs j L I j  

I(j) is: 

         0 0 /I j j j k j j f s  

In I(j), | j - j0 | is the distant between the view j and the current view j0. The number of RFs in 
each triangle is: 
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From these expressions, it could be found that with the increase in the length L, the ratio of 
the PFs to RFs increases, which means that more frames should be encoded and transmitted. 
In other words, the triangle will be enlarged and finally all the frames at the same time 
instant are involved into the triangle, which is also shown in Fig. 15.  

In order to overcome this problem, the N(p, f, s) should be fed back periodically, which is 
able to divide a large triangle into many smaller triangles as shown in Fig. 16. In the 
UDMVT, the N(p, f, s) is fed back periodically at the end of the triangle. The fed back N(p, f, 
s) from the end of the previous triangle is used to predict the next triangle. Therefore, only 
potential frames are transmitted each time and the transmission bitrate is reduced. N(f, p, s) 
should be detected at client and fed back periodically. At the server, N(p, f, s) is used to 
divide the frames into PFs and RFs. The transmission bitrate can be reduce by only 
transmitting the PFs and ignore the RFs. Although the transmission of RFs is unnecessary, 
encoding and transmitting the RFs can work as a kind of insurance against some special 
situations, such as the switching detection error.  

 
Figure 16. The triangles of the potential frames. Dotted line represents the possible display path while 
solid line represents the actual display. 

(a) k = 1 (b) k = 2 



 
Wireless Sensor Networks – Technology and Protocols 94 

From these expressions, it could be found that with the increase in the length L, the ratio of 
the PFs to RFs increases, which means that more frames should be encoded and transmitted. 
In other words, the triangle will be enlarged and finally all the frames at the same time 
instant are involved into the triangle, which is also shown in Fig. 15.  

In order to overcome this problem, the N(p, f, s) should be fed back periodically, which is 
able to divide a large triangle into many smaller triangles as shown in Fig. 16. In the 
UDMVT, the N(p, f, s) is fed back periodically at the end of the triangle. The fed back N(p, f, 
s) from the end of the previous triangle is used to predict the next triangle. Therefore, only 
potential frames are transmitted each time and the transmission bitrate is reduced. N(f, p, s) 
should be detected at client and fed back periodically. At the server, N(p, f, s) is used to 
divide the frames into PFs and RFs. The transmission bitrate can be reduce by only 
transmitting the PFs and ignore the RFs. Although the transmission of RFs is unnecessary, 
encoding and transmitting the RFs can work as a kind of insurance against some special 
situations, such as the switching detection error.  

 
Figure 16. The triangles of the potential frames. Dotted line represents the possible display path while 
solid line represents the actual display. 

(a) k = 1 (b) k = 2 
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6. Conclusions and future work 

6.1. Conclusion 

In this paper, at first, we analyzed the conventional non-aggregation, full aggregation, 
and our proposed partial aggregation with Markovian chain. The analytical result showed 
that, conventional method suffers large energy consumption with the highest accuracy, 
while full aggregation suffers long transmission delay, with the least accuracy. However, 
our proposed partial aggregation has the energy, delay and data accuracy between non-
aggregation and full aggregation. When the random pushing rate becomes larger, the 
partial aggregation tends to non-aggregation and it tends to full aggregation with large 
random pushing rate. Hence, we find that the partial aggregation can trade off energy, 
delay and accuracy according to different applications. Secondly, we discussed the 
tradeoffs among data accuracy, transmission delay and energy consumption with 
different significances according to different applications by proposing tradeoff index 
(TOI). From the results, we find that non-aggregation has the best TOI for low event 
generation rate, that the partial aggregation does for moderate event generation rate, and 
that the full aggregation does for large event generation rate. At last, we discussed multi-
view multi-robot sensor network from the viewpoint of potential applications, existing 
schemes and our proposed UDMVT.  

6.2. Future work 

For the future work, at first, we will discuss the random pushing rate to adapt the various 
changes of data generation rate and information content. For example, in an MRSN, when it 
is of the state of affairs, nodes generate much more event data than in normal case, that 
means data generation rate becomes larger. In this case we should decrease the random 
pushing rate to control the amount of data transmission. On the other hand, from the view 
point of information entropy, if the self information of generated data is high, it means the 
generated data are rare generating data. However, when a node applies the normal data 
aggregation and aggregates the data with normal data, the aggregated data cannot reflect 
the real situation which may lead bad result. In this case, we can increase the random 
pushing rate to send high self information data immediately without data aggregation. 
When the self information of generated data decreases, we decrease random pushing rate to 
control the quantity of data transmission. Secondly, in wireless sensor network, data are 
transmitted to sink node by multi-hopping way, which causes the uneven energy 
consumption on nodes at different locations. Hence, to keep all nodes in the network having 
the same energy consumption is our another future work.  
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1. Introduction 

There are many techniques used to conserve WSN energy, in order to prevent its premature 
dead. Longer distance transmission, involving a number of relaying nodes, increases energy 
consumption very fast. It is striven to receive a messages from nodes located as close as 
possible to a Base Station (BS). The nodes are deployed and we have no possibility to change 
its location.  In order to achieve energy saver effect, more rational seems to be having mobile 
BS, especially that in real life there is usually only one. Typically, in WSN there are a lot of 
sources of messages. BS should be moved to the location where messages are flow evenly 
from all directions. If this condition is met, it prevents unnecessary BS movements in other 
directions. Furthermore, such BS location reduces consumption of energy spending for 
communication but, as a drawback, it reduces the WSN lifespan. 

So, as it was assumed that in order to obtain the longer WSN lifespan, Base Station (BS) 
position can’t be fixed, and it needs to be mobile. Having BS fixed to one position one agrees 
for quick nodes’ energy depletion, since the messages routed along the same paths will 
drain energy to zero quite fast and render these nodes not operational, which ultimately 
would lead to network death.   

There are advantages and disadvantages of moving BS closer to the origin of messages sent. 
The closer to the source of messages BS is, than less consumption of energy spending for 
communication in WSN is. However, if we move BS to close to a potential threat (e.g. source 
of fire, in case we monitor fire hazard in some area), this vital WSN element may be too 
exposed and ultimately damaged or even completely destroyed (which would render entire 
WSN no longer operational). Therefore special attention shall be brought to the idea how far 
BS shall be moved.   

© 2012 Nikodem et al., licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
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Another issue to consider is; how often BS should change its position? To minimize BS 
movement once the intensity of messages is neither changing rapidly nor area of these 
changes migrating too far, what would the threshold (or any other factor) that has influence 
on decision that BS won’t be moved.  

Since it is the common knowledge that migrating BS could help extend WSN lifespan, it is just a 
question; how this migration should be organized. There are several aspects to be investigated, 
among others: whether BS should change its position every time a message is received or not (if 
not how often should it be?), how far BS should move from its previous (original position), how 
the BS movement affects behavior of all nodes and the BS neighborhood. Another crucial aspect 
is how to notify the nodes from BS neighborhood that will soon become out of communication 
range with BS, when it is moving away from these nodes.  

BS movement just a fracture of relay radio link range, seems to be energetically 
unreasonable, since just this kind of movement involves new distribution of nodes 
calculation and new relays designation, that consumes a lot of valuable energy resources. 

2. Related works 

There are a huge number of papers considered communication activity in WSN, related 
mainly to clustering and routing problems. On the one hand, scientists have discussed sensors' 
self-configuring [1], self-management [3, 1, 19], adaptive clustering [1, 9, 22] or concept of 
adjustable autonomy [5]. On the other hand, there are papers which discuss bio-inspired ideas 
and tend to extract some aspects of the natural world for computer emulation [6].  

The WSN communication structure is crucial for BS migration. Authors [4] have shown that 
the communication topology of some biological, social and technological networks is neither 
completely regular nor completely random but stays somehow in between these two 
extreme cases. It is worth to mention papers [22, 19, 3] devoted to self-organizing protocols 
using both random and deterministic elements. 

In order to effectively manage communication activities, one has to address the problems of 
sensor network organization and the subsequent reorganization and maintenance [22].  

3. Communication, measurements and neighborhoods in WSN 

Communication is one of two (along with measurements made by the nodes) primary forms 
of WSN network activity. As far measurements are made by the network nodes and can be 
carried out locally, completely independently, then a communication is a typical collective 
action in which, besides the transmitter and the receiver, relay nodes actively participate. 

The active role of relay results from the limited range of radio communication. Awareness of 
energy preservation considerations causes that this communication range is much shorter 
than existing in WSN distances between nodes and BS. Then, in order to make sure that 
information (a packet) arrives to a destination (BS) from a source of information (a WSN 
node), an implementation of routing packet based on relays is requisite. 
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In order to describe mentioned above WSN activities, let us introduce concepts of actions 
and behavior. Action should be considered as the property of each network element such as: 
a sensor, a Base Station, a cluster head or a regular node. The behavior, on the other hand is 
an external attribute which can be considered either as an outcome of actions performed by 
the whole WSN or its subset (i.e. cluster, routing tree, group of nodes, neighborhood). 

Action (Act) is a ternary relation which can be defined as follows: 

: ×  →   (1) 

Therefore, actions that can be taken by nodes of WSN can be represented as a Cartesian 
product over the sets of nodes (Nodes) and their possible states (States). Finally, new states 
are a result of every action taken.  

Actions are executed individually by a single node of the network (e.g. measuring the 
environmental parameter) but some of them require that two or more neighboring nodes 
cooperate with each other to perform a particular action (e.g. during the message 
transmission, receiver interact with transmitter). Actions are taken depending on the actual 
state of the node (different actions will be taken during the network organization or normal 
operation phase) and lead to new state of the node. Actions may also change the state of the 
neighboring nodes (e.g. dual actions transmit - receive). 

Since nodes are autonomous, each one can execute actions independently of others. 
Undoubtedly, this is an advantage since WSN as a whole can simultaneously execute a 
plenty of different tasks. On the other hand, some actions gain in importance only when two 
or more nodes cooperate with each other taking dual or related actions. For such actions 
nodes perform their actions in cooperation which means that these actions are related to 
each other. In such a case we say that actions are related. Routing in WSN is a good example 
of such related actions.  

Let, R denotes, routing. We can construct the quotient set called Behavior, consist of elements 
which are called equivalence classes linked to the relation R and here denoted as: 

   (2) 

So, routing activity is a behavior which draws on relations and describes dependencies 
between actions that are taken by nodes situated on a routing path.  In other words, 
relations refer to actions that depend on each other and are taken together but not 
necessarily simultaneously – this is the relational way of thinking about the network 
activity. Detailed explanation of these concepts can be found in [12, 13, 16]. 

Concerning WSN structure, vicinity V(k) of a node k describes all what is placed in the radio 
link range of k node. This vicinity consists of various different components that belong to the 
WSN infrastructure and the other indirect elements that do not belong to WSN, although they 
play an important role in the behavior of the network. The set of objects from the first group 
can be called neighborhood N(k), and a collection made of objects from the second group is 
defined as environment E(k). The relationship between these three terms can be expressed as: 
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 �(�) = �(�) � �(�) (3) 

Coming back to mentioned above two crucial WSN activities, communication is a behavior 
which takes place within a neighborhood while measurements are actions related to 
environment.  Further we will be working on communication aspects within WSN, so now 
let us come closer to this issue and begin from ���(�� �) expression that can be defined as a 
collection of mappings of set X onto set Y (surjection).  Next, Sub(X)  is defined as a family of 
all X subsets and neighborhood  � as a mapping 

 � � ����������� ���(�����)�� (4) 

Thus, �(�) denotes the the neighborhood of node k while,  �(�)   is the neighborhood 
of set of nodes S defined as: 

 �(�)�������� = {� � ������ � � � �}                 (5) 

 �(�)�������� = {� � ������ (�� � �)(� � � �)}                 (6) 

where  � � � �   means that nodes y and k are in relation  `to be neighbors’.       

4. Spatial routing and routing chains in WSN 

Getting back to the main WSN task, which is the monitoring of selected physical parameters 
of the given area, let's have look at how it is implemented. A packet containing 
measurement results is formed in the node that has made this measurement. The sources of 
packets are all nodes in WSN. We assume a regular frequency of measurements, forming 
packets and continuous uniform distribution of nodes within WSN area with probability 
density function 

 �(�) = �
�

����
� � � � � ����

�� � � � � ����
 (7) 

for both X and Y axes. Thus, we consider WSN as a collection of strongly homogenous 
elements (nodes). During WSN activity we do not affect either the place or the time of new 
packet creation.  

Then a packet is transmitted to a base station via a routing path. Realization of this 
communication phase is based on the set of nodes cooperation that relay a packet. Short 
radio link communication range precludes (for many nodes) sending packet directly to the 
BS. Only a certain number of nodes can do this because only these are located within 
communication proximity (neighborhood) of the base station. 

This node’s communication phase with the base station has been described repeatedly in the 
literature [7, 20, 15]. Different criteria for assessing the effectiveness of the retransmission 
realization are being used. There are many different algorithms for packet routing. Some of 
these methods (proactive) determine the optimal routing path and exploit them as long as 
possible. Next, an algorithm strives for finding a new, an optimal path in new patch 
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structure which yet again is exploited until an energy is depleted, etc. The other algorithms 
(proactive) determine the routing path, each time when it is needed. Transmission is then 
carried out closer to the current optimal routing path. 

At this stage, we propose the following method of spatial route planning which is 
characterized by two important features: 

 this method defines the area in which routing can be performed, while the existing 
methods were determined by a path, 

 this method realizes inducing cooperation and at each node k on routing path, 
gives the choice of next subsequent relay k+1.  

Using the spatial routing, nodes in the space S (Fig.1) can model the routing path collectively 
realizing inducing cooperation. These features give us a greater flexibility in modeling 
communication behaviors. Moreover, making a decision collectively (within the 
neighborhood) increases adaptability to a varied environmental conditions. Note that, if each 
relay node (in Fig.1) has only 5 choices, so on the way from s to BS made up of six relays we 
have 56 = 15625 choices. It is an impressive number but we must remember that the routing 
path (s,t1,t2,…,t6, BS) makes a chain, whose lifespan is determined by the weakest link.  

In our case it is t6 relay node. Why? Because in a sequence of relay nodes so many (all) 
choices is being created by s,t1,t2,…,t5 nodes. The last relay node t6, as situated in the vicinity 
of BS has no choice. Since one possibility is not a choice. Selection starts with two or more 
possibilities. Consequently, t6 has to send a packet to BS. A multitude of choices, and thus an 
ability to spread energy consumption on a certain subset of WSN nodes is not t6 node merit. 
Moreover, this node represents a base station neighbors N(BS). Thus, whatever the route is, 
and how many choices for routing (s, ...., BS) we have, each chosen route must end with one 
of these relay nodes which are neighbors of BS. What does this mean? We can spread an 
energy consumption for a routing path, forcing the nodes lying on its realization to work, 
but in the final retransmission phase, all packets, converge in the vicinity of the BS. So, we 
can offload nodes on a route, but we cannot relieve traffic going across nodes adjacent to the 
BS, because nothing can replace them. 

 
Figure 1. The map of choices during spatial routing from s to BS 
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Hence the idea, if we cannot distribute loads of the nodes from BS neighborhood and this 
results in depletion of energy resources, thereby shortening WSN lifespan, it should ensure 
a periodic exchange of BS neighbors on other nodes, which have so far not been exploited so 
intensively or simply have more energy. Such an exchange can take place in two ways, or 
we will shift nodes in WSN area, or location of BS will be subjected to shift. We prefer the 
second solution, as more practical in implementation. An octocopter - a flying autonomous 
agile aerial machine will be used for BS transportation. 

5. The importance of base stations in terms of WSN maximum lifespan 

The base station data acquisition absorbs the large amount of the network nodes energy 
resources. The largest losses occur in the nodes that are within the BS neighborhood. This is 
because they carry out the main burden of retransmission. A routing paths can (indeed be 
differently routed) by changing the relaying nodes, but the penultimate node of the path 
must always be one of the nodes within neighborhood N(BS). 

The maximum life time of the network, expressed in number of packets, it might send to the 
BS, is: 

 ���(���) � �∑ ��(�)���� �   � � �(��)� � ��(��)       (8) 

where LS(k) is k  node lifespan, and � � ������(��)� is cardinality of �(��) set. 

 
Figure 2. Single BS routing simulation – energy consumption of the WSN nodes 

If all nodes in BS neighborhood N(BS) will lose their energy, WSN loses its consistency. 
This is a significant loss of consistency, which leads to BS isolation, and thus the loss of basic 
network function, which is to gather information from the specified area. 

In order to extend a maximum lifespan of the network we can introduce more BS. Following 
the isolation of another BS, we lose contact with parts of the network served by this station, 
but the other part WSN still works. The maximum lifetime of the network (while 
maintaining its consistency) is obtained when there is a mutual isolation of the 
neighborhoods of all base stations. Then we use optimally the resources of all BS neighbors. 
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 ���(���) = ∑ ������� = ∑  �∑ ��(�); ��
��� � � ��������

���
�
���  (9) 

The number of BS neighbors also depends on the radio link range and node deployment 
density, but we have no impact on these parameters in the process of maximization of WSN 
lifespan. The longest lifespan can be achieved when we will make sure that the total number 
of neighbors of all BS was as large as possible. It should therefore deploy BS according to the 
following condition: 

 �����⋃ �������
��� �  � ���    ���  (��� � � {���� � � �}; � � �) (�(���) ⋂ �(���) = ∅) (10) 

The above condition (10) states that all partition of a set of WSN nodes (mutually exclusive and 
collectively exhaustive neighborhoods N(BSj)) provides maximal number of all BS neighbors.  

Deployment of multiple BS in WSN area, optimal in the sense of network lifetime is a 
complex mixed optimization problem (known as mixed integer programming), even for a 
homogeneous network in terms of nodes and energy distribution, as well as density 
distribution of the messages occurrences. The relatively easier task is to define drainage 
areas, if we have established BS positions. The most frequently approach used in that case is 
the partition of the network into a clusters, in which BS serves a cluster head role. There are 
plenty of such partitions, but we have not met in the literature an algorithm that would 
guarantee that the partition into clusters meets the required optimality criteria. In addition 
to these drawbacks, the most important disadvantage is, that the real WSN networks are not 
giving up the theoretical assumptions (7). Nodes, even if they are homogeneous in terms of 
hardware, are randomly distributed and their distribution changes (nodes are dying during 
the WSN operation). Messages in the network are uniformly generated only during 
monitoring of the non-emergency situations (e.g. no fire in a monitored area). The presence 
of special circumstances significantly interferes with this distribution. A fire on some area of 
the network generates much more messages than when nothing special (unusual) happens. 
Hence also the diversification of energy consumption increases in this time. We need a 
smarter algorithm than one that finds an optimal multidimensional solution (several 
hundred to several thousand nodes) of the mixed programming with rare practical 
assumptions. Such an algorithm should take into account the dynamics of changes in the 
network and be run repeatedly, whenever there are changes in vital network parameters. As 
if that were not enough the algorithm should run in distributed mode, adjusting the solution 
to the local conditions. It should run adaptively in intensive monitoring area (areas under 
fire), and differently in areas of relatively stable monitored parameters.  

6. WSN with one base station 

6.1. The static base station issue 

In order to comprehend the variety of interactions, a multitude of cases that may happen in 
WSN, let us begin our discussion from a case with one base station in WSN. What BS 
location will guarantee the longest lifetime of the network? According to (10) the best 
location should ensure the following condition: 
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 ������(��)� � ��� (11) 

Assuming regular frequency of measurements, forming packets and continuous uniform 
distribution of nodes within WSN area with probability density function (7) (uniform 
distribution of homogenous nodes and messages) any, but not outlying location meets (11).  
Outlying (not fringe) location, means such a location for which BS radio link range falls 
within the ambit of the WSN area (a, b, c in Fig. 3.) Locations depicted as e, d (Fig.3) are 
inferior to the previous because for these locations the number of neighbors BS 
(������(��)� ) is lower. 

 
Figure 3. The base station locations and WSN lifespan simulation with energy consumption 

We have a plenty of such sufficient locations in WSN as shown in Fig. 3 (for clarity there are 
marked only 3). In order to conform to the load uniformity postulate for each of BS 
neighbor, the center of area (V spot in Fig. 3) where network operates is the best place to 
locate BS. The obtained results show that V spot of is the best both in terms of the mean 
energy consumption spent for sending a single packet (only 12.8 energy units per packet), as 
well as in terms of WSN life expectancy  (1792 packets). In spot b, due to the greater distance 
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between the subset of nodes (with coordinates (x, y) less than (50, 50)), the mean energy 
consumption for sending a single packet increases to 18.5 units. The network lifespan in this 
case is shorter (1358 packets sent) because neighbors with coordinates above (b, b) were less 
intensively utilized for retransmission. So, these burdens were shifted on remaining 
neighbors, which resulted in faster BS isolation from the rest of the network, although some 
of its neighbors (those located above (b, b)) had left energy reserves. In e case, the situation 
was clearly the worst in terms of both an energy consumption and WSN lifespan. BS was 
using resources just only a half of neighbors that greatly shortened network lifespan, and 
much greater transmission distances increased mean energy consumption. 

6.2. The migrated base station issue 

BS placement in the V spot assures the longest WSN lifespan of all other possible static 
locations. But, whether a BS that migrates could not to assure longer WSN lifetime that 
being static (located all the time at the V spot)? Let us consider another BS position as a 
"new" base station in WSN, so analyzing (9), each nonzero element of the sum  

 ���(���) = ∑ ��������
��� ,  (12) 

increases the lifespan of the WSN.   

 
Figure 4. The base station migration and WSN lifespan simulation with energy consumption 

The optimal deployment of b base stations is determined by formula (10) so, we assumed, in 
simulation, that the BS will travel in a way that its neighbors’ sets in successive positions were 
disjunctive. As the number of nodes in the network was N = 300, so after receiving consecutive 
300 packets, BS changed its position, moving clockwise (as shown in Fig.4). The new BS 
position was determined, so that a new set of BS neighbors did not have conjoint elements 
with all previous neighborhoods. After receiving 4x300 = 1200 packets, such a cycle was 
repeated until the energy of one of the nodes was drained out completely. The results are far 
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better than those obtained when the BS was located in the best possible static position (V) and 
its location was fixed. Periodically migrated BS provides a larger number of neighbors 
increased the network lifespan but this issue reduce energetic efficiency (an average energy 
consumption per packet has increased noticeably). That was an obvious trade-off.  

The number of neighbors (on average four times), we expected a commensurate increase in 
WSN lifespan. As a result we obtain a prolongation of WSN lifespan, but unfortunately it 
was not even doubled. Where we have lost so much potential energy resources (12)? Well, 
there are three reasons for this; firstly we do not know whether other BS migration path 
would not give better results. Secondly, the migration of the base station does not take into 
account changes in the WSN topology. Subsequent BS positions were determined before the 
WSN nodes start to be active. After another round, taking into consideration these nodes, 
which energy was almost drained, the new BS positions should always take this into 
account. Thirdly, a migrating base station is not equal to four ones still remaining in their 
initial locations. Each of these static BS supports only a part of the WSN and thus realizes 
communication more efficiently. One migrant BS serves the entire WSN and thus being in 
the A spot (see in Fig. 4) must receive packets sent from the vicinity of the nodes located in 
the C spot. So, we really know that BS at each position is working not optimally, generating 
such a significant loss of energy resources. Only a large number of neighbors make the total 
balance of such activity positive. In the case depicted in Fig. 4 a lot of energy is being simply 
wasted, hence far from the best, but yet better than previously had been achieved. 

7. The adaptive migration of a base station 

A static assignment of BS location takes into consideration anticipated (and what is more 
important static) sensors activity. It is a common knowledge that situation in WSN changes, 
some areas are more active some even dormant – it is very infrequent unlikely situation that 
entire WSN area is active. The routing activity entails substantial energy consumption and 
changes network communication conditions. A new situation requires changes and these 
involve BS location change – as per analogy to military tactical charts, no one will start re-
positioning troops on a map from a scratch (deployment of a new map) but using runny 
movements of existing available units. Similarly with Base Station – smooth transition from 
one dynamic event to another entails migration of BS to follow resultant changes. WSN 
adaptation involves migration of the BS towards “hot” area, whereas the remaining region 
is covered cursorily. 

Typically, at early life of WSN - its energy is distributed evenly across entire its area. 
Gradually with time, this changes. There are some nodes with no energy and WSN 
operation becomes problematic. Since the dynamic allocation of energy within the network 
is not (directly) possible, we propose the migration of BS that can greatly influence on 
energy distribution and consumption across the nodes. Since adaptive migration is a result 
of smart interaction between BS and its vicinity, now we consider how to determine a 
migration vector in the BS vicinity. In order to do so, a number of messages received by each 
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node within BS neighborhood must be known. Having these numbers, for each node 
� � �(��) we calculate node’s load quotient within BS neighborhood as 

 ��(��) � ��
∑ ���

�(��)
                    (13) 

where:   ��is a  number of messages received by n-th node, 

∑ ���
�(��)  -  is a total number of all messages received by nodes within �(��)  

neighborhood.  

Once the load quotients of nodes are calculated, we take into account only few of BS 
neighbor nodes and treat ��(��) values, as magnitude of vectors significant in determination 
of BS migration vector. Then using simple vectors addition of these significant  � ��(��������������� �   � �
�) vectors as components (Fig. 5), we shape BS migration vector   ����  as follows: 

 �� � ∑ ��(��)���������������
�∗(��)  (14) 

where    �∗(��) � �(��) is a significant neighborhood of BS.  

Now, in order to move BS we need to decide, how long this movement should be. It is being 
decided by  value, a movement distance factor that shapes BS movement distance from its 
original position. 

 � � � � �� � �����  (15) 

where  Range is a BS radio link range parameter, 

k is lower bounds parameter for BS movement distance. 

The formula (15) provides some kind of neighborhood  �(��) continuity during the BS 
migration.  

.  
Figure 5. Shaping the BS migration vector 
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However there should be one more observation detected. We select only some of all 
calculated node's load quotients. One may wonder what and why such a criterion choice is? 
In our simulations, we were able to choose, building a BS migration vector , all the 
neighbors since we knew their locations. So there was no difficulty in defining direction and 
sense of all vectors. Selection of neighbors taking part in the shaping of the vector (14) 
allows for smart elimination of unwanted nodes in this process. For example, if a node 
transmits the parameter temperature in my environment, and this temperature is too high 
(potentially harmful), then BS should not migrate in that direction. Often in the real world, 
only some nodes locations are known to BS, then it is apparent to include only those nodes 
in the equation (14). 

BS migration shall continue until such location is reached, in which a balanced number of 
messages reaches BS from all directions in its vicinity. Such a case, in the real world 
situation may never occur, so in order to stop redundant movements, to prevent further 
energy drain, we introduce indifference constant k (refer to (15)) that decides if any 
additional movement shall be done or not. If the left part of condition (15) is not fulfilled, BS 
remains on its previous position. 

8. Accompanying issues 

8.1. Hop zones distributions 

All Wireless Sensor Networks has a circular shape of their close neighbor’s communication 
range.  If a Base Station is located in communication proximity of nodes, these nodes are in 
BS neighborhood, and if messages sent from a node cannot reach directly BS and this action 
requires relaying nodes - a distance from one node to another closer to BS is called hop, so a 
message having more than 1 relaying node on route to BS needs to travel through 2 hops.  
Hop zones gather nodes with the same communication distance to a BS. WSN rules 
enforcing messages send out to a node located directly within next hop. However, some 
nodes could potentially have more energy (or located on hop border) to breach the one hop 
limit and sent message out to another node in next hop. Communication between hop zones 
is primarily dependent on a node that initiates communication towards sink, because it 
shapes, by its communication range, entire traffic, deciding to which node in next hop a 
message is sent. This action is crucial, since a node starts a chain reaction in relaying node. A 
route will only change once energy of any node on this communication path is drained. 
Let’s assume that we have capability to influence a node where and how far it sends a 
message. By this feature we may manipulate that messages are being sent as far as 
communication range extends which ultimately may lead to reduction of regular hops 
number on a long path. Whether this pays off, yet again, it results from WSN layout and 
participating nodes. As experiments shows [10] having variable number of hops (based on 
nodes arrangement) and feasibility to influence message distance send out, a noticeable 
amount of energy may be preserved. 
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Figure 6. Nodes and hops distribution in a WSN 
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8.2. Location of nodes in WSN 

Another vital aspect in WSN is mutual location of the nodes. Only BS can know its precise 
location among the other nodes (hence only BS is able to plot its migration vector). Not all 
WS node have capability to precisely define their position in space. Only a few of nodes 
have optional (built-in or add-in) GPS device, such nodes with GPS are exceptionally useful 
for remaining nodes without this capability, they can act as beacons – providing other nodes 
with their position at the same time enabling to set position on their own.  Having three 
beacons in communicational range gives a node an opportunity to precisely set its position. 
After this operation such a node becomes an anchor which unfortunately cannot be used for 
any further nodes location designation. Node’s (anchor) location could be determined either 
by Ad hoc On-Demand Distance Vector (AODV) Routing developed in Nokia Research 
Center, University of California, Santa Barbara and University of Cincinnati [17] or Angle of 
Arrival using Received Signal Strength [20, 21]. Node’s position can be also relatively 
precisely determined based on loss of transmitted signal strength. When there are just two 
beacons and one anchor nodes location designation is still possible, but less precise than 
before. The least accurate location designation applies to a situation where there are just 
three anchors in node’s proximity. In each case where anchor is used to location designation, 
it is being recognized as a classifier rather than a positioning element.    

A constellation term, known from astronomy as a group of stars involved in a specific area 
of the celestial sphere that is shown in the relative position on the Earth night sky, could be 
also applied in WSN field, per analogy celestial bodies (nodes), sky (WSN), Earth (BS). 
Therefore constellation in WSN can also show only relative position, towards selected, 
known points. The advantage of constellation is that one need to know neither precise 
distance between nodes nor having any single beacon in a communicational proximity. One 
needs only select a reference point and then can calculate distance to it. Main disadvantage 
of this method is that it accumulates errors, the greater the determined distance the bigger 
inaccuracy. However these cumulative errors can be partially mitigated by introducing at 
least one beacon. 

8.3. Flooding (new hop zones determination) 

Another interesting, from energy saving standpoint, issue is how important (if at all) is 
sending information about zone number change (a hop zone, where a node is currently 
located). Normally, in a conventional WSN, when position of BS changes, zones and their 
numbering have to be designated again. Question is, whether we can avoid energetic cost 
on broadcasting info about all new zones? Let’s concentrate on a situation, where we are 
focusing on a node located 15 hops from BS, does it make any sense to loose energy on 
broadcasting information that we are currently on 16th hop from BS, or maybe previous 
state of knowledge is good enough, in fact nothing important hasn’t changed since the 
node still knows where to relay messages (set of nodes from preceding hop is still 
known). If this approach is taken a priori as reasonable solution, further investigation on 
where information about new zone is vital and where may be omitted.  Shall a very 
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simple rule (only nodes that directly can get s message from BS about its position change) 
or more sophisticated (per analogy to water wave flooding, where only nodes in a few 
first hop zones are being notified and then “notification wave” gradually fades) be 
applied. Having in mind these considerations only information about motion vector shall 
be propagated each time BS moves, and only every defined time slice forming new zones 
(only if required) and its new numbering (always) is being done. Described above 
scenario may resemble an attentive reader - MPEG compression algorithm, where in order 
to increase compression ratio (energy preserved), frame data is being deliberately lost (not 
each time full info about WSN state sent out), motion vectors are used, and I frames may 
be considered as information that is always being propagated across WSN and B / P 
frames is just partially sent data.  

9. Conclusions  

Two methods of WSN energy preservation (theoretically and simulation proven) are 
directed and spatial communication. Both in many cases may save energy expense of a 
certain nodes and ultimately the whole network, however infrequently these contribute to 
WSN lifespan prolongation. Introducing a migrated BS into a static WSN environment may 
bring further energy savings for whole network and assure that network lifespan will be 
much longer that in a static one. There is no need to underline how important WSN lifespan 
issue is; there is a common knowledge the longer the weakest WSN link (a node with the 
least energy left) is active the longer WSN lifespan is. Usually having this knowledge in 
mind, algorithms made attempt to distribute messages load (packets sent from source to a 
sink) evenly across neighboring nodes to prevent premature death of this node. Nonetheless 
it could remediate such situations, preventing BS isolation outside (the communication 
range) of other nodes, but in certain conditions (e.g. where BS was located in a corner of 
WSN area with only a few neighbors – Fig. 2) were ineffective. Such a case could be 
improved having a mechanism allowing migration of base station(s). BS migration could be 
fixed (based on defined criteria) or adaptive. Both are having their advantages and 
drawbacks. However their disadvantages may be neglected if the only criterion is WSN 
prolongation.  

When the base station migrates in a WSN, every time it musts ensure that it does not lost 
contact with network nodes. Also, in order to ensure the best survival of relay nodes 
(which actively support it work), it should stay as close as possible to the most active 
regions of the network. Constantly changing its location the base station also changes its 
neighbors. This implies that the base station (BS) should match its velocity with currently 
neighboring nodes to keep abreast. Any collective behavior is solely based on observable 
phenomena within neighborhood. In the tested issue nodes within BS neighborhood helps 
it to calculate the velocity vector (14).  However, change the location of BS must occur in 
accordance with the relay activity of the WSN nodes. The integration of these behaviors 
results in a stable BS location, where most active regions of the network are at least some 
minimum distance from BS. In terms of energy savings this is an optimal solution, 
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however, because of the intense burdening neighborhood nodes is advantageous to 
periodically change the BS location. 

During our experiments in both simulated and first real life environments we found some 
intriguing and at the same time interesting issues that for now are worth to be mentioned 
(irregular and not quite circularly shaped hop zones, BS location determination in WSN 
area, new hop zones determination after BS movement) and in a near future will a the 
subject of our research. 
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1. Introduction

Wireless Sensor networks (WSNs) have recently received increased attractiveness driven by
many mission-critical applications such as battlefield reconnaissance and homeland security
monitoring. Mission critical here refers to networking for application domains whose
infrastructure and operations are absolutely necessary for an organization to carry out its
mission [1]. Therefore, the main feature that must be guaranteed by all networks running
mission critical applications is the network continuity.

However, due to the nature of the deployment field, these networks are vulnerable to natural
disasters such as earthquakes, tornadoes or floods. Moreove, they are also subject to physical
attacks such as an Electro-Magnetic Pulse (EMP) attack and security breaches such as sinkhole
and selective forwarding attacks [2]. Such real world events may happen in particular
geographical areas and disrupt specific parts of the network. Therefore, the geographical
layout of the network topology determines the impact of such events on the network’s
connectivity.

Several contributions in the literature have addressed the failure modeling and survivability
problems. The authors in [3, 4] tackled the single link failure problem in the logical topology.
The authors in [5] focus on the dual link failure assumption. Most of these studies are
based on a common assumption that failures are independent of their locations and randomly
distributed across the network, which fails to reflect several real scenarios. Such real-world
events have geographical nature, and therefore, the geographical structure of the network
affects the impact of these events. Under such region failure scenarios, several network
components within a geographically correlated region may be simultaneously destroyed,
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resulting in network holes, cuts (partitions) or even breakdown of the overall network
connectivity as shown in Fig. 1. Therefore, it is essential to assess the vulnerabilities of mission
critical networks to such region-failures.

Some research has been conducted to understand the impact of region failures on wired
backbone networks such as [11–18]. On the other hand, the cut detection problem has been
investigated by [19] and [20].

Recently, few studies have tackled the region-failure problem in wireless networks. The
authors in [7–9] investigated the region- based connectivity issue in wireless networks and
demonstrated the effect of the transmitting power on maintaining a region-based connectivity
in the presence of single and multiple region failures. The authors in [10] proposed a more
general Probabilistic Region Failure (PRF) Model to capture the key features of geographically
correlated region failures. They also developed a framework to apply the PRF model for the
reliability assessment of wireless mesh networks.

(a) Partitions due to single
region-failure

(b) Partitions due to dual
region-failure

(c) A hole due to a single
region-failure

(d) Two holes due to dual
region-failure

Figure 1. Example of Network Partitions and holes

All of the aforementioned studies about regional-failures consider a worst-case cut as the
cut which maximizes or minimizes certain performance metric (such as capacity) of the
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intersected links. However, such a definition is inadequate to capture many realistic situations
where the faulty nodes may influence larger number of nodes rather than larger number of
link-cuts. we claim that, using the number of failed links as the main criteria for defining the
worst-case region cut underestimates the impact of a region failure on the overall network
performance.

Therefore, in this chapter, we first introduce a new definition for for a worst-case cut (partition)
due to failure regions. Then, we identify the location of a disaster that would have the
maximum impact on a test network using both definitions. Finally, we conduct a deeper
analysis to understand the behavior of a single and dual region-failures on the network
performance with mission-critical nodes. Our simulation results indicate that, current studies
in regional failures under estimate the impact of the worst-case cut due to their dependence
on a relaxed definition for the worst-case region-cut.

The rest of this chapter is organized as follows. Section 2 presents the problem investigation.
Section 3 demonstrates our proposed scheme for identifying the worst-case cut under single
and dual region-failures. Section 4 presents our experimental results. Finally, Section 5
concludes our chapter.

2. Problem investigation

Most of the available studies [21–23] in the literature consider that the failure probability of
a node is independent of its location in the deployment area. Few studies [6–10] addressed
the region failure problem of spatially correlated network nodes in the physical topology.
Available studies focusing on region failures consider link-cuts due to a region-failure as the
main criteria for identifying the worst-case region-failure and can be interpreted in terms of
the network capacity and throughput. However, such fault scenario is inadequate to capture
many realistic situations where the failure region may influence larger number of nodes rather
than larger number of link-cuts as shown in Fig.2.

(a) Link-Based (b) Node-Based

Figure 2. Selection of the Worst-case region cut

For the network shown in Fig. 2, suppose that all links have the same capacity. Then, it can
be easily seen that the region failure in Fig. 2a leads to 10 link-cuts while the region failure
shown in Fig. 2b leads to only 6 link-cuts. Based on the current studies, the region with the
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maximum number of link-cuts is identified as the worst-case cut (i.e the region in Fig. 2a). On
the other hand, the failure region depicted in Fig. 2b disconnects the dashed region (8 nodes)
from the rest of the network which has a greater impact on the network than the case shown
in Fig. 2a which has only 6 disconnected nodes.

Therefore, we first propose a new model for the worst-case region-cut considering
disconnected nodes (Node-Based) due to a region-failure as the major criteria for identifying
the worst-case region-cut. In our proposed model, we may select a region with less number
of link-cuts as the worst-case cut if it isolates a larger number of nodes. Moreover, in our
proposed model mission-critical nodes are given more weight during the worst-case analysis
process to reflect the importance of its service continuity.

3. Proposed model

The network model we consider here is composed of a base station, a sink node, and a set
of distributed wireless sensor nodes. The base station can be inserted in any suitable place
whether in the field or somewhere else. It is directly connected to the sink node through a
wire or wireless link. The sink node is a wireless sensor with high capability in memory,
processing, power, and wireless coverage. It works as an intermediate node between the base
station and the other sensors. It receives commands from the base station and then conveys
them to the deployed sensors. In addition, it collects data from the sensors and sends it to the
base station. The other sensor nodes are categorized into mission-critical (MC) sensor nodes
and regular sensor nodes. A mission-critical sensor node is a node that is responsible for
sensing or reading mission-critical information such as a sensor node in the battle field. while
the regular sensor node is any other node. These sensors which have limited capabilities in
their battery-powers, memory, and processing are distributed all over the area of interest in
such a way that any deployed node has at least one path to the sink node.

In the rest of this section we present the problem formulation of our proposed model in section
3.1. Then, in section 3.2 we introduce the routing process based on the above mentioned
network model. Finally, we demonstrate the region failure analysis under single and dual
region-failures in section 3.3.

3.1. Routing process

Nodes in a routing table are classified into three categories: 1) parent node, 2) sibling node
and 3) child node. A parent node is a node in the transmission range of another sending
node and having a hop count one less than the sending node. A sibling node is a node
in the transmission range of another sending node and having the same hop count as the
sending node. A child node is a node in the transmission range of another sending node and
having a hop count one more than the sending node. After deploying sensor nodes into the
network field, the routing tables of the underlying sensor nodes are established. To illustrate
the process, a network is constructed in Fig. 3. The network has eight sensors: a sink node,
two mission-critical sensors (A and F), and five regular sensors (B, C, D, E, and G).

The routing process is started when the sink node broadcasts a setup packet to all nodes within
its transmission range. The setup packet contains several parameters including the number
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(a) During the routing process (b) After completion of the routing process

Figure 3. Routing process configuration

of hops h between the sending node and the sink node. Each sensor node receiving the setup
packet from the sink node sets its value of h to the incremented value of the received h and
marks the sink node as a parent node. For the network shown in Fig. 3a, each of the nodes
A, B, and C in the solid circle marks the sink node as its parent. Then, every node with hop
count of 1 broadcasts a newly constructed setup packet. For example, suppose that the node
B sends its setup packet. In this case, the sink node (belongs to the third category), the sensor
nodes A and C (belong to the second category), and the sensor nodes D and E (belong to the
first category) mark the node B as a child, sibling, and parent, respectively. Each node in the
first category (in this case, D and E) sets its value of h to 2 (i.e., the value of received h + 1).
Each of the nodes D and E constructs its setup packets and broadcasts it to its neighbors. This
broadcasting process is repeated hop-by-hop by the nodes of the first category until all the
deployed sensor nodes establish their routing tables. This will end up with the Fig. 3b, where
a headed-arrow represents a link between a parent node and a child and it starts from the
parent and heads into its child. A line with no arrow-head refers to a link between two sibling
nodes.

3.2. Problem formulation

When considering circular cuts, we assume that a disaster results in a cut of radius r, which
is centered at [x,y]. We define the worst-case region-cut of a network topology nt as WCC(nt)
which can be evaluated as follows.

WCC(nt) = max
∀x,y

(rwx,y) (1)

Where rwx,y is the weight function of the region-cut centered at (x,y) and can be evaluated as
follows.

rwx,y = c · ∑
si∈dsx,y

nw(si)

︸ ︷︷ ︸
Disconnected nodes

+ ∑
sj∈ f sx,y

pw(sj)

︸ ︷︷ ︸
Failed nodes

+ ∑
bi∈brx,y

bw(bi)

︸ ︷︷ ︸
Failed links

(2)
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Where c is a constant that gives the disconnected nodes higher weight than link-cuts, dsx,y is
the set of disconnected sensor nodes due to the region-cut centered at (x,y), and nw(si) is the
weight of the sensor node si that differentiates between a regular node and a mission-critical
node.

f sx,y is the set of failed sensor nodes within the region-failure centered at (x,y), and pw(sj) is
the weight of the sensor node sj on the path from a source node S to the sink node. The pw(sj)
is used to distinguish between a node on a regular path or a mission-critical path. brx,y is
the set of paths (bridges) connecting a disconnected network partition (due to the region-cut
centered at (x,y)) with a connected network section. bw(bi) is the weight of the bridge bi.

Equation 1 indicates that, the worst-case cut can be located by evaluating a weight function
rwx,y for each region cut and the region-cut with maximum weight is considered the
worst-case region-cut.

Equation 2 evaluates the weight of a region cut centered at [x,y] by estimating the importance
of three main factors: disconnected nodes, failed nodes, and link-cuts as described in Eq. 2.

The first term ∑si∈dsx,y
nw(si) is the summation of the weights of all disconnected nodes

due to the region-failure. Through the node weight nw(si), we provide more weight to
mission-critical nodes than regular nodes as indicated by Equation 3.

nw(si) =

�
1 if si ∈ RS,

2c if si ∈ MS.
(3)

Where RS is the set of all regular sensor nodes in the network field and MS is the set of all
mission-critical sensor nodes.

The second term ∑sj∈rsx,y
pw(sj) represents the summation of all path weights of the failed

nodes (all nodes within the region cut).

This weight function pw(sj) is used to grant higher weights to the failed nodes within the
region failure that are used in forwarding mission-critical information as described in Eq. 4.

pw(sj) =

⎧⎪⎪⎨
⎪⎪⎩

0 if sj ∈ RS & sj �∈ MS,

2c if sj ∈ MS,

∑sk∈SC(sj)
pw(sk)

pnk
if sj ∈ RS & sj ∈ MP.

(4)

Where MP is the set of mission-paths which we refer to as paths carrying mission-critical
information, SC is set of children of the sensor sj and pnk is the number of parents of the
sensor sk .

In Eq.4, the path weight pw(sj) is assigned a value of zero if a failed node is a regular node that
is not located on a mission-path (i.e., it is not used to forward mission-critical information).
on the other hand, if the failed node is mission-critical node it receives higher path weight.
Finally, if the failed node sj is a regular node that is located on a mission-critical path, then the
path weight is evaluated recursively by the summation of the ratio of path weights pw(sk) of
the child node k to the number of parent nodes pnk of the child node k.
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The last term bw(bi) is the weight of the bridge bi. This weight function reflects the importance
of a failed link due to a region-cut. Here, a failed link can participate in more than one bridge.
Hence, we are interested in calculating the the For example, if all links on the failed bridge are
not located on mission-path it is given a weight of 1.

on the other hand,if all links on the failed bridge are located on mission-path it is given the
highest weight.

Finally, if not all of the links on the failed bridge are located on a mission-path, its weight is a
percentage of the highest weight. This percentage can be evaluated by the ratio of the number
of links carrying mission-critical information of the bridge MLbi

to its total number of links
TLbi

as described in Equation 5

bw(bi) =

⎧
⎪⎪⎨
⎪⎪⎩

1 if all sensors in bi �∈ MP,

c if all sensors in bi ∈ MP,
MLbi
TLbi

· c otherwise.

(5)

where bi is a linking path (bridge) connecting a disconnected node with a connected nodes and
passing through failed nodes. Each of the connected and disconnected nodes should have a
direct link with a failed node. The bridge direction should be from a child toward a parent
(i.e. any bridge linking two sibling nodes is excluded). MLbi

is the number of mission-critical
links located on the bridge bi, and TLbi

is the total number of links of the bridge bi.

To further illustrate the evaluation of the worst-case region-failure, we provide the following
example shown in Fig. 4. In this example compare two different region failures as shown in
Fig. 4c and Fig. 4d. Herefater, we also provide the corresponding analytical calculations.

For the network shown in Fig. 4a, to find the worst-case region-failure we have to apply
the routing process discussed earlier to configure the routing tables by the category (parent,
sibling, child) of each neighbor. The result of routing phase for the given network topology is
depicted in Fig. 4b. As described earlier in this section, the headed-arrow represents a child
node toward the head and a parent node toward the tail while a line without heads represents
a sibling relationship. Hereafter in the following example, we assume that the value of the
constant c is equal to 5.

For the failure Region1 shown in Fig. 4c, to find the worst-case region-cut, we apply Eq. 2 of
our proposed model to get the weight of this region-failure as follows. For the calculation of
the node weight nw(si) based on Eq. 3, each node in the disconnected partition of the topology
is assigned a value of 1. Hence, ∑si∈dsRegion1

nw(si) = 6. Note that, there is no mission-critical
nodes in the disconnected partition. For the calculation of the path weight pw(sj) we use Eq. 4.
As all the failed nodes within the region-failure are not carrying mission critical information,
then ∑sj∈ f sRegion1

pw(sj) = 0. Finally, for the bridge weight bw(bi) we use Eq. 5. Here we have
6 different paths (bridges) crossing the region-failure and none of these bridges is carrying
mission-critical informations. Hence, each bridge will be given a weight of 1. Consequently,
∑bi∈brx,y

bw(bi) = 6. Finally, since the constant c is assumed to have the value of 5, we have
rwRegion1 = 5 ∗ 6 + 0 + 6 = 36. Note that, any bridge that has a link connecting two sibling
nodes will be execluded.
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(a) Network Topology (b) Routing process

(c) Region 1 (d) Region 2

Figure 4. Calculations of the worst-case region-cut

Similarly, For the failure Region2 shown in Fig. 4d, we apply Eq. 2 to get the weight of this
region-failure as follows. For the calculation of the node weight nw(si) based on Eq. 3,each
node in the disconnected partition of the topology is assigned a value of 1 except each of the
mission-critical nodes A and B will have the value of 32. Hence, ∑si∈dsx,y

nw(si) = 64+ 6 = 70.

For the calculation of the path weight pw(sj) we use Eq. 4. As the failed nodes within the
region-failure are carrying mission critical information of node A and B, we have to find the
weight of each node on a mission-path to the sink node. The estimation of the pw(sj) is
performed as follows. first, each mission-critical node such as A and B receives a weight
of 32 based on equation 4. Since the node B has only two parent nodes (node F and node
E), each of them will receive half of the weight of the node B (i.e 16). Node D will receive
its pw(D) weight of 24 which is the sum of 8 (half of the pw(F) as node F has two parent
nodes) and 16 (the pw(E) as node E has only one parent node) received from its child nodes
F and E, respectively. In the same way, Node G will have a pw(G) weight of 8 ( half of
the pw(F) of its child node F), Node C will have a pw(C) weight of 52 (the sum of pw(G) ,
pw(A), and half of pw(D)), Node H will receive a pw(H) of zero since the node H is not on
a mission-path, Node I will receive a pw(I) weight of 12 which is half of the pw(D) weight
of its child node D, Node J will receive a pw(J) of 64 that is the sum of pw(I) and pw(C).
This process continues in the same way up to the sink node as shown in Fig. 4d. Then,
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∑sj∈ f sRegion2
pw(sj) = pw(I) + pw(J) = 76. Note that, In Fig. 4c and Fig. 4d, a node z without

a pw(z) weight indicates that this node is not on a mission-path.

Finally, we calculate the bridge weight bw(bi) for each bridge using Eq. 5.In Fig. 4d, we have
4 different paths (bridges) crossing the region-failure and all of them carrying mission-critical
informations. Hence, each bridge will be given a weight of 5 according to Equation 4.
Consequently, ∑bi∈brRegion2

bw(bi) = 20. Finally, we have rwRegion2 = 5 ∗ 70 + 76 + 20 = 446.

Based on Eq. 1 of the proposed model, the region-failure with maximum weight will be chosen
as the worst-case region-failure ( Region2 in this example).

3.3. Region failure algorithms

In this section we introduce the main algorithms used to find out the worst-case region-failure
under the single and dual region-failure scenarios in Section 3.3.1 and Section 3.3.2,
respectively.

Hereafter, we present the main algorithms used in our model. The algorithm shown in Fig.5
finds all sensors within a region-failure. The algorithm depicted in Fig. 6 removes the failed
sensors from the network topology (nt). The algorithm shown in Fig. 7 finds all paths between
a given source/destination pair.

findSensorsWithinRegionAlgorithm (i, j, r, nt)
1           swr { } // swr is the set of sensors within the region   
                              // centered at (i, j) with the radius r.
2 foreach sensor s  nt

// calculate the distance from the region center (i, j)
                      //  to the position of the sensor s (xs, ys).
3 d  SQRT ((xs – i)2 + (ys - j)2)
4 if   d  r   

// s is within the region so its ID is added to the set swr.
5 swr  swr U ids 
6 end
7 end
8 return  swr  // return the set of sensors found within the region.
end

Figure 5. Find sensors within a region-failure Algorithm

The algorithm shown in Fig. 5 demonstrates how to find sensor nodes located within the
region-failure. The input parameters to this algorithm are the network topology nt, center (i,j)
and radius r of the region-failure. In this algorithm, we first calculate the distance d from the
center of region failure to the sensor node. If d is less than the radius of region-failure, then
the sensor is located within the failed region.

The algorithm shown in Fig. 6 presents our strategy for removing a sensor node from the
routing table (rt) of all sensors in the network field. The input parameters to this algorithm
are the network topology nt1 and the list rs of sensor nodes to be removed. In this algorithm
we perform the following steps. First, for each sensor node in the removed sensor list (rs) we
search for that sensor id. If the sensor ID. is found in any routing table of a sensor node that
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removefailedSensorsAlgorithm nt1, swr
s swr

 sn  nt1 & sn rt s
// rt refers to a routing table
nt1    s  rt  sn  nt1

nt1  nt1  s  // remove s from the nt1

  nt1 // return the updated network topology

Figure 6. Remove sensors from the routing tables algorithm

belongs to the network topology, then it is removed from the routing table and the network
topology is updated with the changes made.

findAllPathsAlgorithm paths p s, d
s d    // A path p is found

paths  paths  p  // the path p is added to the set of paths
 paths 

sn s
 sn p             // to prevent cycle

7                                        findAllPathsAlgorithm paths p sn sn, d

Figure 7. Find All Paths from s to d Algorithm

The algorithm shown in Fig. 7 presents how to check if a sensor node s is still connected or
not after a region-failure happens. In other words, we need to find all paths p from the given
node s to the destination node d and add these paths to the empty list paths of paths. This is
accomplished by checking first if the path already exists in the paths list paths. If it does not
exist, a path search is initiated from each parent of the node s. If a path is found, the search is
terminated, the found path is added to the paths list and the node s is considered a connected
node. On the other hand, if no path exists from the parent node of node s, then a path search
is initiated from the sibling node of node s. Finally, if no path is found from both the parent
and the sibling nodes of node s the node is marked as disconnected node.

3.3.1. Single region-failure

The algorithm shown in Fig. 8 demonstrates how to estimate the number of disconnected
nodes due to a single region-failure. The input parameters to this algorithm are the network
topology nt, the radius of the failure region r, the increment value Δr for the radius r, the
threshold of disconnected nodes nsth, and the network field’s length n f l and width n f w. In
this algorithm, we first generate a failure region with radius r. then we find all sensors located
within the region by the algorithm shown in Fig. 5. Sensors located within the failure region
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are then removed from the routing tables of all nodes in the network topology by executing the
algorithm shown in Fig. 6. For the rest of the remaining sensors, we investigate the availability
of a path from each node to the sink node by carrying out the algorithm depicted in Fig. 7. If
a path is found the node is marked as connected node and disconnected otherwise. then we
calculate the number of disconnected nodes due to the failure region. The above mentioned
scenario is repeated by incrementing the coordinates of center of the region-failure until th
whole topology is scanned by region-failures. Finally, Equation 1 is applied to estimate the
worst case region-failure.

singleRegionFailureAlgorithm (r, r, nt, nfl, nfw, nsth)
// i and j are the center of a region with the radius r

1 regions  { }
2 for i r to nfl, i incremented by r 
3 for j r to nfw, j incremented by r 
4 idr  i || : ||  j   // idr is the ID of the region
5 swr  { } // the set of sensors within the region idr
6                                    swr findSensorsWithinRegionAlgorithm (i, j, r, nt)
7 nt1  removeFailedSensorsAlgorithm (nt, swr)
8                                    dis  { } // the disconnected sensors within the region idr
9 foreach sensor s  nt1
10 paths  findAllPaths ({ }, {s}, nt1, s, sink)
11 if   paths is empty // no path exists
12 dis  dis U s   // the node s is disconnected
13 end
14 end

// number of disconnected nodes are above certain threshold
15 if  length (dis) >  nsth
16 regions   regions U {idr, dis}
17 end
18 end
19 end
               // return the set of failed regions with their associated disconnected nodes nsth
20           return regions
end

Figure 8. Algorithm for Finding the number of disconnected nodes under single region-failure

3.3.2. Dual region-failure

Under dual region-failure scenario, we propose the following algorithm shown in Fig. 9 to
estimate the number of disconnected nodes within the given network topology.

The algorithm shown in Fig. 9 demonstrates our strategy to determine the number
of disconnected nodes under dual region-failures scenario.The input parameters to this
algorithm are the same as that of a single region failure shown in Fig. 8. In this algorithm,
at the beginning, we follow similar steps to that used to find the number of disconnected
nodes of a single region failure where we first generate a failure region with radius r. then we
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twoRegionsFailureAlgorithm (r, r,  nt, nfl, nfw, nsth)
 // i and j are the center of one region with the radius r

1 regions  { }
2             for i r to nfl, i incremented by r 
3 for j r to nfw, j incremented by r 
4 idr1  i || : ||  j     // idr1 is the ID of the first region
5 swr1  { } // the set of sensors within the region idr1
6                                    swr1 findSensorsWithinRegionAlgorithm (i, j, r, nt)
7 nt1  removeFailedSensorsAlgorithm (nt, swr1)

// k and l are the center of the second region with the radius r
8                                    for k i to nfl, k incremented by r 
9 for l r to nfw, l incremented by r 
10 idr2  k || : || l  // idr2 is the ID of the second region
                                                          // twoRegid represents an ID for the underlying two regions
11 twoRegid  idr1 || idr2  
                                                          // the dis is the set of the disconnected nodes associated with
                                                          // the two regions identified by the ID twoRegid
12 dis  { } 
13 swr2  { } // the set of sensors within the region idr2
14                                                      swr2 findSensorsWithinRegionAlgorithm (k, l, r, nt1)
15 nt2  removeFailedSensorsAlgorithm (nt1, swr2)
16 foreach sensor s nt2
17 paths  findAllPaths ({ }, {s}, nt2, s, sink)
18 if   paths is empty // no path exists
19 dis  dis U s // the node s is disconnected
20 end
21 end

// number of disconnected nodes are above certain threshold nsth
22 if  length (dis) >  nsth
23 regions   regions U {twoRegid, dis}
24 end
25 end
26                       end
27           end
               // return the set of dual-failed regions with their associated disconnected nodes
28           return regions
end

Figure 9. Algorithm for Finding the number of disconnected nodes under dual region-failures

find all sensors located within the region by the algorithm shown in Fig. 9. Sensors located
within the failure region are then removed from the routing tables of all nodes in the network
topology by executing the algorithm shown in Fig. 6. The above mentioned steps are repeated
for the second region-failure. Now, we have come up with a network topology without the
failed nodes due to the dual region-failure. Then, we examine the path availability from each
node in the network topology to the sink node by executing the algorithm depicted in Fig.
7. If no path is available from a node to the sink node the node is marked as a disconnected
node. On the other hand, if a path is found the node is marked as connected node. then we
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find all sensors located within the region by the algorithm shown in Fig. 9. Sensors located
within the failure region are then removed from the routing tables of all nodes in the network
topology by executing the algorithm shown in Fig. 6. The above mentioned steps are repeated
for the second region-failure. Now, we have come up with a network topology without the
failed nodes due to the dual region-failure. Then, we examine the path availability from each
node in the network topology to the sink node by executing the algorithm depicted in Fig.
7. If no path is available from a node to the sink node the node is marked as a disconnected
node. On the other hand, if a path is found the node is marked as connected node. then we
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calculate the number of disconnected nodes due to the failure region. The above mentioned
scenario is repeated by iterating all the possible combinations of the regions centers until the
whole topology is visited by region-failures. As the number of disconnected nodes due to dual
region-failures is usually large, we use a threshold such that we get the dual region-failures
that lead to a number of disconnected nodes greater than the predefined threshold.

Finally, Equation 1 is applied to estimate the worst case region-failure.

4. Results

In this section, we present our simulation results. In our simulations we consider the network
topology shown in Fig. 10 in which node 0 is the sink node. The failure information of
different region failures generated during our simulations results are shown in Table 1 and
Table 2, respectively.

 

Figure 10. Network Topology

Note that, due to the large number of region-failures generated, we present only region
failures that lead to disconnecting more than two and eight nodes for the single and dual
failure scenarios, respectively.

Hereafter, we investigate the location of the worst-case region-failure under Link-based,
Node-based (without a mission critical node) and Node-based with a mission critical node
in Fig. 12, Fig. 14 and Fig. 16, respectively. In the Node-based with a mission critical node,
the node 28 is chosen as a Mission-Critical(MC) node.

The results shown in Fig. 11 show that, based on the traditional definition of the worst-case
region cut, the failure region with id 5 is considered the worst-region cut as its failure leads to
having the maximum number of failed links. The location of this failure-region is depicted
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Region id Failed Nodes IDs No. of Failed links No. of Disconnected Nodes
1 12 4 8
2 11, 12 6 8
3 12, 13 6 7
4 2, 3 8 5
5 31, 32 11 3
6 13 3 3
7 7, 8 6 3
8 7 3 3
9 21 3 2

Table 1. Region-failure information

Region id Failed Nodes’ IDs at Region 1 Failed Nodes IDs at Region 2
1 6 2, 3
2 4 2, 3
3 1, 4 2
4 1, 4 2, 3
5 2 12
6 2 11, 12
7 2 12, 13
8 2, 3 5, 11
9 2, 3 12
10 2, 3 11, 12
11 2, 3 12, 13
12 5, 11 7, 8
13 12 7
14 12 7, 8
15 12 31, 32
16 11, 12 7
17 11, 12 7, 8
18 11, 12 31, 32
19 12, 13 31,32

Table 2. Failed Nodes due to dual region-failure

in Fig 12. It is also notable that, according to Table 1 the failure of this region results in
disconnecting 3 sensor nodes namely, node 33, 34, and 35 as depicted in Fig. 12.

The results shown in Fig. 13 clearly indicate that, in absence of mission-critical nodes
within the network topology the proposed model is very clever to find out the worst-case
region-failure. The worst-case region-failure is the region-failure that has the maximum
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Figure 11. Single Failure-region weights under link-based approach.

 

Figure 12. Worst-case region failure under Link-based approach.

impact on the network performance which is region 2 in this case as its failure results in
disconnecting 8 sensor nodes, namely, 13, 14, 15, 16, 17, 18, 19 and 20. However, according to
Fig. 11, the failure of this region leads to failure of 6 links only.

The results shown in Fig. 15 indicate clearly that, with the proposed model of a region-cut,
introducing a mission-critical node into the network topology leads to a change in selecting
the worst-case region cut which is region 4 as its failure results in disconnecting 5 sensor
nodes, namely, 7, 8, 21, 23, and 28 as shown in Table 1. However, according to Fig. 11, the
failure of this region leads to failure of 8 links.
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Figure 13. Single Failure-region weights under node-based approach without MC-node.

 

Figure 14. Worst-case region cut using Node-based approach.

Therefore, we claim that, using the failed links as the only criteria for defining the worst-case
region cut is impractical as it ignores the case that the failure of some nodes may lead to
failure of few links however its impact on the network is more severe due to disconnecting
larger number of nodes. Moreover, it disregards the fact that some network nodes have higher
priority than others.

Hereafter, we investigate the location of the worst-case dual region-failures without including
a MC-node and with a MC-node in Fig. 17 and Fig. 18, respectively.

The locations of the worst-case dual region-failures shown in Fig. 17 indicate that, using
the link-based approach (blue regions including nodes 11,12 and 31, 32) lead to cutting of 17
links and disconnecting 12 nodes. On the other hand, under the dual region failure scenario,
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Figure 13. Single Failure-region weights under node-based approach without MC-node.
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Figure 15. Worst-case single region failure under Node-based approach with MC node

Figure 16. Worst-case region failure underNode-based approach with MC node

using the proposed Node-based approach, the worst-case region-failure depicted in Fig. 17
(red regions including nodes 1,4 and 2) have only 8 link-cuts however, it results in a full
disconnection of all the network nodes. This is due to the fact that, based on our approach,
the worst-case region cuts are located near by the sink node and the failure of these nodes lead
to isolating the sink node from the whole network. The results shown in Fig. 18 show that, by
introducing the MC-node number 28, the worst-case dual region failure remains unchanged
as the earlier case without MC-node. This is due to fact that , by introducing the MC-node, no
further influence can affect the network as the maximum impact has been already happened
by having a complete disconnected sensor network.
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Figure 17. Worst-case Dual-Region Failures

Figure 18. Worst-case Dual-Region Failures with a mission node

5. Conclusion

In this chapter, we introduced a new model for for a worst-case cut (partition) due to failure
regions. The proposed model takes into consideration the physical correlation among the
locations of the network nodes and the possible priority of some nodes over the others. Based
on the proposed model, We identified the location of a disaster that would have the maximum
impact on a sample test network under single and dual region-failure scenario. Extensive
Simulation results indicate that, using the number of failed links as the main criteria for
defining the worst-case region cut, underestimates the impact of a region failure on the overall
network performance.
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1. Introduction
Medium access protocols in the context of wireless sensor networks have to deal with a large
number challenges resulting from hardware limitations, event-driven traffic characteristics,
node density, unreliable radio links and requirements of the target application [3]. For these
reasons, the design of MAC protocols is still a popular field of research [4] since protocol
developers always try to optimize the communication as much as possible. A couple of years
ago, the research focus was mainly laid on energy efficiency rather than Quality of Service
(QoS). However, this has changed due to the technical progress which allows to employ more
complex MAC protocols on the sensor nodes which suit the requirements of mission critical
applications [5] and provide QoS [6].

In order to achieve energy efficient communication, the main goal of MAC protocols is to turn
off the transceiver as often as possible since it is the part of the node which consumes most of
its energy. Therefore, the protocols try to avoid overhearing due to the fact that overhearing
is the main cause of energy consumption in duty-cycled networks. The term overhearing
addresses the issue that a node receives data which is not dedicated for this node.

The medium access in duty-cycled networks can be achieved in various ways. A common
approach is to make use of a Time Division Multiple Access (TDMA) based protocol which
allows to efficiently use the radio resources by avoiding typical issues of energy consumption
such as idle listening, overhearing, overemitting and collisions. The disadvantage of this
approach is that it requires synchronization mechanisms due to the high clock drift of the
low power hardware.

Another approach is represented by protocols which divide the time in common active
and sleep periods. These approaches require less precise synchronization compared to
their TDMA-based counterpart. However, the synchronization mechanisms still results in
additional protocol overhead.

The last group is represented by random access protocols with duty-cycle support. These
protocols make either use of packet retransmissions or preamble sampling to ensure that the
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receiver listening to radio channel and thus able to receive the transmission. Table 1 shows an
overview of preamble sampling protocols whereas the protocols are categorized according to
their medium access strategy.

Strategy MAC Protocol
Long Preamble Aloha with Preamble Sampling [1], B-MAC [7],

BP-MAC [8], CSMA with Preamble Sampling [9], LPL [2]
Short Preambles BPS-MAC [10], CSMA-MPS [11], MFP-MAC [12],

PR-MAC [13], SEESAW [14], SpeckMAC-D [15],
Ticer [16], X-MAC [17]

Short Preambles CSMA-MPS [11], MixMAC [18],SyncWUF [19],
with Synchronization WiseMAC [20]
Short Preambles BEAM [21], LWT-MAC [22], MixMAC [18],
with adaptive Duty Cycle MaxMAC [23], WiseMAC(more bit) [20]
Short Preambles BPS-MAC [10], PR-MAC [13]
for Contention Resolution

Table 1. Overview of MAC Protocols using Preamble Sampling

In recent years, preamble sampling techniques became more and more popular due to the fact
that they do not require additional mechanisms for synchronization. This techniques can be
applied in many ways as outlined by Cano et al. [24] in their survey of preamble sampling
MAC protocols. The basic principle of preamble sampling is shown in Figure 1 which is
adopted from [24]. The figure shows typical preamble sampling strategies and also points out
the overhearing caused by these access procedures.

The first preamble sampling approach [1] followed the access procedure as described in
Figure 1.1. Nodes wake up at periodic time intervals and listen to the radio channel for
a short time. If a busy radio channel is detected, nodes continue listening to the channel.
Otherwise, they switch off their transceiver and wait for the next active period. Thus, a node,
that wants to communicate with another node, has to send a preamble which is longer than
the maximum idle period in order to assure that the receiver is listening. This approach has a
clear advantage of simplicity. However, the long preamble comes with several disadvantages
such as high protocol overhead and overhearing costs. As a result of the long preamble,
it is likely that a large number of nodes receive a transmitted preamble and stay awake
even though they are not part of the receiver group. Moreover, collisions become very
costly since the retransmission of packets involves the transmission of the long preamble
which increases the overhearing. The transmission of a long preamble is not supported by
every low-power transceiver. Most transceivers, like the CC2420 or CC2500, only support
a maximum packet/preamble size of 128 Bytes due to hardware constraints. After the
transmission of a packet/preamble, the transceiver switches automatically back to receive
mode which results in a gap between consecutive packets/preambles.

Later approaches [11, 16, 17, 20] introduced the mechanism of short preambles to reduce
overhearing and the utilization of the radio channel. In addition, preamble sampling access
strategies, which use short preambles, can be deployed on any low-power transceiver as long
as the gap between two consecutive short preambles is chosen with respect to the hardware
characteristics in terms of Clear Channel Assessment (CCA) delay and Turnaround Time
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Figure 1. Overhearing in Wireless Networks depending on the Preamble Sampling

(TT). CCA delay specifies the time that a transceiver has to listen to the medium in order
to determine whether the medium is busy or idle. The TT corresponds to the time interval
that a transceiver requires to switch between receive and transmit mode and vice versa. Both
issues and their impact on the performance of MAC protocols are discussed in Section 4.

Instead of using the preamble solely as reservation signal, it is possible to include useful
information in the preamble to minimize overhearing as shown in Figure 1.2. Some protocols
store the address of the destination in the short preamble which allows nodes that are not
involved in the transmission to turn off their transceivers.Nevertheless, the destination node
has to continue listening to the medium until the data transmission starts which represents
overhead.

The protocol overhead can be further reduced if the start time of the data transmission is
encoded in the preamble in addition to the destination address. In this case, it is sufficient
for the destination to receive a single short preamble. The destination may than switch off its
receiver until the transmission starts as outlined in Figure 1.3.

A new approach that is based on short preambles with destination information was
introduced by Buettner et al. [17] in 2006. The idea of their approach is to apply a gap
between consecutive preamble in order to allow the destination to respond with an early
acknowledgment as shown in Figure 1.4. Upon reception of the early acknowledgment, the
sender starts to transmit the data which further reduces the energy consumption of the sender
and the protocol overhead.
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The information in the preambles can also be used to enable synchronization [18–20], resolve
contention on the radio channel [8, 13, 23] or to provide priority-based medium access for
service differentiation [10]. These mechanisms are typically more complex and are therefore
discussed in more detail in Section 2.

2. Survey of preamble-based MAC protocols

The number of preamble sampling MAC protocols is still increasing very fast since most of
them are optimized for a certain scenario or application. In the previous section, the protocols
were classified according to their used medium access scheme. Moreover, the problems of
the different access schemes were highlighted and some solutions were introduced. The
focus of this section lies on a more detailed description of a selection of popular preamble
sampling protocols. The selected protocols either provide a basis for a large number of
other preamble sampling protocols or introduce new mechanisms for contention resolution
and priority-based medium access. In the following, the advantages and drawbacks of each
protocol will be discussed.

2.1. CSMA-PS

The traffic load in WSNs is low compared to other wireless networks since nodes sleep most
of the time to reduce their energy consumption. For this reason, nodes switch off their
transceivers as often as possible since the transceiver usually is the most power-consuming
part of a sensor node. Moreover, sensor nodes are often unsynchronized due to the high clock
drift of the micro controllers. The CSMA-Preamble Sampling [1, 9] protocol was introduced
by El-Hoiydi in 2002. The nodes in the network periodically activate their transceiver in order
to listen to the medium for a short time interval. If a node senses a busy channel, it stays
awake until the current data transmission has finished. Otherwise, the node switches off its
transceiver and waits for the next wake-up interval. Therefore, a node transmits a preamble
before its data transmission. The duration of the preamble has to be longer than the wake-up
time interval to be sure that the destination node is listening to the medium. A medium access
example of the CSMA-PS protocol with acknowledgments is shown in Figure 2.

Figure 2. Medium Access Example - CSMA-PS with Acknowledgment

Acknowledgments are still required and strongly recommended for reliable data exchange
due to the fact that hidden nodes may still interfere the communication. Furthermore,
neighbor nodes could also disturb the current transmission if they start their own transmission
during the gap between the reception of the last data packet and the transmission of the
acknowledgment. The minimum gap duration is represented by the turnaround time of the
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transceiver. The idea of CSMA with preamble sampling is adopted by a large number of
protocols to prolong the lifetime of WSNs. Nonetheless, the performance of CSMA-PS based
protocols is strongly affected by the network characteristics, the hardware limitations, and the
traffic pattern. Especially, the duty-cycle and the turnaround time have a large impact on the
performance of the protocol. CSMA-PS can be further improved by using scheduled wake up
after transmission as introduced by Cano et al. in [22].

2.2. X-MAC

The X-MAC [17] protocol is designed for asynchronous low-power duty-cycled WSNs. It
uses strobed preambles to achieve a better performance than ordinary Low Power Listening
(LPL) [2] based protocols. The short strobed preambles are used instead of a single
large preamble. Moreover, the short preambles contain the address of the destination.
Thus, a destination node may recognize its own address immediately and transmit an
acknowledgment in the next gap after the preamble which reduces the medium access delay
since the originator does not need to transmit all short preambles. Figure 3 shows the
difference between the medium access of LPL and X-MAC.

Figure 3. X-MAC - Medium Access

The advantage of X-MAC over LPL is that the destination node can respond immediately
instead of listening to the whole preamble. The originating node stops the preamble
transmission and starts its data transmission after receiving the early acknowledgment from
the destination node during one of the gaps.

As a result, the medium access delay is reduced by approximately 50% even in the case that
there is no contention on the radio channel. The difference may become larger depending
on the preamble duration, the traffic load, and the packet size. The efficiency of the protocol
depends on the CCA delay and the switching time of the transceiver between rx and tx mode
since these hardware limitations are responsible for the length of the short preamble and
the duration of the gaps. In addition, the medium access delay is strongly affected by the
hardware limitations due to the fact that they also limit the length of the duty-cycle.
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The protocol takes advantage from data sniffing. A destination node stays awake a short
time after it has received a data transmission. Therefore, it can respond quickly with an
early acknowledgment if another node wants to send packets to it. This feature may look
unimportant at first glance. However, traffic patterns in WSNs are typically data-centric and
event-driven. For this reason, data sniffing significantly affects the performance of the X-MAC
protocol. Moreover, the acknowledgment covers the function of a CTS message if received by
a node which is not the originator of the preamble. Thus, it reduces the collision probability
in multi-hop networks caused by the hidden-node problem. The protocol is able to improve
its energy efficiency depending on the traffic load since a node switches off its transceiver if
it receives a preamble or an acknowledgment which is not dedicated for it. As a result, the
corresponding node safes energy which prolongs its lifetime.

2.3. Wise-MAC

The Wise-MAC [20] protocol was developed by the Swiss Center for Electronics and
Microtechnology as part of the WiseNET platform [25]. The protocol is optimized for energy
efficiency in low traffic WSNs. The medium access is based on synchronized preamble
sampling. In addition, the protocol is designed for infrastructure communication where more
powerful and less energy-constraint nodes cover the task of base stations.

Nodes that are energy-constraint only communicate directly with the base station. In the
following, these nodes are referred to as subscribers or subscriber nodes. If a subscriber node
wants to transmit a packet to another node, it sends the packet to the base station. The base
station transmits the packet to the destination node if the destination node is registered at this
base station. Otherwise, the packet is forwarded to the corresponding base station where the
destination node is registered.

In infrastructure networks, different MAC protocols and different radio channels can be used
for the downlink and for the uplink since a base station will not switch off its transceiver
in contrast to the subscriber nodes. Therefore, the downlink - from the base station to the
subscriber nodes - represents the challenging part in low-power infrastructure WSNs due
to the asynchronous sleep scheduling of the subscriber nodes. Wise-MAC is designed to
optimize the downlink in terms of energy consumption and delay. It is based on preamble
sampling like many other MAC protocols [1, 9]. However, the difference to other protocols
lies in the fact that the base station learns the sampling schedule of its neighbor nodes. Thus,
the idle listening time of the subscribers can be reduced if the base station starts to transmit
the wake-up preamble in respect to the wake-up period of the corresponding subscriber. The
medium access of the Wise-MAC protocol is shown in Figure 4.

Subscriber nodes sense the medium with a wake-up period of TW . If a base station wants to
transmit data to one of its subscriber nodes, it starts to transmit the wake-up preamble right
before the wake-up period of the subscriber node. The transmission of a data frame is started
as soon as the base station is assured that the subscriber is listening. Note that a frame may
contain one or more data packets. The frame starts with the address of the subscriber. Thus,
other subscribers can switch off their transceivers in order to avoid idle listening caused by
overlapping wake-up intervals. The address field is followed by a data field which holds one
data packet. Each frame ends with a frame pending bit to signalize to the subscriber station
whether the base station has additional data frames pending for it. As a result, the energy
efficiency of the protocol is increased since the subscriber is able to switch off its transceiver as
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Figure 4. Wise-MAC - Medium Access

soon as possible. The subscriber node responds with an acknowledgment to the base station
in the case that the base station has indicated that no additional frames are pending. The
acknowledgment of the subscriber contains the information about the remaining time until
the subscriber senses the medium again. This information is then used by the base station to
keep its sampling scheduling information table up-to-date. The base station also stores the
time when the acknowledgment was received in order to take the clock drift of the oscillator
of the micro controller into account.

2.4. BPS-MAC protocol

Random access based MAC protocols are not able to reliably exchange data in dense WSNs
with correlated event-driven traffic if they solely rely on the sensing capabilities of the low
power transceiver due to the fact that the transceivers cannot detect a transmission that has
been started within an interval that is shorter than the CCA delay and the turnaround time.
The BPS-MAC protocol addresses this problem by using backoff preambles with variable
length before transmitting data. The duration of the preamble is a multiple of the CCA
delay or the turnaround time of the transceiver. Thus, a node is able to detect a synchronous
preamble transmission of another node provided that they choose a backoff preamble with a
different number of slots. Furthermore, the slot duration has to be larger or equal than the
CCA delay and the turnaround time in order to leave the nodes enough time to switch the
transceiver mode and/or to sense the medium. An example of the medium access procedure
with two backoff sequences is introduced in Figure 5.

The example shows a scenario in which three nodes compete for the medium access. As
mentioned in the previous paragraph, the BPS-MAC protocol divides the time during the
medium access into time slots. A node that wants to transmit data senses the radio channel for
duration of three slots. If the medium has been idle during the three slots, the node switches
its transceiver from receive to transmit mode which requires an additional slot. Then, the node
chooses a backoff duration and starts to transmit the backoff preamble. After the transmission
of the preamble is completed, the node switches its transceiver back to receive mode and
senses the medium. If a node senses a busy medium after the preamble transmission, it
restarts the medium access procedure after a random number of slots. In the case that the
medium is free after the preamble transmission, the node switches its transceiver back to tx
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(a) Synchronous Access

(b) Collision

Figure 5. Sequential Contention Resolution

mode in order to proceed with the next sequence of the contention resolution. A node is only
allowed to start its data transmission if it has sensed an idle medium after the transmission of
the last backoff preamble. Note, the time between two consecutive preambles is two slots. For
that reason, the nodes sense the medium for a duration of three slots at the beginning of the
medium access process to assure that there is no ongoing data transmission.

The introduced procedure reduces the collision probability in case of synchronous medium
access in a significant way. However, collisions may still occur if two or more nodes start
their preamble transmission at the same time and chose the same number of preamble slots in
every backoff sequence. Figure 5b shows a collision example for a contention resolution with
two backoff sequences. The figure points out that the collision probability can be decreased
by either increasing the maximum backoff duration of a single sequence or by increasing the
number of backoff sequences.

Nonetheless, the backoff procedure represents protocol overhead which limits the maximum
throughput of the protocol. Therefore, both parameters have to be chosen in respect to
the node density and the traffic pattern. The sequential contention resolution represents an
extension of the medium access procedure that is introduced in [8].

3. Implementing QoS strategies

Quality of Service requirements in the Internet lead to the development of several approaches
for realizing QoS guarantees. The best known approaches are DiffServ [26] and IntServ [27].

146 Wireless Sensor Networks – Technology and Protocols



8 Will-be-set-by-IN-TECH

(a) Synchronous Access

(b) Collision

Figure 5. Sequential Contention Resolution

mode in order to proceed with the next sequence of the contention resolution. A node is only
allowed to start its data transmission if it has sensed an idle medium after the transmission of
the last backoff preamble. Note, the time between two consecutive preambles is two slots. For
that reason, the nodes sense the medium for a duration of three slots at the beginning of the
medium access process to assure that there is no ongoing data transmission.

The introduced procedure reduces the collision probability in case of synchronous medium
access in a significant way. However, collisions may still occur if two or more nodes start
their preamble transmission at the same time and chose the same number of preamble slots in
every backoff sequence. Figure 5b shows a collision example for a contention resolution with
two backoff sequences. The figure points out that the collision probability can be decreased
by either increasing the maximum backoff duration of a single sequence or by increasing the
number of backoff sequences.

Nonetheless, the backoff procedure represents protocol overhead which limits the maximum
throughput of the protocol. Therefore, both parameters have to be chosen in respect to
the node density and the traffic pattern. The sequential contention resolution represents an
extension of the medium access procedure that is introduced in [8].

3. Implementing QoS strategies

Quality of Service requirements in the Internet lead to the development of several approaches
for realizing QoS guarantees. The best known approaches are DiffServ [26] and IntServ [27].
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While these protocols can be used in the global Internet, they can hardly be applied in
the context of sensor networks due to multiple reasons. Sensor networks which consist of
small and resource-constrained devices cannot run resource-intensive protocols that have
high requirements concerning computational power, memory and bandwidth. Moreover,
unreliable links and time varying channel conditions make QoS in WSNs a difficult task [28].

Instead, light-weight protocols, which require little synchronization between the nodes
involved in the communication, are more suitable in this context. In order to build such
light-weight protocols, simple QoS strategies need to be employed. These strategies, which
can be implemented using preamble sampling protocols, should on the one hand be as simple
as possible while fulfilling the requirements of a large number of applications on the other
hand. In Subsection 3.1, we will discuss a number of strategies that should be implemented by
a QoS approach. Afterwards, we will highlight how such an approach needs to be configured
to provide the QoS strategies in Subsection 3.2. The impact of preamble transmission in
multi-hop wireless networks is discussed in Subsection 3.3 by comparing the performance
of the BPS-MAC protocol and Zigbee in a WSNs with high node density.

3.1. Qos strategies

3.1.1. Topology-aware

The topology in WSNs is often built from two types of nodes: few powerful nodes with
little energy constraints that form a backbone and a large number of nodes with limited
hardware and energy resources which use this backbone. While these backbone nodes
have a distinguished special role in the network, they use the same shared medium for
communication as the other nodes. This results in a situation where the backbone nodes
compete for medium access with the constrained nodes. In order to avoid this, mechanisms
that prioritize the medium access for backbone nodes should be implemented, which could
improve the overall network performance: Since the number of backbone nodes with access
priority is very small, the medium access delay for these nodes is decreased. This allows
backbone nodes to forward messages faster in the WSN, thus decreasing the delay while
increasing the delivery ratio. Furthermore, this strategy gives the backbone nodes control
of the medium access which improves the support for data aggregation mechanisms.

3.1.2. Network-aware

WSNs have gained popularity due to their self-organizing capabilities, which allows them to
be easily and randomly deployed in many scenarios. This includes scenarios where nodes
can become hardly accessible, e.g. due to radioactive contamination. Such scenarios do not
allow for careful sensor placement and topology architecture, but rely on the self-organization
topology of the WSNs. Furthermore, some scenarios do not allow the replacement or
relocation of individual nodes or the complete network. Asymmetric links or network
partitioning might also make reprogramming or shutdown of nodes very difficult or even
impossible.

If a user is forced, as a consequence of such conditions, to deploy a new sensor network
on top of an older one, a number of problems can arise due to the shared characteristic of
the wireless medium. This can limit the performance of the newly deployed network which
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typically operates in the same area and on the same radio channel. Frequently transmitting
older nodes will compete with the new nodes for medium access which increases the power
consumption of the nodes in the newly deployed network. A priority-based medium access
strategy, which allows to assign a higher priority to the newly deployed network, can mitigate
the problem of co-existing networks that operate on the same frequency.

3.1.3. Traffic-aware

An increasing number of sensor networks perform different tasks at the same time. The
traffic streams related to these different activities might have different priorities for a user.
Thus, traffic-awareness within the MAC protocol can provide QoS guarantees for the different
streams. Assume a WSN in which nodes generate traffic with different priorities, e.g. the
stress and strain measurements of a structural health monitoring application, which has high
QoS requirements, and temperature measurements which can be transmitted as best effort
traffic. Assigning a higher priority to the traffic of the structural health monitoring than the
temperature application would lead to faster forwarding of this kind of critical information.

3.1.4. Service-aware

Network and service virtualization has become an interesting topic within the last few years,
with first implementations for WSNs already available [29]. Their key improvement is
that they allow several different users access to the nodes and sensors in a shared manner.
Resource allocation for each user on a node, e.g. computational power, memory, sensors,
must be done properly in such environments, and has been studied in a variety of research
work in the past years. However, as soon as the medium access has to be taken into
account, the consideration of user priorities becomes a challenging task. Scheduling of
packets according to priority on a single node can be easily done by applying predefined
user priorities. Synchronization between users on different nodes is however very complex.
The best scheduling algorithm implemented in the operating system of a node is useless if
that node does not get access to the medium in order to transmit the carefully scheduled and
queued packets.

3.1.5. Distance-aware

A typical WSN topology is configured in a way that allows the transmission of measured
sensor data to a small number of data sinks adjunct to the network. These data sinks can
then evaluate and process the data themselves or work as a gateway to another network.
The topology of these networks is often arranged in a tree structure [30], which allows
to take advantage from data aggregation mechanisms. While such a topology provides
a number of advantages, it can be often observed that traffic load increases towards the
sinks. Medium access can therefore play a critical role in these networks: A priority based
medium access procedure that takes the distance to the sink into account, can support the
data aggregation mechanisms to decrease the energy consumption of sensing nodes on the
one hand or minimize delay on the other hand.

If nodes that are closer to the sink have a higher priority, the delay in event-based WSNs
can be reduced since the node which is triggered by the event and is closest to the sink has
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the highest priority. It can therefore immediately access the medium to transmit its data. In
addition, lower link delays can be achieved because the priority of the transmitted packets
further increases on the path towards the sink.

In scenarios where energy consumption is a major constraint, e.g. more important than the
problem of high delay, a different prioritization can be beneficial. A medium access strategy,
that gives nodes further away from the sink a higher priority than nodes closer to the sink,
can reduce the energy consumption of the transmitting devices. The nodes that are furthest
away from the sink can transmit their data immediately. Afterwards, they can turn off their
transceivers at the end of the transmission, thus saving valuable energy. Furthermore, such
prioritization improves the potential of data aggregation: All children of an aggregation node
in the tree have a higher medium access priority than their parent. As a result, the children
can transmit their data to the parent before the parent gains access to the medium in order to
forward the data. Thus, the aggregation node can aggregate more messages from its children
and operate more efficiently which reduces the number of medium access attempts.

3.1.6. Energy-aware

Wireless sensor nodes have very limited energy resources, which should be taken into account
when prioritizing medium access. Designers of communication protocols therefore work
very hard to minimize the power consumption while still meeting the given requirements.
Energy-aware routing protocols, which include energy consumption into their protocol,
typically aim at avoiding nodes that have little energy left. Such mechanisms have been
proven to balance the traffic load and prolong the lifetime of WSNs. However, access to the
medium can become a costly factor in the communication process if a node has to compete
for the medium access multiple times before it can finally send its data. It can be therefore
beneficial if nodes that run low on power have a higher medium access priority. These nodes
can therefore save energy by the fact that their average number of medium access attempts is
reduced by assigning them a higher access priority.

3.1.7. Buffer-aware

The small amount of memory represents a serious issue in WSNs. Especially, if Internet
Protocol (IP) stacks are deployed on the devices since actions such as IP packet fragmentation
and packet forwarding have high demands on memory. Most sensor nodes, like the TelosB,
T-Mote or Mica nodes, only have as little as 8 or 10 KB of ram, which posses problems when
multiple large IP packets need to be buffered before they can be forwarded. In conjunction
with event-driven traffic patterns in WSNs, temporarily high traffic spikes can occur in
the network. This can in turn lead to the demand for buffering several packets in some
forwarding nodes. While load-balancing routing protocols can mitigate the impact of this
issue in multi-hop networks, a MAC protocol which is aware of the problem can further
improve the network performance. It can do this by taking the nodes’ waiting queues into
account: Nodes that have more packets stored in their buffers should have a higher priority,
which enables them to get faster access to the medium. They can therefore reduce the amount
of data in their buffers quickly, thus targeting the resource exhaustion problem already at an
early stage. As a consequence, the maximum waiting queue length and share of dropped
packets due to buffer overflows can be decreased.
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3.1.8. Data-rate aware

The latest generation of routing protocols for WSNs, e.g. the Collection Tree Protocol
(CTP) [30], apply adaptive mechanisms to cope with frequent topology changes. In general,
these protocols increase their beacon transmission rate if they detect changes in their
neighborhood. Topology changes usually result from interference or mobility of the nodes.
The latter may lead to frequent topology changes which significantly increase the routing
overhead. In dense networks, the routing overhead can even result in temporary congestion
of the network. Temporary congestion can also be caused by applications which generate
event-driven traffic, e.g. intruder detection. For these kinds of applications, it is important
to receive information from all devices which have detected the event to gain more precise
information and minimize false positives. The priority of the medium access should depend
on the transmission rate of the nodes. A fair medium access can be achieved if a higher
transmission rate results in a lower access priority and vice versa. Thus, nodes which
rarely transmit traffic have a high probability of gaining access to the medium immediately.
However, nodes that frequently transmit traffic can utilize the whole bandwidth as long as no
other nodes need access to the medium.

3.1.9. Combined Strategy

Finally, it could be beneficial to have a strategy which combines the properties of the
previously discussed ones. Depending on the target scenario and application, a combined
strategy could further improve the performance. For example, a combined strategy could
employ both the traffic-aware and buffer-aware strategy. Such a combination would represent
a trade-off between the delay of high priority packets and packet loss of packets due to
buffer overflows. A function which performs the trade-off calculation must be derived which
calculates a priority value for each node, depending on the type of traffic that it has to forward
and its current buffer fill-level.

3.2. Configuring QoS strategies

QoS strategies can be easily integrated in preamble sampling protocols since the preamble
may hold additional information about the subsequent transmission. Another possibility is to
encode the medium access priority in the preamble duration which is done by the BPS-MAC
protocol. In the following, the an example of priority encoding is introduced which can be
directly applied to the BPS-MAC protocol.

The protocol can be used in two different modes: Collision-free and prioritized contention
resolution mode. Both modes result in different usages of the preamble sequences: In
collision-free mode, node IDs are directly mapped onto preambles, resulting in unique
preambles for each node which renders additional contention mechanisms unnecessary. In
cases where preambles are not unique per node, but a priority is assigned per node group,
some preamble sequences are assigned to prioritize the medium access while the others are
used to resolve possible contention among nodes which have the same priority.

The decision parameter that defines the priority needs to be mapped to the length of the
preamble sequence in order to configure the priority of a group of nodes. In the following
we give recommendations on how the different QoS strategies that have been presented
before can be implemented by choosing a certain preamble configuration. Table 2 summarizes
the types of the different strategies along with the properties that should be mapped to the
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sequence length. Static strategies should be configured by the user in advance before the
nodes are deployed to their final location, e.g. by defining static IDs to properties. Higher
property IDs yield longer preamble sequences and therefore result in higher access priorities.
Mappings for static priority strategies are very straight forward: A user needs to define how

Strategy Type Decision parameter Characteristics
Topology Static Node Type Flow /

(Backbone, Constrained, ...) traffic optimization
Network Static Network ID Co-existence of networks
Traffic Static Application ID Service differentiation
Service Static User ID User prioritization
Distance Dynamic Hop count to data sink Data aggregation
Inverse Distance Dynamic Hop count to data sink Delay minimization
Energy Dynamic Battery fill level Load balancing and

life-time extension
Buffer Dynamic Buffer fill level Fairness and reliability
Data Rate Dynamic Transmission rate Fairness

Table 2. Configuration of different QoS strategies

many priority classes have to be supported. These priority classes have to be encoded onto
a number of preamble sequences and the lengths of the sequences. The user may choose
between providing a mapping of the priority to a single sequence or to multiple sequences,
which in total use up to N slots. Let s be the number of sequences, and ni the length of
sequence i, then the total number of used slots will be:

N = 4 +
s

∑
i=1

ni + 2s (1)

since the first four slots being used for initially sensing the medium and switching from rx to
tx mode, and the two pause slots between each sequence. While, at a first glance, choosing
multiple sequences seems to be a bad decision due to the pause slot overhead, choosing
multiple preamble sequences increases the number of priorities that can be encoded. The
number of supported medium access priorities is given by the product of the maximum
length in slots of each preamble sequence as shown in Figure 6. Now, consider a configuration
that employs three sequences, each having a length of four slots. This configuration results
in a total maximum medium access delay of 22 backoff slots according to Equation 1. If a
single preamble sequence would have been chosen instead, maximum preamble duration
of 18 backoff slots could be chosen to guarantee a total maximum medium access delay of
22 backoff slots. Thus, the single sequence configuration can only encode up to 18 priority
classes whereas the configuration with three sequences can support up to 64 priority classes.
This ratio further increases the more sequences are chosen.

3.3. Performance evaluation

The performance of MAC protocols for WSNs strongly depends on the characteristics of the
network, e.g. the number of nodes, the node density, and the traffic pattern. Moreover, the

151Preamble-Based Medium Access in Wireless Sensor Networks



14 Will-be-set-by-IN-TECH

2
3

4
5

6
7

8

1

2

3

4
0

1000

2000

3000

4000

5000

M
ed

iu
m

 A
cc

es
s 

P
rio

rit
ie

s

Number of Sequences
Number of Slots per Backoff

0

500

1000

1500

2000

2500

3000

3500

4000

Figure 6. Medium Access Priorities depending on the Protocol Configuration

data rate and the sensing capabilities of the transceiver have a large impact on the network
performance. In the following, it is assumed that the transceiver achieves a maximum data
rate of 250 kb/s. Furthermore, a CCA delay and a turnaround time of 128 μs is assumed
which represent typical values for low power transceivers. The OPNET Modeler [31] is used
to simulate the performance of the protocols. Note that most simulation tools, like OPNET
Modeler or ns-2 [32], simplify the physical layer in order to increase the simulation speed.
Thus, their standard models simplify or even neglect important communication issues, e.g.
the turnaround time of the transceiver and the CCA delay. For that reason, we modified the
physical layer of the OPNET Modeler software such that it takes both communication issues
into account. The transmission range is limited to 10 meters and the maximum interference
range is set to 17 meters by modifying the so-called pipeline stages of OPNETs free space
propagation model. These values reflect the average results from our first measurements
with a small self-developed sensor board that uses a MSP430 micro controller and a CC2420
transceiver. The short range results from the fact that the nodes were placed inside the
backrest of the seat. It is clear that these values may vary significantly depending on the
position and orientation of the sensor node and the characteristics of the used antenna. Thus,
the assumed values only fit to our particular example scenario.

The simulated scenario represents a typical middle-size airplane with six seats per row. A
wireless sensor is placed in the backrest of each seat which monitors the state of the seat, e.g.
whether the seat is occupied, the seatbelt is fastened, or the tray is secured. This information
is reported periodically to a sink in the front of the plane. It has to be kept in mind that the
simulated application is just an example application. There are currently a large number of
applications under consideration to improve the existing flight cabin management system. A
multi-hop network is required to enable connectivity between all nodes in the network due to
the fact that large planes reach lengths of up to 60 meters. More powerful sensor nodes with
routing capabilities are placed on the ceiling along alleyway approximately every 8 meters in
order to connect the other sensors with the sink. An overview of the simulated scenario is
shown in Figure 7.

The figure illustrates the high node density of up to 60 nodes.However, the large interference
range has to be taken into consideration as well when specifying the application requirements.
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Figure 7. Overview of the Simulated Scenario

As a consequence of the high node density, the traffic pattern has a huge impact on the
network performance in the simulated scenario. Data traffic is usually highly correlated in
WSNs since it is often event-driven and data centric. Thus, we decided to simulate three
different traffic patterns which are representative for a large number of popular intra-aircraft
applications. The simulated traffic pattern are shown in Table 3. The number of (seat) rows is
increased from 8 to 40 in order to find out how many nodes are supported by the protocols in
the intra-aircraft scenario depending on the application. The results represent the 90 percent
confidence intervals of the average end-to-end delay and packet loss that are collected from
20 simulation runs with a duration of 1000 seconds and different seeds.

The traffic pattern start after 80 seconds since the Zigbee model requires some time to
build a tree topology. In addition, the traffic generation stops at 980 seconds to allow the
nodes to empty their waiting queues. Thus, the packet loss is given by the fraction of
generated packets and the number of packets that are successfully received by the sink.
Zigbee is set to non-beacon mode. Zigbee implies network layer functionality. Thus, a
directed-diffusion [33] based routing protocol is used in combination with the BPS-MAC
protocol to support comparable routing functionality. The directed-diffusion based routing
protocol is modified such that only routers retransmit the interest which minimizes the routing
overhead. The BPS-MAC protocol uses three consecutive backoff preambles with a maximum
number of four slots.

3.4. Scenario A

The introduced passenger monitoring application does not require a large amount bandwidth
since some of the monitored characteristics, e.g. seatbelt fastened or unfastened, are logical.
However, advanced monitoring features such as temperature or humidity can be considered.
Furthermore, the sensed values are not time-critical. In scenario A, the nodes follow the
low traffic pattern of application A which is introduced in Table 3. Figure 8a shows the
average end-to-end delay between the nodes and the sink depending on the number of rows
in the plane. The figure reveals that the end-to-end delay increases non-linearly which is the
consequence of the multi-hop communication.

Moreover, the figure points out that the delay of the BPS-MAC protocol is higher compared
to Zigbee if the number of rows is larger than 8. Nonetheless, the average end-to-end delay of
the BPS-MAC protocol remains lower than 0.35 seconds even for the 40 row scenario which is
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Pattern Name Parameter Distribution Range / Values
Application A Packet IAT uniform [9.99; 10.01] s

Packet Size constant 256 bit
Start Time uniform [80;90] s
Number of Rows - [8;16;24;32;40]

Application B Packet IAT uniform [9.99; 10.01] s
Packet Size constant 256 bit
Start Time uniform [80;81] s
Number of Rows - [8;16;24;32;40]

Application C Packet IAT uniform [3.95; 4.05] s
Packet Size constant 1024 bit
Start Time uniform [80;84] s
Number of Rows - [8;16;24;32;40]

Table 3. Traffic Pattern
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Figure 8. Application A - Performance depending on the Number of Rows

quite acceptable for this kind of application. The BPS-MAC protocol achieves a lower packet
loss than Zigbee in scenario A as shown in Figure 8b due to the fact that the medium access
procedure is optimized for synchronous medium access. The probability increases that two
or more nodes start their data transmission within an interval that is shorter than the CCA
delay of the low power transceiver in- creases with the number of nodes in the networks. As
a result, the packet loss increases almost linearly for both protocols but still remains below 2
percent. Therefore, both protocols represent an acceptable solution for application A.

3.5. Scenario B

Scenario B uses almost the same traffic pattern as scenario A. The only difference lies in the fact
that the offset of the traffic pattern only varies uniformly distributed by 1 second. Thus, the
probability that two nodes access the medium within an interval that is shorter than the CCA
delay and the turnaround time is very high. The average end-to-end delay of the different
protocols depending on the number of rows is shown in Figure 9a. Both protocols achieve a
low delay for scenarios in which the number of rows remains below 24. The delay sharply
increases if the number of rows exceeds 24 as a consequence of the multi-hop communication
and the highly correlated traffic.
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Application B Packet IAT uniform [9.99; 10.01] s
Packet Size constant 256 bit
Start Time uniform [80;81] s
Number of Rows - [8;16;24;32;40]

Application C Packet IAT uniform [3.95; 4.05] s
Packet Size constant 1024 bit
Start Time uniform [80;84] s
Number of Rows - [8;16;24;32;40]

Table 3. Traffic Pattern
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Figure 8. Application A - Performance depending on the Number of Rows

quite acceptable for this kind of application. The BPS-MAC protocol achieves a lower packet
loss than Zigbee in scenario A as shown in Figure 8b due to the fact that the medium access
procedure is optimized for synchronous medium access. The probability increases that two
or more nodes start their data transmission within an interval that is shorter than the CCA
delay of the low power transceiver in- creases with the number of nodes in the networks. As
a result, the packet loss increases almost linearly for both protocols but still remains below 2
percent. Therefore, both protocols represent an acceptable solution for application A.

3.5. Scenario B

Scenario B uses almost the same traffic pattern as scenario A. The only difference lies in the fact
that the offset of the traffic pattern only varies uniformly distributed by 1 second. Thus, the
probability that two nodes access the medium within an interval that is shorter than the CCA
delay and the turnaround time is very high. The average end-to-end delay of the different
protocols depending on the number of rows is shown in Figure 9a. Both protocols achieve a
low delay for scenarios in which the number of rows remains below 24. The delay sharply
increases if the number of rows exceeds 24 as a consequence of the multi-hop communication
and the highly correlated traffic.
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Figure 9. Application B - Performance depending on the Number of Rows

Figure 9b shows a similar picture for scenarios with less than 24 rows. An extra ordinary high
packet loss can be mentioned for the Zigbee protocol which results from the highly correlated
traffic. Zigbee is not able to resolve the contention in this case due to the fact that the protocol
is not addressing the problem caused by the CCA delay and the turnaround time. In contrast
to Zigbee, the packet loss of the BPS-MAC remains on a low level such that it only increases
to a maximum of 2 percent for the 40 row scenario.

3.6. Scenario C

In scenario C the performance of the protocols is simulated under a higher traffic load. The
nodes in network generate traffic according to the traffic pattern of application C shown in
Table 1. The traffic load is ten times higher than the load that is generated by application A
or application B. Thus, the overall generated traffic load is 61.4 kB/s for the 40 row scenario.
However, this calculation excludes the traffic that is required for forwarding data. It has to be
kept in mind that some nodes require up to four hops to reach the sink in the 40 row scenario.
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Figure 10. Application C - Performance depending on the Number of Rows

Figure 10a shows the average end-to-end-delay in scenario C depending on the number of
rows. The figure reveals that the BPS-MAC protocol achieves a slightly lower delay than
Zigbee as long as the number of rows is smaller or equal than 16. The delay of Zigbee increases
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almost linearly while the slope of the delay graph of the BPS-MAC protocol shows exponential
characteristic. This slope results from the high utilization of the medium and the large number
of nodes in the network. Nonetheless, the average delay of the BPS-MAC protocol remains
below one second.

The packet loss shown in Figure 10b points out that the BPS-MAC protocol in combination
with a directed diffusion based routing protocol provides a better solution than Zigbee for
scenario C. The figure indicates that Zigbee is not able to handle a network that is larger
than 24 rows if the nodes generate traffic according to application C. In this case, the high
traffic load in combination with the correlated traffic limit the performance of Zigbee since the
MAC does not address the CCA delay and the turnaround time explicitly. The packet loss of
the BPS-MAC protocol increases to approximately 2 percent in the 32 row scenario which is
sufficient for non-mission critical data. If the number of rows exceeds 32 the packet loss of the
BPS-MAC protocol increases to 9 percent as a consequence of the high utilization.

4. Implementation issues of preamble-based MAC protocols
Two communication issues are mainly responsible for the low performance of MAC protocols
in WSNs. The first issue is represented by the interval that low-power transceivers require to
switch between receiving and transmitting and vice versa. Thus, the switching time which
is in the following referred to as turnaround time, specifies the time between the arrival of a
packet and the beginning of the corresponding response [34]. During this time interval the
transceiver is not able to detect the start of other transmissions.

The second issue is called Clear Channel Assessment (CCA) delay. The CCA delay specifies
the interval that a transceiver requires to detect a busy medium provided that the transceiver
is already in receive mode. A transceiver is not able to reliably detect the transmission of
another node if the transmission has been started within an interval that is shorter than the
CCA delay. A closer look is taken on the impact of the turnaround time and the CCA delay
on the MAC performance in the following two subsections.

Another factor that limits the performance of MAC protocols in WSNs is represented by the
limited hardware resources. Especially, the small receive buffer and the applied operating
system have to be taken into account when designing preamble sampling protocols that
rely on short preamble transmissions. As a consequence of frequent short preambles, the
probability of buffer overflows increases which leads to loss of information.

4.1. Impact of the turnaround time

The turnaround time of transceivers has a direct impact on the efficiency of MAC protocols.
However, the impact on the performance depends on the medium access procedure which
is used by the MAC protocol. The importance of the turnaround time was first addressed
in [35] by Pablo Brenner. In this work, he evaluated the wireless access method and physical
specification of the IEEE 802.11 standard. The same topic is discussed in more detail by
Johnson et al. [34] and Diepstraten [36] who describe the effect on the performance caused
by several switching aspects. Diepstraten outlines the impact that the turnaround time has
on the protocol efficiency. The efficiency decreases especially in the case that a quick mutual
exchange of messages, e.g. RTS-CTS messages, data packets or short preambles with early
acknowledgments, between the transmitter and the receiver is required. In addition, the time
that a transceiver requires to switch from receive to transmit mode represents a vulnerable
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period for MAC protocols which rely on the CSMA functionality since transceivers cannot
detect any transmissions that start during the switching period [37, 38]. Therefore, the
developers of a preamble-based MAC protocols have to choose the gaps between consecutive
preambles with respect to the turnaround time of the wireless transceiver.

4.2. The problem of clear channel assessment delay

CCA is a logical function which returns the current state of the wireless medium. It is provided
by almost any low-power transceiver for WSNs in order to support CSMA functionality to
the MAC layer. However, the transceivers require a certain period of time depending on their
current state to reliably determine the state of the medium.

The CCA delay becomes the dominating performance limitation factor [39] for low-power
transceivers which have a relatively high CCA delay compared to IEEE 802.11 transceivers.
Typical low-power transceivers, like the CC2400 [40] and the CC2520 [41] (Texas Instruments)
or the AT86RF231 [42] (ATMEL), have to listen to the medium for duration of 8 symbol periods
to reliably detect an ongoing transmission. The chips average the Received Signal Strength
Indication (RSSI) over the last 8 symbols in order to decide whether the channel is assumed to
be busy or idle.

Technical aspects, like the CCA delay of low-power transceivers which have a large influence
on the performance of wireless communication in sensor networks, are usually neglected. The
impact of CCA delay on IEEE 802.15.4 networks is described by Kiryushin et al. [39]. The focus
of their work lies on real world performance of WSNs and describes the impact of different
kinds of communication aspects. Bertocco et al. [43] have shown that the performance of
a wireless network can be improved by minimizing the CCA threshold. Nevertheless, the
minimization of the threshold requires great knowledge of the radio channel, e.g interference
and background noise, since a too small threshold will result in false positives which will
significantly decrease the throughput. Thus, nodes will not transmit any data due to the
fact that they falsely assume the channel to be busy. The latest generation of low-power
transceivers supports different kinds of CCA methods. An intelligent cross-layer approach
which takes advantage from different CCA methods is introduced by Ramachandran and
Roy [44]. Their idea is to dynamically adapt the CCA method and parameters depending on
the current channel conditions and the upper layer parameters.

4.3. Architecture of low-power transceivers

Wireless sensor nodes are very limited in terms of computational power and memory. The
small receive buffer of low-power transceivers has to be considered when developing a
preamble-based MAC protocol. Typical low-power transceivers, like the TI’s CC2400 [40]
and ATMEL’s AT86RF231 [42], are only equipped with a 128 byte RXFIFO. The RXFIFO of
the CC2500 [41] transceiver family is even limited to 64 bytes. Therefore, a received frame
has to be immediately read from the FIFO in order to avoid buffer overflows caused by
consecutive transmissions which would lead to loss of information. This issue can become
a major problem for non real-time operating systems such as TinyOS which is only able to
handle up to ≈170 packets per second. However, this packet reception rate only applies for
small packets with a size of less than approximately 30 bytes. Moreover, there should no
other time-consuming tasks be running on the sensor node. Otherwise, the packet reception
rate drops down significantly as a result of the non-preemptive task scheduler.
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4.3.1. Performance limitation factor - RXFIFO

In the following a brief introduction of the packet reception procedure for the CC2420 is given
to provide MAC protocol designers useful information regarding the implementation. Upon
detection of the Start Frame Delimiter (SFD) field, the chip begins to buffer the received data
in its 128 byte RXFIFO [40]. In case the default Auto Cyclic Redundancy Check (AUTOCRC)
settings are not changed, the chip replaces the first byte of the Frame Check Sequence (FCS)
with a RSSI value estimated over the first 8 symbols after the SFD field. The second FCS byte
is replaced by a 7 bit correlation value used for Link Quality Indication (LQI) computation
and by a 1 bit field which indicates whether the frame was correctly received. The resulting
data frame is shown in Figure 11.

Length MPDU (without FCS) FCS

RSSI Correlation
ValueCRC

0 7 8 15Bits:

Bytes: 1 n-2 n

Figure 11. Data Frame in RXFIFO

The main limitation of this strategy is that damaged frames remain in the RXFIFO until they
are read. In case of an overflow, the chip is not able to receive data until all correctly received
frames are read and the buffer is flushed. Furthermore, the CC2420 does not protect the length
field of the physical header. If the field is damaged and indicates, for example, that the stored
frame is larger than the default frame size, TinyOS will immediately flush the buffer regardless
of whether it contains correctly received frames since it does not know when the next correctly
received packet starts. This means that if a MAC protocol fails to recognize a busy channel,
a possible frame collision may cause correctly received frames to be flushed at the receiver
before they are forwarded to the application. Listing 1 describes the reception routine in detail.

async event void RXFIFO . readDone ( . . . ) {
. . .
i f ( rxFrameLength + 1 > m_bytes_ le f t ) {

f l u s h ( ) ;
}
e lse {

i f ( ! c a l l FIFO . get ( ) && ! c a l l FIFOP . get ( ) ) {
m_bytes_ le f t −= rxFrameLength + 1 ;

}
i f ( rxFrameLength <= MAC_FRAME_SIZE) {

/ / f u r t h e r f rame p r o c e s s i n g
}
e lse {

f l u s h ( ) ;
}

}
. . .

}

Listing 1. Frame Length Field Processing
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In general, a frame stored in the RXFIFO is read in three steps. The first step involves the
interpretation of the first byte, which represents the length field, to detect the end of the frame.
The second step includes the processing of the FCF header. During this phase the receiver may
generate an acknowledgment when the acknowledgment request bit is set. The last step is
needed to determine whether the received frame is correctly received and to signal reception
to the upper layer components.

After evaluation of the length field, TinyOS tries to determine whether the received frame
has a size larger than the RXFIFO. If this condition is true, the flush() function, which
immediately erases the receive buffer, is called. Note that TinyOS uses the variable
m_bytes_left to store the size of the buffer. This variable is initialized with a value of
128, but is decremented when an overflow occurs. With each frame which is still in the
RXFIFO m_bytes_left gets decremented until the last incomplete frame. For this frame, the
condition rxFrameLength + 1 > m_bytes_left is true and the queue is flushed. This
action is required to enable reception of new data and reset m_bytes_left.
TinyOS checks whether the frame size is smaller than MAC_FRAME_SIZE. If the frame size is
larger, the received frame is assumed to be corrupted and the RXFIFO is flushed. Thus, frames
that were received correctly but have arrived after the corrupted frame will be lost.

4.3.2. Preamble transmission

Buffer overflows represent a serious problem in dense wireless sensor networks with
event-driven traffic due to the fact that nodes often try to retransmit lost data. Moreover,
frequent transmission of preambles increases the utilization of the medium and the probability
of buffer overflows in the receiver. Before writing a packet in the receive buffer, a transceiver
reads the SFD flag of a received frame. The packet is only stored in the receive buffer if
the SFD flag indicates a valid frame. Otherwise, the frame is silently discarded. However,
an invalid frame is still detected by transceiver. Thus, a preamble that is transmitted with
an invalid SFD flag can be used as reservation signal. On the other hand, useful information
cannot be stored in the preamble since receiving nodes immediately discard the frame without
further evaluation. Therefore, this mechanism cannot be applied for protocols, like XMAC or
WiseMAC, which store information in the preamble.

5. Conclusion
Preamble sampling protocol have many interesting characteristics which are of special interest
for WSNs with their low traffic load and very limited low-power devices. In this chapter,
we have discussed several preamble-based medium access strategies which either relied on
long or short strobed preambles. The strategies were categorized with respect to the type of
preamble (short or long), the information stored in the preamble and additional functionality
such as synchronization and contention resolution. Furthermore, we outlined the impact of
the different preamble sampling strategies on the energy consumption by focusing on the
resulting protocol overhead. After describing the basic principles of preamble sampling, a
closer look on a selection of preamble-based protocols was given. Due to the fact that preamble
sampling protocols are ideal candidates for energy-constraint WSNs that require QoS support,
a brief introduction on QoS in WSNs was given. Preamble sampling represents additional
protocol overhead which has to be taken into account when deploying preamble-based
protocols in dense wireless networks. For this reason, we compared the performance of a
typical preamble sampling protocol with a CSMA-based in a large wireless network with high
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node density and event-driven data traffic. The results have shown that preamble sampling
protocols usually have a higher delay compared to their CSMA-based counterparts. However,
the preamble sampling protocols can be optimized and configured such that they achieve a
higher reliability. Sensor nodes are usually very restricted in terms of memory which increases
the probability of buffer overflows that lead to loss of information. This issue can be mitigated
by setting the SFD flag of preambles to invalid if no information has to be stored in it.
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1. Introduction

Wireless sensor networks (WSNs) are attracting increasing research attention, due to their
wide spectrum of applications, including military purposes for monitoring, tracking and
surveillance of borders, intelligent transportation systems for monitoring traffic density
and road conditions, and environmental applications to monitor, for example, atmospheric
pollution, water quality, agriculture, etc. [26].

A WSN is composed of a number of sensor nodes (SN) transmitting wirelessly the information
they capture. An SN is generally composed of a power unit, processing unit, sensing unit, and
communication unit. Power consumption is the main limiting factor of an SN. In fact, SNs are
in general required to operate autonomously and independently for a large period of time in
areas where power infrastructure may not be available. Thus, battery-powered SNs should be
able to operate with very low power consumption. Some SNs have batteries rechargeable by
solar power, thus ensuring longer autonomous operation. The processing unit is responsible
to collect and process signals captured from sensors before transmitting them to the network.
The sensing unit is a device that produces a measurable response to a change in a physical
condition like temperature or pressure. The wireless communication unit is responsible for
transferring the senor measurements to the exterior world, e.g., to be stored on a server, where
they can be distributed on the internet or accessed by specialized personnel. The wireless
communication unit can also ensure a mechanism for ad-hoc communication between SNs
forming a WSN [26]. In fact, in some scenarios, it might be more energy efficient to transmit
a message via multihop communications over short distances instead of a single hop long
distance transmission to the base station (BS).

In this Chapter, a protocol for energy efficient multihop communications in WSNs is presented
and analyzed. In the presented approach, SNs form cooperative groups or clusters. Within
each cluster, SNs communicate with each other over multihop links, and the SN at the last
hop communicates with the BS by relaying the aggregated multihop data. Thus, cooperation
between SNs is exploited for the benefit of energy efficiency. Hence, SNs use two wireless
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interfaces: one to communicate with the BS over a long-range (LR) wireless technology
(e.g., UMTS/HSPA, WiMAX, or LTE), and one to communicate with other SNs over a
short-range (SR) wireless technology (e.g., Bluetooth, ZigBee, or WLAN). In addition to
freeing bandwidth at the BS and increasing network throughput [19, 20], SR collaboration
between SNs leads to a reduced energy consumption [8, 31]. In fact, higher rates can be
achieved over SR communications between SNs that are relatively close from each other in
a single cooperating cluster. This leads to shorter transmission and reception times and hence
less energy consumption from the batteries of the SNs.

In this Chapter, SNs are considered to be distributed throughout the cell area and can form
several cooperating clusters. The energy minimization problem during cooperative content
distribution in the multiple clusters case is formulated and the solution outline is presented.
Multihop communications are studied, and remarkable energy savings are achieved even
with the 2-hop scenario, corresponding to a clustering framework where a single SN, the
cluster head (CH), is in charge of directly receiving the measurement data from each SN in
the cluster on the SR, and for transmitting the aggregated data to the BS on the LR. A general
formulation that incorporates both multihop and clustering is presented, and energy efficient
suboptimal schemes are proposed.

The paper is organized as follows. Related work is presented and differences with the
proposed approach are outlined in Section 2. The system model is presented in Section 3.
The problem formulation and solution are discussed in Section 4. Suboptimal schemes
leading to significant energy savings at reduced complexity are proposed in Section 5 for
the multihop and clustering scenarios. The simulation results are presented in Section 6.
Practical implementation aspects are discussed in Section 7. An application example of a
WSN for air quality monitoring is presented in Section 8. Potential research directions for
future investigation are described in Section 9. Finally, conclusions are drawn in Section 10.

2. Related work

This section presents an overview of related work in energy efficiency in multihop wireless
communications. Differences with the approach investigated in this Chapter for energy
efficient cooperative multihop data transmission are outlined.

Network topology design in order to achieve different requirements in a service-oriented
framework is considered in [32]. Requirements include throughput maximization, delay
constraints, security, and reliability. Energy minimization constraints are not considered.
Topology control is also considered in [22], where energy constraints are taken into account
via transmit power adjustments. Connectivity between nodes is determined based on distance
considerations. In [23] and [16], energy efficiency is considered by having a minimum energy
path between each pair of nodes in a wireless multihop network. Topology is controlled by
varying the transmission power at each node, and the transmission power at the antenna is
considered as the criterion for energy efficiency. In this Chapter, the energy drained from
the sensors’ batteries, not only the transmit power at the antenna, is used as the criterion for
energy efficiency.

Processing capacity is studied in [25] for wireless sensor networks. A cross-layer
collaborative in-network processing approach among sensors is adopted, where, in addition
to processing information at the application layer, sensors synchronize their communication
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activities to exchange partially processed data for parallel processing. Sensor nodes are
grouped into clusters, and operations are performed independently inside each cluster.
Communications between clusters are performed using channels that are orthogonal to
intra-cluster communications. Multihop communications are implemented inside each cluster
to perform parallel computing of certain processing tasks. Thus, energy efficiency is
considered in the sense of minimizing the processing power during task scheduling and
implementation, not in the sense of transmissions and receptions for relaying measurement
data of sensors, as is the case in this Chapter.

Small scale networks where sensor nodes are closely located are studied in [7]. TDMA is
assumed as an access method. Both transmission and circuit-based energy consumption
are considered. Perfect synchronization between nodes is assumed. The joint design of the
physical, MAC, and routing layers to minimize network energy consumption is formulated
into a convex optimization problem and the solution is provided. The approach presented in
this Chapter does not make any assumptions concerning the channel accessing scheme or the
scale of the sensor network.

In [13], energy efficiency is studied in wireless sensor networks. Sensors having data to
transmit should relay this data to a single source using multihop. Nodes that do not have
data to transmit or that are not relaying the data of other nodes can be put to sleep. Energy
efficiency is achieved by reducing the number of active nodes. An energy efficient routing
technique in multihop wireless sensor networks is presented in [28]. For each node, the
energies consumed during reception, transmission, and sensing are considered in the analysis.
In the model of [28], frame nodes relay the content of the source to the destination. If the
communication fails between the source and a frame node, or between two frame nodes,
assistant nodes come into play and relay the data to the next frame node. Hence the use of
opportunistic transmissions depending on the fading conditions of the channel. The optimal
number of nodes that should be included in a path is determined. The purpose is to reduce
the energy consumption by reducing the number of nodes relaying the data from source
to destination. In the scenario investigated in this Chapter, all nodes are assumed to have
data to transmit, and hence cannot be put to sleep to achieve energy savings. This scenario
corresponds, for example, to WSNs deployed for the purpose of air quality monitoring in a
given area, where each sensor will periodically send measurement data to a central processing
system.

In [3], multipath routing based on spatial relationships among nodes is considered. Stochastic
geometric and queueing models are used for the evaluation of different types of scenarios.
Energy aware routing with the possibility of energy replenishment of nodes in multihop
wireless sensor networks is presented in [17]. An algorithm that only requires short term
energy replenishment information is also presented. However, channel conditions are not
taken into consideration in the approach of [17], conversely to the work in this Chapter where
channel state information (CSI) is exploited in order to build the energy efficient routes from
SNs to the BS.

Several papers in the literature consider implementation scenarios related to a particular
standard. For short range multihop communications, IEEE 802.11s is receiving significant
attention. In [6], a tutorial is presented for multihop communications and mesh capabilities
in IEEE 802.11. Task group 802.11s is handling this issue. In the draft 802.11s proposal,
the mesh network is implemented at the link layer and relies on MAC addresses instead
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of IP addresses, which provides layer-2 multihop communication. A survey of the unicast
admission control schemes designed for IEEE 802.11-based multi-hop mobile ad-hoc networks
(MANETs) is presented in [10], where different admission control protocols are discussed
and analyzed. In [27], cooperative rate adaptation in multihop IEEE 802.11 is considered.
The problem is formulated as an optimization problem and shown to be NP-hard. Thus,
a suboptimal method is presented. Energy efficiency is considered in terms of reducing
the transmission power at the SNs’ antennas. Enhancements of the performance of IEEE
802.11-based multihop ad hoc wireless networks from the perspective of spatial reuse were
surveyed in [2]. Techniques adopting transmit power control, tuning the carrier sensing
threshold, performing data rate adaptation, and using directional antennas were discussed.
In this Chapter, the presented approach is general and not confined to a particular standard,
it does not only consider transmit energy at the antenna, but also the energy drained from the
battery during transmission and reception. Compared to mesh networks, not every SN needs
to communicate with all other SNs. Instead, each SN needs to transmit the measured data
using an optimum energy minimizing path to the BS. This path remains the same as long as
the channel conditions remain constant.

In addition to multihop, energy efficient clustering methods are also investigated in the
literature. An algorithm is presented in [14] as an improvement on the methods in [12]
and [15]. In [12, 14, 15], each node volunteers to be a cluster head in a probabilistic manner,
and non-cluster nodes associate themselves with cluster heads based on the announcements
received from these cluster heads. The actual energy drained from the battery of the device is
considered. However, the problem is not formulated and solved as an optimization problem
(as in this Chapter), but rather an efficient clustering algorithm that ensures fairness in energy
consumption between nodes, due to the probabilistic selection, is presented. In [15], the use of
a proxy node was added to the approach of [12], whereas in [14] the additional use of a main
cluster head was implemented, with the main cluster head relaying the data from cluster
heads to the BS. The work of [12] was extended in [4] to include multihop communications in
addition to clustering. In addition, an approach to determine the optimal number of cluster
heads is proposed. Clustering is performed on distance based criteria and a probabilistic
random approach is adopted for the election of cluster heads. A cluster head selection based
on proximity was adopted in [30], where the residual energy of the node is also considered
in the selection process. A multihop time reservation using adaptive control for energy
efficiency (MH-TRACE) is presented in [24]. Cluster formation is probabilistic and it is not
based on connectivity information. In MH-TRACE, the interference level in the different
time-frames is monitored continuously in order to minimize the interference between clusters.
MH-TRACE clusters use the same spreading code or frequency and time division is adopted.
In this Chapter, cluster head selection is not probabilistic or simply proximity based. Fading
is considered in the selection approach since CSI affects the achievable rates and is thus
incorporated in the optimization problem.

3. System model

The energy minimization problem in a WSN is considered. The data is to be delivered to
the BS from K SNs distributed throughout the cell area of the BS. The SNs can communicate
with the BS using a long range communication technology (e.g., UMTS/HSPA, WiMAX, or
LTE), or with neighboring SNs using a short range technology (e.g., Bluetooth or WLAN).
SNs form cooperating clusters for the purpose of energy minimization during cooperative
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Figure 1. System model when multihop communications are allowed.

data transmission. Within each cooperating cluster, the data is delivered from the SNs in
that cluster to the BS using multihop communications. Fig. 1 shows the scenario considered.
The maximum number of hops allowed H can be specified as a parameter. With two-hop
communications (case H = 2), the problem becomes a clustering problem that consists of
finding the best grouping of SNs into cooperating clusters, as shown in Fig. 2.

Each SN transmits its measured data to a single destination, which could be either the BS or
another SN. We consider the energy minimization problem with multihop/clustering. The
BS and SNs are denoted as “nodes", with node k = 0 corresponding to the BS and nodes
k = 1, ..., K corresponding the SNs. As shown in Fig. 1, these nodes appear to form a direct
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Server

Wired LAN

Figure 2. System model when 2-hops (clustering only) are allowed.

acyclic graph (DAG) starting from the node k = 0. If node j receives the data of node k on hop
h, a parameter αh

kj is set to one, marking the existence of an edge in the graph between k and j.

Otherwise, αh
kj is set to zero.

We define Cj as the set of children of j, i.e., the set of nodes sending their data directly to j:

Cj =

{
k,

H

∑
h=1

αh
kj = 1

}
(1)
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Cj =

{
k,

H

∑
h=1

αh
kj = 1

}
(1)
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The set Dj is defined as the sub-DAG starting from j, i.e., having j as its root. It includes j, its
children, the children of its children, etc. Thus, it can be expressed as:

Dj = {j} ∪ ⋃

k∈Cj

Dk (2)

3.1. Data rates

Given for each node: the transmit power Pt,kj that node k is using in order to transmit to node
j, the channel gain Hkj of the channel between k and j, and the thermal noise power σ2, the
received signal-to-noise ratio (SNR) γkj on the link between k and j can be calculated following

γkj =
Pt,kjHkj

σ2 . Given the target bit error rate Pe and the SNR, the bit rates on the link between
any two nodes k and j can be calculated as follows:

Rkj = Wkj · log2(1 + βγkj) (3)

In (3), Wkj is the passband bandwidth of the channel between k and j, and β is called the SNR
gap. It indicates the difference between the SNR needed to achieve a certain data transmission
rate for a practical M-QAM system and the theoretical Shannon limit [9, 21]. It is given by:

β =
−1.5

ln(5Pe)
. The channel gain is expressed as:

Hkj,dB = (−κ − υ log10 dkj)− ξkj + 10 log10 Fkj (4)

In (4), the first factor captures propagation loss, with dkj the distance between nodes k and j,
and υ the path loss exponent. The second factor, ξkj, captures log-normal shadowing with a
standard deviation σξ , whereas the last factor, Fkj, corresponds to Rayleigh fading (generally
considered with a Rayleigh parameter a such that E[a2] = 1).

4. Multihop problem formulations

With each SN transmitting the data in blocks of size ST bits, the time needed to transmit this
content on a link between nodes k and j having an achievable rate Rkj bps is given by ST/Rkj.
Denoting the power drained from the battery of node j to receive the data from node k by
PRx,kj, then the energy consumed by j to receive the data from k is given by ST · PRx,kj/Rkj.
Similarly, denoting by PTx,kj the power drained by the battery of node k to transmit the data to
node j, then the energy consumed by k to transmit the content to j is given by ST · PTx,kj/Rkj.
It should be noted that PTx,kj can be expressed as:

PTx,kj = PTxref,kj + Pt,kj (5)

where PTxref,kj corresponds to the power consumed by the circuitry of node k during
transmission on the communication interface with node j, and Pt,kj corresponds to the power
transmitted over the air on the link from node k to node j.

In this section, a flexible formulation is presented that accommodates power adaptive or
rate adaptive transmission. In the case of adaptive rate control, the node transmit power is
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constant, i.e., Pt,kj = Pt and PTx,kj = PTx. Consequently, the rate Rkj on the link between
nodes k and j is the rate achievable with the transmit power Pt. It is varied adaptively
depending on the channel conditions between nodes k and j. High data rates result in low
energy per bit consumption, thus leading to a gain in total energy consumption. For example,
the WLAN technologies apply rate control [11].

In the case of adaptive power control, the nodes communicate at a constant rate R0j = RL
on the LR or Rkj = RS (with k > 0) on the SR. The transmit power Pt,kj is varied adaptively
depending on the channel conditions between nodes k and j in order to achieve the target data
rate RL or RS. Thus, nodes that are in proximity of each other will communicate with lower
power than nodes that are further apart. This will result in a reduction of consumed energy.
Some technologies such as Bluetooth apply power control [5].

Hence, the energy consumed during cooperative multihop content distribution can be
expressed as follows:

Ecoop = ST ·
K

∑
k=1

K

∑
j=0,j �=k

H

∑
h=1

αh
kj · |Dk| · PTx,kj

Rkj

+ ST ·
K

∑
k=1

K

∑
j=1,j �=k

H−1

∑
h=1

αh
kj · |Dk| · PRx,kj

Rkj

= ST ·
K

∑
k=1

K

∑
j=0,j �=k

H

∑
h=1

αh
kj · |Dk| · (PTx,kj + PRx,kj)

Rkj

(6)

where the first term corresponds to the energy consumed by the nodes for transmission
and the second term corresponds to the energy consumed by the nodes for reception. Hop
h = H corresponds to transmission on the LR and node k = 0 corresponds to the BS.
The multiplication by |Dk|, with | · | denoting set cardinality, is used to indicate that an SN
aggregates the data of its sub-DAG before transmitting it on the next hop. To be able to write
the last equality in (6), it is assumed that PRx,k0 = 0 for all k. This corresponds to excluding
the energy consumed at the BS to receive the data at hop H. In fact, power consumption of
the BS is not considered in the energy minimization process since the interest is in the battery
life of the SNs. This is justified by the fact that most BSs rely on power line cables and not on
batteries and thus do not have as stringent power limitations as the SNs.

Consequently, the optimization problem can be formulated as follows:

min
α

Ecoop = ST ·
K

∑
k=1

K

∑
j=0,j �=k

H

∑
h=1

αh
kj · |Dk| · (PTx,kj + PRx,kj)

Rkj
(7)

subject to

αh
k0 = 0 for h < H and k = 1, ..., K (8)
K

∑
j=0

H

∑
h=1

αh
kj = 1 for k = 1, ..., K (9)

αh
kj ∈ {0, 1}∀k, j, h (10)
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Power Adaptive Rate Adaptive
SR Rkj = RS∀k, j ≥ 1 PTx,kj = PTx∀k, j ≥ 1
LR R0j = RL∀j ≥ 1 Pt,0j = Pt∀j ≥ 1

Table 1. Parameter Values in Different Scenarios

The first constraint (8) indicates that transmissions to the BS take place at the last hop h = H
only. The second constraint (9) indicates that each SN should transmit its collected data exactly
once to a single destination on one of the H hops (hop H on the LR and H − 1 hops on the
SR). Finally, constraint (10) specifies that the optimization variable αh

kj is a binary variable.

In the problem formulated in (7), the maximum number of hops can be specified as a
parameter. Setting H = K allows full multihop communications, although the actual hops
might be less than K, and in this case the parameters αh

kj corresponding to the unnecessary
hops will be set to zero in the optimal solution. Setting H = 2 corresponds to reducing the
problem into a clustering problem where SNs are grouped into clusters. In each cluster, an SN
selected as cluster head (CH) in the optimal solution sends the data on the LR to the BS after
aggregating the data it receives on the SR from the SNs in its cluster. Furthermore, setting
H = 1 corresponds to the non-cooperative approach where all SNs send the data on the LR to
the BS. In this case, the energy is denoted by ENo−coop. The normalized energy consumption
η can be calculated as follows:

η =
Ecoop

ENo−coop
(11)

The value of η indicates whether the cooperation is beneficial in terms of energy consumption
or not; if η < 1, then the cooperation results in a gain of energy consumption while η > 1
reflects a non-beneficial cooperation.

The formulation in (7) is applicable to any number of hops, allows communication using
different wireless interfaces (different values of PRx,kj and PTx,kj can be set for each wireless
link between any two nodes k and j), and permits any combination of power adaptive/rate
adaptive transmissions. For example, a node may be transmitting to its parent in the DAG
using rate adaptive transmission while another can be using power adaptive transmission.
The values of the parameters in the different implementation scenarios are detailed in Table 1.
Using, for each node in the network, the appropriate parameters from Table 1 according to its
communication scheme adopted, then the formulation (7) can be customized to a huge variety
of node combinations and hybrid wireless interfaces.

The problem formulated in (7) appears as a binary integer program that can be solved using
known software solvers. However, this is not the case due to the dependence of |Dk| on the
parameters αh

kj, which makes the problem intractable. In addition, even when the problem
can be considered as a binary integer program, the complexity of finding the optimal solution
of the problem (7) using software solvers increases tremendously when the number of nodes
increases and is not suitable for real time implementation. In fact, binary integer programming
is known to be NP-hard. In the next section, low complexity suboptimal schemes are
presented that are able to achieve efficient multihop routing of sensor data with significant
energy savings compared to the non-cooperative approach.
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5. Suboptimal energy-efficient WSN data routing methods

In this section, we present algorithms that perform energy efficient routing of sensor data.
Section 5.1 presents a multihop approach whereas Section 5.2 presents a clustering-based
approach. Section 5.3 presents a complexity analysis that applies to both methods.

5.1. Suboptimal multihop approach

In this section, we present an algorithm that performs energy efficient multihop routing of
sensor data. Starting with the SNs having worst channel conditions on the LR (and hence
worst achievable rates and highest energy consumption), we find for each SN k the parent
pk to which it can send the data with the minimum energy consumption. When the turn
comes to SN pk, a parent ppk is found to which pk can send the data with the minimum
energy consumption, thus leading to an additional hop if ppk �= 0. The details of the proposed
approach are presented below:

• Step 1: Sort the SNs in decreasing order of energy consumption without cooperation. After
this step, SN k = 1 would be the one having the worst channel conditions on the LR and
SN j = K would be the one having the best channel conditions on the LR.

• Step 2: Start from SN k = 1.

• Step 3: For SN k, find the parent node (could be another SN or the BS) pk to which k can
forward the data with the least energy consumption. The search is done over the nodes j
having better LR channel conditions than k, i.e., such that j > k. Energy consumption to
distribute the content includes the energy of k to transmit and the energy of pk to receive.
i.e.:

pk = arg min
j;j>k

|Dk|ST · (PTx,kj + PRx,kj)

Rkj
(12)

• Step 4: break the connection of k with the BS and set pk as the direct parent of k if
(PTx,kpk

+PRx,kpk
)

Rkpk
<

PTx,k0
Rk0

, i.e., if it is more energy efficient for k to send the data to pk rather

than sending it directly to the BS. Then update Dpk as: Dpk = Dpk ∪Dk.

• Step 5: increment k and repeat Steps 3-5 on the SNs whose order is > k in the sorted list.

• Step 6: After all the SNs have been assigned to their direct parent based on the most
energy efficient path, we check if SN K can send the data with lower energy than sending
it directly on the LR link, since it is still connected to the BS (due to sorting the SNs in
decreasing order of LR energy consumption). Hence, if there exists an SN x �= K such that
px = 0 (i.e. there is another path to the BS that does not go through SN K, which means
that the link between the BS and SN K can be broken while still being able to send the data
from the SNs to the BS), then for all SNs j < K such that pj �= K, the parent of SN K is
selected such that:

pK = arg min
j;pj �=K

|DK|ST · (PTx,Kj + PRx,Kj)

RKj
(13)

• Step 7: We set pK as the direct parent of K if
(PTx,K pK+PRx,K pK )

RK pK
<

PTx,K0
RK0

. Otherwise, we keep
pK = 0, i.e., the best destination for SN K to send the data to is the BS. If pK is set as the
parent of K, then update DpK as: DpK = DpK ∪ DK.
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The algorithm presented in this section does not impose a limit on the number of hops. The
outcome could be any number H such that 1 ≤ H ≤ K, where H = 1 indicates that all SNs
send their data directly to the BS. This corresponds to a scenario where SNs are scattered to
an extent such that collaboration is not energy efficient, and the best for each SN is to send the
data directly to the BS. In the next section, we present a similar algorithm that performs node
clustering (H = 2).

5.2. Suboptimal clustering approach

In this section, we present an algorithm that performs energy efficient clustering for sensor
data transmission. The algorithm performs a grouping of SNs into cooperating clusters, with
each cluster having an SN, the cluster head (CH), receiving the data from the SNs within its
cluster and forwarding it to the BS, along with its own measurements. The algorithm could
lead to situations where one or more clusters contain a single SN. In this case, that SN is the
cluster head and sends its data on the LR without receiving from other SNs on the SR. This
corresponds to a situation where other SNs are too far or the links with them are under severe
fading, such that collaboration is not energy efficient, and the best solution for that SN is to
send the data directly to the BS.

Starting with the SNs having worst channel conditions on the LR (and hence worst achievable
rates and highest energy consumption), we find for each SN k the parent pk to which it can
send the data with the minimum energy consumption. If k is a cluster head, all members
of Dk are moved to Dpk if the data transmission form k and all the members of Dpk to pk is
more energy efficient than having an independent cluster with k as cluster head. It should be
noted that in the special case of clustering, we have Dk = k ∪ Ck. The details of the proposed
approach are presented below:

• Step 1: Sort the SNs in decreasing order of energy consumption without cooperation. After
this step, SN k = 1 would be the one having the worst channel conditions on the LR and
SN k = K would be the one having the best channel conditions on the LR.

• Step 2: Start from SN k = 1.

• Step 3: For SN k, find the parent node (could be another SN or the BS) pk to which k and
all the members of Dk (if there are any SNs other than k) can send their data with the least
energy consumption. Energy consumption to distribute the content includes the energy of
pk to receive and the transmission energy of the SNs in Dk, i.e.:

pk = arg min
j;j>k

ST · ∑
i∈Dk

PTx,ij + PRx,ij)

Rij
(14)

• Step 4: break the connection of k with the BS, and the connection of all other members of
Dk with k, and set pk as the direct parent of k and all other SNs in Dk if

∑
i∈Dk

(PTx,ipk
+ PRx,ipk

)

Ripk

<
PTx,k0

Rk0
+ ∑

i∈Dk,i �=k

(PTx,ik + PRx,ik)

Rik

i.e., move all members of Dk to Cpk if this is more energy efficient than having an
independent cluster with k as cluster head sending the data to the BS: Cpk = Cpk ∪ Dk =
Cpk ∪ k ∪ Ck.
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• Step 5: increment k and repeat Steps 3-5 on the SNs whose order is > k in the sorted list.

• Step 6: After all the SNs have been grouped into clusters based on the most energy efficient
method, we check if SN K can send the data with lower energy than sending on the LR link,
since it is still connected to the BS (due to sorting the SNs in decreasing order of LR energy
consumption). Hence, if there exists an SN x �= K such that px = 0 (i.e. there is another
cluster with cluster head other than SN K, which means that the link between the BS and
SN K can be broken while still being able to send the data from the SNs to the BS), then for
all SNs j < K such that pj = 0, the parent of SN K is selected such that:

pK = arg min
j;pj=0

ST · ∑
i∈DK

(PTx,ij + PRx,ij)

Rij
(15)

• Step 7: We set pK as the direct parent of K if

∑
i∈DK

(PTx,ipK
+ PRx,ipK

)

RipK

<
PTx,K0

RK0
+ ∑

i∈DK,i �=K

(PTx,iK + PRx,iK)

RiK

Otherwise, we keep pK = 0, i.e., SN K is a cluster head sending the data to the BS. If pK is
set as the parent of K, then we update CpK as: CpK = CpK ∪DK = CpK ∪ K ∪ CK.

5.3. Complexity analysis

This section presents a complexity analysis that applies to both methods of Sections 5.1
and 5.2. Step 1 of the algorithms is a sorting step, and hence has a worst-case complexity
O(K2). In Step 3, the search involves K nodes when j = 1, it involves (K − 1) nodes
when j = 2, etc., and 2 nodes when j = (K − 1). Hence, the complexity of Steps 2
to 5 is: K + (K − 1) + · · · + 2 =

K(K+1)
2 − 1. In Steps 6-7, the search involves at most K

nodes. Consequently, the worst-case complexity of the algorithms is: K2 + K(K+1)
2 − 1 + K =

3K2

2 + 3K
2 − 1. This is a quadratic complexity of order O(K2). Hence, the proposed suboptimal

methods are significantly easier to implement than the optimal solution of the NP-hard
problem of Section 4.

In the next section, we compare the methods of Sections 5.1 and 5.2 to each other and to the
non-cooperative approach.

6. Results and discussion

In this section, simulation results are presented and analyzed. The simulation parameters are
presented in Table 2. Channel parameters are obtained from [1], whereas energy consumption
parameters are taken as in [18], where measurements are made with 3G communications on
the LR, and 802.11 b on the SR using the rate adaptive approach.

In Sections 6.1 to 6.3, we investigate a scenario corresponding to multihop data transmission in
a WSN. We consider that each sensor sends its measurement data in a file of size ST = 1 Mbits,
to be routed to the BS in an energy efficient manner. Two main SN deployment scenarios are
investigated:

176 Wireless Sensor Networks – Technology and Protocols



12 Will-be-set-by-IN-TECH

• Step 5: increment k and repeat Steps 3-5 on the SNs whose order is > k in the sorted list.

• Step 6: After all the SNs have been grouped into clusters based on the most energy efficient
method, we check if SN K can send the data with lower energy than sending on the LR link,
since it is still connected to the BS (due to sorting the SNs in decreasing order of LR energy
consumption). Hence, if there exists an SN x �= K such that px = 0 (i.e. there is another
cluster with cluster head other than SN K, which means that the link between the BS and
SN K can be broken while still being able to send the data from the SNs to the BS), then for
all SNs j < K such that pj = 0, the parent of SN K is selected such that:

pK = arg min
j;pj=0

ST · ∑
i∈DK

(PTx,ij + PRx,ij)

Rij
(15)

• Step 7: We set pK as the direct parent of K if

∑
i∈DK

(PTx,ipK
+ PRx,ipK

)

RipK

<
PTx,K0

RK0
+ ∑

i∈DK,i �=K

(PTx,iK + PRx,iK)

RiK

Otherwise, we keep pK = 0, i.e., SN K is a cluster head sending the data to the BS. If pK is
set as the parent of K, then we update CpK as: CpK = CpK ∪DK = CpK ∪ K ∪ CK.

5.3. Complexity analysis

This section presents a complexity analysis that applies to both methods of Sections 5.1
and 5.2. Step 1 of the algorithms is a sorting step, and hence has a worst-case complexity
O(K2). In Step 3, the search involves K nodes when j = 1, it involves (K − 1) nodes
when j = 2, etc., and 2 nodes when j = (K − 1). Hence, the complexity of Steps 2
to 5 is: K + (K − 1) + · · · + 2 =

K(K+1)
2 − 1. In Steps 6-7, the search involves at most K

nodes. Consequently, the worst-case complexity of the algorithms is: K2 + K(K+1)
2 − 1 + K =

3K2

2 + 3K
2 − 1. This is a quadratic complexity of order O(K2). Hence, the proposed suboptimal

methods are significantly easier to implement than the optimal solution of the NP-hard
problem of Section 4.

In the next section, we compare the methods of Sections 5.1 and 5.2 to each other and to the
non-cooperative approach.

6. Results and discussion

In this section, simulation results are presented and analyzed. The simulation parameters are
presented in Table 2. Channel parameters are obtained from [1], whereas energy consumption
parameters are taken as in [18], where measurements are made with 3G communications on
the LR, and 802.11 b on the SR using the rate adaptive approach.

In Sections 6.1 to 6.3, we investigate a scenario corresponding to multihop data transmission in
a WSN. We consider that each sensor sends its measurement data in a file of size ST = 1 Mbits,
to be routed to the BS in an energy efficient manner. Two main SN deployment scenarios are
investigated:

176 Wireless Sensor Networks – Technology and Protocols Multihop Routing for Energy Efficiency in Wireless Sensor Networks 13

Parameter Value

κ -128.1 dB
υ 3.76
σξ (dB) 8 dB
PTx 1.425 Joules/s
PS,Rx 0.925 Joules/s
PL,Rx 1.8 Joules/s

Table 2. Simulation Parameters

• In the first deployment scenario, SNs are assumed to be uniformly distributed in a
rectangular area of size 200m × 200m, whose origin is at a distance dLR m from the BS.
Different values of dLR are investigated in the simulations. This scenario corresponds, for
example, to a WSN monitoring air pollution in a particular area of interest, e.g., near a
power plant, or an area where a high density of lung disease was detected.

• In the second scenario, the SNs are assumed to be uniformly distributed throughout the
whole cell. We consider a single BS placed at the center of a 1 × 1km cell. This scenario
corresponds to a case where the whole cell needs to be monitored by the WSN, not a
particular or specific area. This scenario will be referred to by “BS at center of 1 × 1km
cell" in the figures.

Results are averaged over 50 iterations. In each iteration, new random SN locations
are determined and 50 fading realizations are considered (thus results are averaged over
50 × 50 = 2500 fading realizations). We compare the methods of Sections 5.1 (denoted
as “multihop" in the results) and 5.2 (denoted as “clustering" in the results) to the
non-cooperative approach.

6.1. Example on the gap between the optimal and suboptimal methods

dLR (m) 300 500 1000

Optimal 0.6761 1.2015 5.0010
Proposed Multihop 0.7342 1.2974 5.1023
Proposed Clustering 0.7423 1.3255 5.1455
No Cooperation 1.6185 5.3847 45.0133

Table 3. Energy (in Joules) Results for K = 3

In this section, the proposed methods of Section 5 are compared to the optimal multihop
solution of Section 4 (with H = K) for a low number of SNs (in order for the optimal solution
to be tractable). Selecting K = 3, all the possible cases are shown in Fig. 3. Hence, the optimal
solution will be one of the 16 cases presented in Fig. 3, depending on the fading conditions.
The results obtained after implementing the optimal solution and the proposed methods are
listed in Table 3. It can be clearly seen that the gap between the suboptimal multihop and
clustering results from the optimal solution is very small. In addition, Table 3 shows that the
cooperative techniques lead to huge savings compared to the non-collaborative scenario.

Fig. 4 shows, for each of the 16 cases, the percentage of times that this case occurs as the
optimal solution. When the distance to the BS is small, Case 1 (no collaboration) seems to be
optimal for a significant percentage of the time. However, this percentage decreases as the
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Figure 3. The 16 possible cases when K = 3.

distance to the BS increases. Cases 2-7 form a group of similar cases where the only variation
is a permutation of the SNs involved in the connections. As expected, these cases have almost
equal probability of being the optimal case for a given value of dLR. The same reasoning
applies for Cases 8-13 and Cases 14-16. Interestingly, Cases 8-13 were never optimal in the
obtained results.

In fact, with Cases 2-7, and considering Case 2 as an example, SN A transmits ST bits on the
LR, SN C transmits ST bits on the SR, and SN B transmits 2ST bits (its own data in addition
to the data of SN C) on the LR. With Cases 14-16, and considering Case 14 as an example, SN
B transmits ST bits on the SR, SN C transmits ST bits on the SR, and SN A transmits 3ST (its
own data in addition to the data of SNs B and C) bits on the LR. In Cases 8-13, and considering
Case 8 as an example, SN C transmits ST bits on the SR, SN B transmits 2ST bits (its own data in
addition to the data of SN C) on the SR, and SN A transmits 3ST (its own data in addition to the
data of SNs B and C) bits on the LR. Since the SNs are deployed in a confined area of interest,
and since SR transmissions in this case can occur at high rates due to the relative proximity
of SNs, Cases 14-16 would generally lead to lower energy consumption than Cases 8-13, since
both groups have the same LR energy consumption (due to transmitting 3ST on the LR by one
SN), but on the SR each of the other two SNs transmits ST with Cases 14-16. However, with
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distance to the BS increases. Cases 2-7 form a group of similar cases where the only variation
is a permutation of the SNs involved in the connections. As expected, these cases have almost
equal probability of being the optimal case for a given value of dLR. The same reasoning
applies for Cases 8-13 and Cases 14-16. Interestingly, Cases 8-13 were never optimal in the
obtained results.

In fact, with Cases 2-7, and considering Case 2 as an example, SN A transmits ST bits on the
LR, SN C transmits ST bits on the SR, and SN B transmits 2ST bits (its own data in addition
to the data of SN C) on the LR. With Cases 14-16, and considering Case 14 as an example, SN
B transmits ST bits on the SR, SN C transmits ST bits on the SR, and SN A transmits 3ST (its
own data in addition to the data of SNs B and C) bits on the LR. In Cases 8-13, and considering
Case 8 as an example, SN C transmits ST bits on the SR, SN B transmits 2ST bits (its own data in
addition to the data of SN C) on the SR, and SN A transmits 3ST (its own data in addition to the
data of SNs B and C) bits on the LR. Since the SNs are deployed in a confined area of interest,
and since SR transmissions in this case can occur at high rates due to the relative proximity
of SNs, Cases 14-16 would generally lead to lower energy consumption than Cases 8-13, since
both groups have the same LR energy consumption (due to transmitting 3ST on the LR by one
SN), but on the SR each of the other two SNs transmits ST with Cases 14-16. However, with
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Cases 8-13, SR energy consumption is higher because one SN transmits ST while the other
transmits 2ST on the SR.

Fig. 4 shows that as dLR increases, Cases 14-16 become more favored than Cases 1-7. In fact,
a large distance to the BS leads to spending most of the energy during LR transmission, since
the achievable rates become significantly lower due to the increased distance. Thus, one LR
transmission with an SN having favorable LR channel conditions in Cases 14-16 would be
more energy efficient than two LR transmissions with Cases 2-7 (or three LR transmissions
with Case 1).

6.2. Energy results

This section presents the energy savings achieved by using the proposed multihop and
clustering methods, compared to the non-cooperative scenario. In the non-cooperative
approach, each SN sends the data on the LR to the BS without any collaboration with other
SNs on the SR. Fig. 5 shows the normalized energy results for the various investigated
scenarios. Significant energy savings are achieved compared to the non-cooperative scenario,
regardless of the number of hops allowed. In fact, the clustering approach corresponding to
H = 2 and the multihop approach with H = K, thus representing the two extreme cases, have
a very comparable performance in terms of normalized energy. Fig. 5 shows that the gains are
reduced as the distance to the BS decreases. This is due to a reduction in the energy needed on
the LR without cooperation and not to an increase in energy consumption with the proposed
approach, since the LR distance was reduced. This leads to an increase in the ratio η.

In fact, the results of Fig. 6, presenting the energy consumption results without normalization,
show that the energy is reduced when the distance to the BS is reduced, as expected. The
results of the energy consumption in the non-cooperative scenario are shown in Fig. 6 for
reference. Values for dLR = 1000 m are not shown, since they are around an order of
magnitude larger than the cooperative results, which makes all the plots of the various
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Figure 5. Normalized energy consumption vs. the number of SNs for different values of dLR.
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cooperative scenarios appear to overlap. Thus, the combination of Figs. 5 and 6 allows
to display both the gains of cooperation compared to the non-cooperative scenario and to
understand the variation of the energy gains with the distance to the BS.

6.3. Delay results
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Figure 7. Average delay per SN vs. the number of SNs for different values of dLR.

In this section, the impact of multihop-based energy minimization on delay performance is
investigated. The transmitter at each hop is considered to wait until it receives all the data
from the previous hop before starting transmission. In addition, at each hop, it is considered
that transmission is done in parallel using orthogonal channels within the same cluster or
within clusters at close proximity. The channels can be reused at clusters located further
away. This corresponds, in practice, to the use of OFDMA with different subchannels allocated
to each transmitter-receiver link, or to the use of CDMA with different orthogonal codes
allocated to each transmitter-receiver link.

Fig. 7 shows the delay results averaged over the SNs. However, in delay sensitive applications,
the interest is in the delay incurred by each SN. Therefore, Fig. 8 shows the maximum delay,
i.e., the delay incurred by the last SN to send its data to the BS. In other words, this corresponds
to the total delay needed to transmit the measurements of all SNs in the network, thus
corresponding to the worst case result. Figs. 7 and 8 show that the delay increases with
the distance to the BS, since a longer distance leads to lower achievable rates on the LR,
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Figure 8. Total delay to distribute the content to all SN vs. the number of SNs for different values of dLR.

which leads to an increase in data transmission time. In addition, the clustering approach
outperforms the multihop approach by leading to shorter delays in all the investigated
scenarios. Fig. 7 shows that when SNs are deployed in a confined area at a distance dLR from
the BS, the multihop approach leads to average delays comparable to the non-cooperative
scenario when dLR = 300m, and to better average delay performance when dLR increase to
500m. The trend continues with larger distances. When the BS is placed at the cell center,
with the SNs deployed throughout the cell area, the non-cooperative scenario leads to better
average delay than the multihop approach, but not than the clustering approach.

Fig. 8 shows that the proposed cooperative methods significantly outperform the non
cooperative case by leading to shorter maximum delay. Particularly, the clustering method
leads to considerably shorter maximum delay compared to both the multihop approach and
the non-collaborative scenario.

Thus, the suboptimal clustering approach leads to significant energy savings that are
comparable to the multihop approach as shown in Figs. 5 and 6, and it leads to much shorter
delays in transmitting the measurement data as shown in Figs. 7 and 8, and thus constitutes a
suitable approach leading to both energy and delay efficiency in WSNs.

6.4. Bandwidth savings

dLR (m) 300 500 1000 Centered BS

Number of clusters 27 16 8 35

Table 4. Number of Collaborative Clusters for K = 50
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which leads to an increase in data transmission time. In addition, the clustering approach
outperforms the multihop approach by leading to shorter delays in all the investigated
scenarios. Fig. 7 shows that when SNs are deployed in a confined area at a distance dLR from
the BS, the multihop approach leads to average delays comparable to the non-cooperative
scenario when dLR = 300m, and to better average delay performance when dLR increase to
500m. The trend continues with larger distances. When the BS is placed at the cell center,
with the SNs deployed throughout the cell area, the non-cooperative scenario leads to better
average delay than the multihop approach, but not than the clustering approach.

Fig. 8 shows that the proposed cooperative methods significantly outperform the non
cooperative case by leading to shorter maximum delay. Particularly, the clustering method
leads to considerably shorter maximum delay compared to both the multihop approach and
the non-collaborative scenario.

Thus, the suboptimal clustering approach leads to significant energy savings that are
comparable to the multihop approach as shown in Figs. 5 and 6, and it leads to much shorter
delays in transmitting the measurement data as shown in Figs. 7 and 8, and thus constitutes a
suitable approach leading to both energy and delay efficiency in WSNs.

6.4. Bandwidth savings

dLR (m) 300 500 1000 Centered BS

Number of clusters 27 16 8 35

Table 4. Number of Collaborative Clusters for K = 50
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In this section, traffic offloading from the BS due to using the proposed approach is
investigated. Table. 4 shows the number of SNs transmitting the data directly to the BS on
the LR, in the case where a network of K = 50 SNs is deployed. This corresponds to the
number of wireless channels needed on the LR. It should be noted that in the example of
Table. 4, the multihop and clustering approach lead to the same number of clusters, although
the transmission occurs on different routes inside each cluster. From Table 4 it can be seen
that a significant portion of the LR bandwidth can be freed due to implementing the proposed
approach. In fact, around 46%, 68%, and 84% of the bandwidth can be saved when dLR = 300,
500, and 1000 meters, respectively. In addition, when the WSN is deployed throughout the
cell area with the BS at the cell center, 30% of the LR bandwidth can be saved. When the
proposed approach is implemented network wide, the significantly reduced loads of some
BSs might be accommodated by other more loaded BSs. The initial BSs would be switched-off
in this case. Hence, the proposed approach would contribute to green communications at the
BS level, although its initial purpose was to save battery energy of SNs.

7. Practical implementation aspects

In this section, we discuss some practical limitations of the proposed techniques and propose
methods to overcome these limitations.

7.1. CSI Exchange for algorithm implementation

In the proposed methods, the BS is assumed to be aware of the channel state information (CSI),
and hence of the achievable rates Rk0 on the LR links in addition to the CSI and rates
Rkj (j > 0) on the SR links. Since the sensors considered are not assumed mobile, this can
be achieved by a training phase that precedes the actual data transmission phase. The BS
can know the CSI on the LR via feedback from the SNs, which is common in state-of-the-art
wireless communication systems. On the SR, SNs can take turns in broadcasting pilot signals.
Thus, each SN can estimate its CSI, and hence the rate Rkj, with every other SN within its
transmission range, by measuring the received strength of the pilot signals. The SR pilot
broadcasting process can be coordinated by the BS to avoid collisions. When each SN gets
a CSI estimate on its SR links with the other SNs, it can feed-back this information to the
BS on the LR link. After this training phase, the BS can then coordinate the data transmission
process using the proposed methods. The same analysis applies in a limited mobility scenario,
without necessarily having the sensors fixed. Hence, in the case of fixed SNs or in a low
mobility scenario (portable SNs), the overhead due to the training phase can be considered
low since a long time can elapse before the channel conditions change and the need arises to
repeat the process.

In addition, it should be noted that SNs form cooperative clusters with other SNs when
they can successfully hear their pilot transmission, i.e., when Rkj is high enough to allow
efficient communication between SNs. When Rkj is too low between two SNs k and j, these
will automatically be in different clusters. Thus, if no CSI feedback is received about the
link between SNs k and j, then there will not be a possibility for direct communication
between these SNs in the multihop approach of Section 5.1. Furthermore, in the clustering
approach of Section 5.2, SN k cannot be a cluster head in a cluster of which j is a member
and vice versa. This leads to eliminating several candidates in the search conducted in the
schemes of Sections 5.1 and 5.2, and hence to a significant reduction in the complexity of the
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algorithms. Consequently, the results of Section 5.3 correspond to a worst-case scenario, and
the complexity in practical scenarios is generally lower.

7.2. Fairness considerations

The multihop and clustering methods are based on selecting certain nodes that transmit the
data of other SNs in addition to their own data. This could lead to an increase in energy
consumption for some of these nodes compared to the non-cooperative scenario, although
the overall energy consumption in the network is minimized. In [29], it was shown that,
within a single cluster, fading variations lead to selecting a different cluster head for each
fading realization, and this was shown to lead to fairness in energy consumption in the
cluster on the long term. Thus, in the case of WSNs deployed for long term measurement
and monitoring of certain parameters, different training phases (as explained in Section 7.1),
will occur. Consequently, the techniques presented in this Chapter can be considered to be
fair. In fact, different SNs will take turn to relay the SR data when the fading varies, which
averages out the energy consumption levels among SNs.

8. Application example - air quality monitoring

The methods presented in this Chapter can be applied to several WSN deployment scenarios.
An important application of WSNs is the monitoring of environmental parameters. With the
advancements in the production of small, accurate, low power sensors, it is becoming more
and more possible to deploy a WSN for continuous monitoring of air quality. The WSN
would report the concentration of several pollutants in the atmosphere, and the reported
measurements can be made available to the general public via dedicated websites, mobile
applications, etc. In addition, the stored measurements can be made available to expert
environmental scientists to analyze and assess pollution information in order to submit
recommendations to the relevant authorities in order to take appropriate action.

In this section, we present a high level description of the system architecture for air pollution
monitoring and describe the role of the SNs where the presented communication protocol
will be applied. The system model for air pollution monitoring is displayed in Fig. 9. Each
BS covers a cell of certain area, where several SNs are deployed to monitor environmental
parameters. The architecture follows a three-tier approach:

1. The sensor nodes (SNs): these include the sensors, measuring pollutants to be monitored,
e.g., CO, NOx, Ozone, and Particulate Matter (PM), in addition to other environmental
parameters like relative humidity and temperature. An SN usually can accommodate one
or more sensors, with each sensor measuring one of the mentioned parameters. The SNs
transmit the measured data using the presented communication methods. Thus, the nodes
can form cooperative clusters, and relay the data in a multihop fashion ensuring energy
efficiency.

2. The database server: the data received at the BS is sent to a database server where
it is stored using a common format in order to automate its extraction and analysis.
The measured data might contain missing, noisy, or erroneous values. Appropriate
data integrity checks should be performed before storing the data for subsequent use.
Afterwards, the data becomes ready for analysis and display. Analysis techniques include
statistics (for computation of daily, monthly, or yearly averages of a certain air pollutant),
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fading realization, and this was shown to lead to fairness in energy consumption in the
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and monitoring of certain parameters, different training phases (as explained in Section 7.1),
will occur. Consequently, the techniques presented in this Chapter can be considered to be
fair. In fact, different SNs will take turn to relay the SR data when the fading varies, which
averages out the energy consumption levels among SNs.

8. Application example - air quality monitoring

The methods presented in this Chapter can be applied to several WSN deployment scenarios.
An important application of WSNs is the monitoring of environmental parameters. With the
advancements in the production of small, accurate, low power sensors, it is becoming more
and more possible to deploy a WSN for continuous monitoring of air quality. The WSN
would report the concentration of several pollutants in the atmosphere, and the reported
measurements can be made available to the general public via dedicated websites, mobile
applications, etc. In addition, the stored measurements can be made available to expert
environmental scientists to analyze and assess pollution information in order to submit
recommendations to the relevant authorities in order to take appropriate action.

In this section, we present a high level description of the system architecture for air pollution
monitoring and describe the role of the SNs where the presented communication protocol
will be applied. The system model for air pollution monitoring is displayed in Fig. 9. Each
BS covers a cell of certain area, where several SNs are deployed to monitor environmental
parameters. The architecture follows a three-tier approach:

1. The sensor nodes (SNs): these include the sensors, measuring pollutants to be monitored,
e.g., CO, NOx, Ozone, and Particulate Matter (PM), in addition to other environmental
parameters like relative humidity and temperature. An SN usually can accommodate one
or more sensors, with each sensor measuring one of the mentioned parameters. The SNs
transmit the measured data using the presented communication methods. Thus, the nodes
can form cooperative clusters, and relay the data in a multihop fashion ensuring energy
efficiency.

2. The database server: the data received at the BS is sent to a database server where
it is stored using a common format in order to automate its extraction and analysis.
The measured data might contain missing, noisy, or erroneous values. Appropriate
data integrity checks should be performed before storing the data for subsequent use.
Afterwards, the data becomes ready for analysis and display. Analysis techniques include
statistics (for computation of daily, monthly, or yearly averages of a certain air pollutant),
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Figure 9. Implementation scenario for air pollution monitoring.

advanced interpolation, neural networks, principal component analysis, and data mining
techniques.

3. The Client tier: it consists of client-side applications running on computers or mobile
devices, e.g. smart phones. These applications access the network via the server, which
forwards the stored data received from the sensors. Examples of applications include
periodically updated web sites with data summaries and statistics, data visualization with
display of sensor locations on a map (along with each SN’s measurements), and data
dissemination applications like SMS alerts relating to pollution levels in certain areas.

185Multihop Routing for Energy Effi  ciency in Wireless Sensor Networks



22 Will-be-set-by-IN-TECH

9. Future work

After describing the previous contributions in the literature and outlining the differences with
the presented approach in Section 2, the problem was defined and formulated in Sections 3
and 4, then the novel proposed method to address the formulated problem was presented in
Section 5, and its efficiency was demonstrated in Section 6. Hence, the role of this section is to
introduce some interesting future research directions.

In addition to a more thorough and detailed investigation of the topics described in Sections 7
and 8, future work would consist of implementing the proposed methods in a sensor
network testbed and of matching the simulation results with actual energy measurements.
Another interesting research direction is to consider SNs with variable power sources, and to
distinguish between battery powered SNs and SNs having access to renewable energy sources
(e.g. solar powered) or mains powered. The problem can be reformulated by imposing a
constraint that the latter SNs should be cluster heads since they can transmit large amounts of
aggregated data on the LR without suffering from energy shortage.

10. Conclusions

Cooperative data transmission in wireless sensor networks was studied with the objective
of energy minimization. The problem was formulated into an optimization problem, and
efficient suboptimal methods were presented for the two scenarios: the multihop case where
the maximum number of hops is allowed and the clustering case where sensors are grouped
into cooperating clusters, each headed by a cluster head in charge of the communication with
the base station. The two methods were shown to lead to significant energy savings compared
to the non cooperative scenario, with the clustering approach leading to better delay results
than the multihop approach. Practical implementation aspects were also discussed.
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1. Introduction

Wireless sensor networks (WSNs) are gaining market traction in numerous industrial
segments because they are both cheaper and faster to deploy than their wired counterparts.
They also provide incremental value as they are able to extend existing wireless mesh network
(WMN) infrastructure to deploy commercial sensory applications on a per-need basis. This
establishes a scalable network infrastructure that deploys WSNs in a distributed fashion;
sensors gather sensory information from geographically distributed areas and feedback data
to centralized controlling stations. These controllers either provide an automatic response
based on internal logic or log data for manual response by an operator, if necessary.

There is, however, a need to revolutionize current routing methods to realize next-generation
commercial applications for these networks. These innovative routing schemes, which we
coin smart routing, are based on performance measure and energy optimization, as opposed
to traditional routing schemes that typically only minimize energy consumption to prolong
network lifetime. Smart routing - the selection of routing nodes that are best able to satisfy
both performance and energy conservation requirements given current network conditions -
is based on cross-layer considerations of the protocol stack. Cross-layer design streamlines
communication between layers and provides response based on a more complete view of
the stack. These cross-layer factors include the application’s requirements, available network
routes, transmission channel quality and energy distribution in the network.

The consideration of application performance is complicated by sensors that have critical
power constraints. As mentioned, this has typically resulted in the optimization of these
networks taking the form of the minimization of energy consumption, or the maximization
of network lifetime, as the primary objective [3–6]. However, this typically occurs to
the detriment of application performance. Certain studies do strive to reach a maximum
delay requirement [7, 8, 10]; however, it is unknown if we can do better as performance
is not optimized. Other studies perform rate control in WSNs but do not model the
power cost of using a transmission link in terms of the achievable throughput level [5].
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Next-generation sensor networks require performance optimization by considering both the
potential performance that can be achieved and the corresponding impact on a node’s energy
capacity. This enables nodes to make more informed resource allocation decisions.

With that said, the dependencies of next-generation applications on various performance and
energy factors vary. Many of these applications are critical and require immediate response
such as those for physical security, industrial processes and infrastructure monitoring;
however, those for temperature control and ambient light measurement, for example, are less
critical and are able to conserve energy at the expense of less performance-heavy resource
allocation. Hence, the aim is to create a flexible cross-layer platform for distributed WSNs
that considers the criticality of the resource allocation for next-generation applications.

This chapter covers the main research areas that arise in designing smart routing protocols
and require specific engineering attention:

• Network Architecture - determining the optimal configuration of the distributed
architecture and the deployment of WSNs at areas of interest to extend the WMN;

• Optimization Metrics - identifying cross-layer performance and energy factors that
impact resource allocation: application requirements, available routes, channel quality,
battery life, physical (PHY) layer considerations (transmit power, operating channel and
bandwidth), and the energy efficiency of the wireless communication protocol;

• Criticality - defining the dependency of commercial applications on performance and
energy considerations;

• Route Selection - selecting the route with the optimal trade-off between performance and
energy conservation for a given application criticality;

• Coexistence - providing connectivity between heterogeneous communication interfaces to
bridge sensor and mesh technologies such as Bluetooth and WiMax, respectively; and,

• Energy Harvesting - quantifying the impact of replenishing energy reserves from kinetic,
solar or heat energy on resource allocation.

Each of these topics will be covered in this chapter.

2. Network architecture

Wireless mesh networks (WMNs) are the architectural enabler for wireless sensor networks
(WSNs). As mentioned, WMNs provide the opportunity to deploy WSNs in an incremental
fashion to execute sensory applications at multiple locations of interest on a per-need basis;
WMNs also provide an alternative to carrying Internet Protocol (IP) traffic in rural or hostile
environments where access to fibre may not be available. This provides feedback of sensory
data from a WSN to a centralized controlling station over a long haul through a mesh node
that is assigned to govern a sensor cluster.

These specially-assigned mesh nodes, called cluster-heads, are selected based on proximity, or
deployed to extend the network, to the sensory location(s) of interest. Cluster-heads provide a
bridge to the mesh network and may assume supervisory control of their subordinate sensors,
which are typically limited in their resources and computational capabilities. To perform these
functions, cluster-heads are equipped with the additional resources to handle the traffic load,
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although they likely carry multiple types of traffic, only one of which may be sensory. A WMN
enabling a WSN is presented in Figure 1.
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Figure 1. A Wireless Mesh Network Enabling a Wireless Sensor Network

We design a network architecture to analyze the impact of smart routing on resource allocation
for WSN applications with varying requirements. This architecture, presented in Figure 2,
consists of multiple sensor clusters and an overlay WMN that spans roughly a one kilometer
area. In this network, one sensor cluster is formed of high-bandwidth Ultrawideband (UWB)
sensors that are suited to data intensive applications such as video monitoring; UWB is
a high-speed alternative to Zigbee for sensor networks with low power consumption but
is inherently short range [2]. A second sensor cluster of Zigbee sensors is deployed to
execute a low bandwidth application such as temperature monitoring. The WMN uses
WiMax mesh technology to connect these geographically distributed clusters to the central
controlling stations. This station is responsible for communicating with an outside controller
or processing center, or is the processing center itself.
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Figure 2. A Distributed Wireless Mesh Network of Zigbee and UWB Sensor Clusters
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The communication technologies chosen are presented as a single scenario but typically
depend on the range of communication required, node density and required bandwidth
requirements of the applications of interest.

In terms of node interaction, cluster-heads perform supervisory control of sensors and
optimize resource allocations for sensors that they govern. Sensors correspondingly inform
their cluster-heads of the state of their resources periodically.

Ideally, mesh nodes, including cluster-heads, are organized in a hexagonal topology for
maximum connectivity [1]. These mesh nodes are placed at the center of their clusters around
which sensors are typically positioned randomly. However, while we would ideally like to
maintain a hexagonal topology of mesh nodes, this may not always be practical because the
organization of mesh nodes depends highly on the sensory locations of interest. For example,
if a sensor cluster is deployed to monitor stresses on bridge infrastructure, or the military is
interested in monitoring certain high security areas, it will likely not be possible to deploy a
mesh node at an ideal location. It is important to note that, in networks for which a hexagonal
mesh topology is not possible, network planners must be aware of potential single points of
failure. In these cases, load balancing or redundancy should be explored to ensure that mesh
nodes are not overburdened.

In this analysis, neither sensor nodes nor mesh nodes are wired to power sources. This allows
us to explore a general architecture and expands the number of environments in which, and
applications for which, the system can be deployed. In reality, certain mesh nodes may be
connected to power sources if the locations in which the mesh nodes are deployed have power
sources readily available. Another option is energy harvesting to replenish energy reserves
over time, which we will cover later in this chapter.

2.1. Software radio

In wireless sensor networks (WSNs) that are based on multiple technologies, software radio
is required to convert operating parameters between otherwise incompatible communication
protocols. The conversion must consider the varying dependencies of these technologies on
a number of characteristics that affect communication and performance. For example, in our
network architecture, the cluster-head must convert transmission parameters between sensor
and mesh communication technologies. These parameters include:

• Operating bandwidth,

• Transmit power,

• Transmission frequency, and

• Modulation scheme.

WSNs that are based on software radio enable for the deployment of large-scale and
distributed systems that are designed with technologies that are most suitable to their
applications. Various technologies may be selected based on throughput requirements, cost of
deployment and energy efficiency. Software radio enables these systems to dynamically tune
operating parameters around current networking conditions to improve capacity.
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3. Cross-layer design

Layering systems are the norm in the design of communication protocol stacks. However,
wireless systems are not always suited to the common layered protocol stack architecture.
For example, in a layered architecture using the Transmission Control Protocol (TCP), a
failed packet is considered a sign of congestion, as opposed to simply a lost or corrupted
packet which is the case in wireless systems. For sensor networks, and smart routing
specifically, given the need to conserve sensor energy and maximize application performance,
cooperation between several layers in the protocol stack is crucial. This can only be achieved
in a cross-layer architecture. Cross-layer design ensures that the route that best meets both
performance and energy requirements can be determined.

Figure 3. Various Cross-Layer Design Protocols [11]

Figure 3 presents a number of general ways in which a typical layered architecture can be
modified by cross-layer design:

• Creation of new interfaces for information flow between non-adjacent layers (Figures 3a-c);

• Merging of adjacent layers for joint functionality and reduced overhead (Figure 3d);

• Design coupling between layers, i.e. one layer assumes information arriving from another
(Figure 3e); and,

• Vertical calibration between layers (Figure 3f).

In next-generation wireless sensor networks (WSNs), a number of these protocols may be
used. For example, upward information flow (Figure 3a) may be used to provide the
application layer with available routes from the network layer, channel availability from the
link layer and remaining energy information from the physical (PHY) layer. Furthermore,
downward information flow (Figure 3b) or back-and-forth information flow (Figure 3c) may
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be used between the application layer and the PHY layer. For example, the application layer
may inform the PHY layer of transmission parameters such as transmit power and operating
frequency to use during transmission.

The design of a cross-layer optimization algorithm for WSNs that consider both performance
and energy factors requires efficient communication between protocol stack layers such as
the PHY, link, network and application layers. Direct signaling between application layers
reduces latency in the communication between multiple layers and is crucial in the design of
cross-layer optimization algorithms [9]. The direct signaling scheme for our protocol stack
model is illustrated in Figure 4.

Figure 4. Protocol Stack Model to Enable Smart Routing

The goal of direct signaling is to exchange information between important protocol layers for
smart routing. This ensures that the required information to perform cross-layer optimization
is retrieved, and allocation decisions are sent, with minimal delay. For example, the
cluster-head’s PHY layer will inform the application layer of the sensor and mesh node state
information which includes energy rating information, surrounding interference and more.
State information and coordination protocols to provide feedback to the cluster-head are
covered in Section 9. The link layer and network layer will also inform the application layer
of the channel conditions and available path information, respectively. Furthermore, upon
executing the cross-layer optimization policy, the application layer will inform the PHY layer
of the necessary resource allocations and the link layer of the next-hop information. Direct
signaling enables these interactions with minimal delay for optimized and timely responses
in our distributed network.

For any two non-adjacent layers, lx and ly, the propagation latency TDS
lx,ly

for the direct signaling
method is calculated as,

TDS
lx,ly

=
TL

lx,ly

(n − 1)
(1)

where TL
lx,ly

is the propagation latency between layers lx and ly in a traditional layered protocol

stack with (n − 1) layers between them. Hence, the direct signaling method provides a
speed-up factor of (n − 1) [9].
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cluster-head’s PHY layer will inform the application layer of the sensor and mesh node state
information which includes energy rating information, surrounding interference and more.
State information and coordination protocols to provide feedback to the cluster-head are
covered in Section 9. The link layer and network layer will also inform the application layer
of the channel conditions and available path information, respectively. Furthermore, upon
executing the cross-layer optimization policy, the application layer will inform the PHY layer
of the necessary resource allocations and the link layer of the next-hop information. Direct
signaling enables these interactions with minimal delay for optimized and timely responses
in our distributed network.

For any two non-adjacent layers, lx and ly, the propagation latency TDS
lx,ly

for the direct signaling
method is calculated as,

TDS
lx,ly

=
TL

lx,ly

(n − 1)
(1)

where TL
lx,ly

is the propagation latency between layers lx and ly in a traditional layered protocol

stack with (n − 1) layers between them. Hence, the direct signaling method provides a
speed-up factor of (n − 1) [9].
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4. Problem statement

In solving the smart routing problem via cross-layer design, the goal is to solve the 4-tuple
defined by,

• Path (or next hop);

• Operating channel;

• Transmission power; and,

• Throughput,

to identify the most suitable path that satisfies both performance needs of an application and
energy conservation considerations; this path routes data from a source sensor to a centralized
controlling station. In doing so, the cross-layer optimization policy focuses on functions at
three layers: path selection at the network layer; channel selection at the link layer; and,
transmit power allocation at the physical (PHY) layer. Hence, the 4-tuple defines the operating
point for the network in solving the resource allocation for a single transmission.

The 4-tuple forms the basis of utility functions that model the preferences of nodes in
allocating various PHY layer resources to throughput; the optimization problem exists since
these PHY layer resources also impact network lifetime. Utility functions quantify the
performance benefits and power costs associated with the allocation prior to selecting the
optimal operating point. In doing so, the criticality of the application plays a major role in
determining the necessary tradeoff for the given sensor.

5. Network definition

Define our distributed wireless sensor network (WSN) N = (G(Cl(Vi, Mi), El), S) that is
composed of a set of sensor nodes Vi and mesh nodes Mi to solve the smart routing problem.
These sensor and mesh nodes are organized into clusters Cl(Vi, Mi) and connected in a
two-tier network via directed link set El . The nodes are connected according to a topology
G(Cl(Vi, Mi), El) that is presented in space S in Figure 2.

We make the following additional definitions:

• the set of all nodes in the network, Z = Vi ∪ Mi;

• the set of technologies available to each node in the network, T = {tvx |∀vx ∈ Z};

• the number of sub-networks (sensor and mesh networks) in the distributed WSN, SN ;

• the set of residual energies of all nodes in network, Eavail = {evx |∀vx ∈ Z};

• the set of initial energies of all nodes in network, Einit = {Evx |∀vx ∈ Z};

• the set of channels available to all nodes of a given sub-network, FSN = { ftvx
|∀tvx ∈ T};

• the energy efficiencies of various communication protocols, Q = {qtvx
|∀tvx ∈ T};

• the central controlling station, vj ∈ Mi;

• a cluster-head node, vm ∈ Mi;

• the maximum number of hops in a path, K�;
• the number of hops in a single path, K ≤ K�;
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• the average battery replenishment rate from energy harvesting, rh;

• the path between any sensor vi and central controlling station vj through cluster-head vm,
pathvi ,vj = {vi, ..., vm, ..., vj}, where the number of nodes along a simple path between vi
and vj can be computed as, K = n(pathvi ,vj) ≤ (K� + 1); and,

• the (K� + 1) x W x |Vi| matrix, X, of all the paths from all sensor nodes in the network to
the central controlling station, where W is the maximum number of paths over all nodes.
|Vi| is the cardinality of the sensor node set.

The selection of K� limits the maximum number of hops along a path and, hence, the number
of nodes used to route traffic. Communication protocols have varying dependencies on
multi-hop routing given their ranges of acceptable transmit powers and operating ranges,
and as such they will likely have different path lengths. However, energy consumption
characteristics between a transmitter and receiver suggest that it is better for the network
to reduce the number of hops in a path at the expense of using a higher transmit power [3].
Hence, based on our network topology, we set a self-imposed limit to reduce the path length.
This is configurable given the network scenario in question.

5.1. Assumptions

To perform this study, we make the following assumptions:

1. All clusters perform periodic data delivery according to a Poisson process with
exponentially distributed inter-arrival times of events with parameter λ;

2. Sensor node are frequency-agile and can tune their frequencies to select different operating
channels;

3. Mesh nodes use software radio to communicate with both sensor nodes and mesh nodes
over different communication technologies;

4. All nodes within a cluster use omni-directional antennas with equal gains;

5. Neither sensor nodes nor mesh nodes are wired to power source so that we may explore a
general architecture;

6. Mesh nodes are placed in a hexagonal topology for topology optimality and maximum
network coverage as discussed in Section 2;

7. Sensor nodes are aware of their positions and are equipped with the Global Positioning
System (GPS). Sensor localization will be considered in future work;

8. The central controlling station contains a mesh node and is the sink of transmissions in the
network;

9. Single channels are not used end-to-end for a path and each hop chooses a different
operating channel;

10. Each sensor node follows a M/M/3/3 queueing model with three operating channels and
no queue. This limits the competition between all nodes to only three channels to leave
sufficient capacity available to carry relay traffic; and,

11. The cluster-head has real-time channel state information, which can be assumed because
our sensor nodes are fixed, allowing us to assume a slow fading model.
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6. Link utility function

In forming our optimization functions via cross-layer criteria, we define the communication
resources r f associated with a wireless channel f ∈ F; F is the channel set of a given
communication protocol. The capacity of a channel c f is dependent on a number of factors
including r f , but in this study we focus on the case where c f = φ(r f ) only. The transmission
rate Rvx,vy, f ≤ c f is defined as a fraction of the frequency division multiple access (FDMA)
Shannon capacity for r f = (Pt

vx, f ) as,

Rvx,vy, f = φ(Pt
vx, f ) = w f log2

(
1 +

Pt
vx, f |Hvx,vy, f |2

w f Nvy, f + Ivy, f

)
(2)

where our resource of interest r f = (Pt
vx, f ) is the selected power at transmitter vx in sending

data to receiver vy on wireless channel f , |Hvx,vy, f |2 is the channel gain between vx and vy,
Nvy, f is the Gaussian noise power on the channel from the perspective of the receiver vy, and
Ivy, f is the interference of vy on channel f . As we form our link utility function, it evaluates the
allocation of our resources r f = (Pt

vx, f ) for link vx − vy in terms of the achievable transmission
rate Rvx,vy, f and the power cost associated with transmitting at rate Rvx,vy, f over the link.

The use of the FDMA Shannon capacity allows us to perform adaptive resource allocations
based on the real-time state of the network by relating the data rate to physical (PHY) layer
parameters. In our study, r f = (Pt

vx, f ) only because we consider that all channels have equal
bandwidths w f . However, since the Shannon capacity is theoretical, we limit the Shannon
capacity with additional regulatory limits.

Lvx,vy, f (Rvx,vy, f , t) = α log10

(
1 +

Rvx,vy, f

Cvy, f (t)

)
− ψ(E)

qtvx
lRvx,vy, f

m
+ η (3)

Our link utility function Lvx,vy, f (Rvx,vy, f , t) is the basis of the resource negotiation between a
prospective transmitter and receiver in network and is shown in (3). It is formed from the
receiver’s perspective as the difference between a benefit function and a cost function. Figure
5 shows a sample plot of the link utility function Lvx,vy, f (Rvx,vy, f , t), which is concave as a
function of the Rvx,vy, f .

The first term of Lvx,vy, f (Rvx,vy, f , t) represents the benefit gained as a function of Rvx,vy, f . This
is modeled by a logarithmic function which is monotonically increasing and follows the law of
diminishing returns. As a result, an initial increase in Rvx,vy, f is more important to a node than
further increases in Rvx,vy, f as the node approaches the incoming channel capacity, Cvy, f (t).

The second term is the cost function that models the power cost of utilizing a link in a
path. The cost is a function of the energy efficiency coefficient of the technology used for the
communication link, qtvx

∈ Q. By multiplying qtvx
by the ratio of l/m, we retrieve the energy

efficiency for the full packet size including overhead. The power consumption in sending a
packet over the prospective link (in watts) is found by multiplying qtvx

(in joules/bit) by the
transmission rate Rvx,vy, f (in bits/sec). The result is the amount of energy over time, or power,
used in transmitting a packet over the link. By considering the Shannon rate in (2), we observe
that the link utility is a function of physical resources for both throughput and power cost.
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Figure 5. Example of a Link Utility Function Lvx,vy , f (Rvx,vy , f , t)

ψ(E) is a function of the transmitter and receiver’s residual energy E, which represents the
maximum of the inverse residual energy of the transmitter vx and receiver vy as,

E = max

(
Evx(t)
evx(t)

,
Evy (t)
evy(t)

)

Hence, if either the transmitter or receiver of the link have a low residual energy, the cost of
using the link increases. In this manner, we encourage the optimization algorithm to select
nodes with higher residual energy in the network.

Since the range of available transmit power is small (on the order of milliwatts or microwatts),
the algorithm is sensitive to small changes in link cost. Consider a situation where a node has
half of its battery power remaining. While it should be able to operate normally, a doubling of
the link cost, in the absence of a function like ψ(x), forces the selection of zero transmit power.
The effect is worse at larger R due to a higher link cost. As a result, ψ(E) scales the power cost
to operate within the limits of the optimality range.

The function ψ(x) is of the form,
ψ(x) = β ln(x) + γ

for a Ultrawideband (UWB) and WiMax transmission, and of the form,

ψ(x) = βx2 + δx + γ

for a Zigbee transmission. The two forms of ψ(x) are due to the achievable rates of the
communication technologies of interest and the scale required to fit the power cost within
the necessary operating range.

The α, β, γ, and δ parameters are coefficients of the empirical benefit and power cost that
define the criticality of the application, which will be covered in Section 8. The parameter α
scales the empirical benefit to provide a greater weight to the utility gained by achieving a
higher transmission rate. Meanwhile, the three scaling factors, β, γ and δ are parameters in
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ψ(x) that may be obtained via curve-fitting after determining the desired operating points for
a particular networking configuration as a function of E.

The optimized transmission rate r∗vx,vy, f is calculated by maximizing Lvx,vy, f (Rvx,vy, f , t) where

Rvx,vy, f = φ(Pt
vx, f ) as,

r∗vx,vy, f = argmaxRvx ,vy , f

[
αlog10

(
1 +

Rvx,vy, f

Cvy(t)

)
− ψ(E)

qtvx
lRvx,vy, f

m
+ η

]
(4)

Given r∗vx,vy, f , the optimized link utility for a single hop vx − vy is calculated as,

L∗
vx,vy, f (r

∗
vx,vy, f , t) =αlog10

(
1 +

r∗vx,vy, f

Cvy, f (t)

)
− ψ(E)

qtvx
l r∗vx,vy, f

m
+ η (5)

Based on this information, it is necessary for the cluster-head to receive feedback of the
real-time residual energies of sensors. This is achieved through the feedback of hello
messages that will both announce presence in the network and provide feedback of node
state information to the cluster-head. If the cluster-head is required to perform the cross-layer
optimization in between two received hello announcements, the cluster-head will extrapolate
the residual energies of both vx and vy based on the elapsed time since the last update to
ensure accurate optimization.

The necessary coordination protocols will be covered in Section 9.

7. Objective function

The profit function, Ua
vi,vj

(t), calculates the suitability of candidate path pathvi ,vj =

{vi, ..., vm, ..., vj} to route a message from a source sensor vi to the central controlling station
vj through cluster-head vm. The profit function shown in (6) is our objective function where
the goal is to find the candidate path with the maximum profit, Ua∗

vi,vj
(t). The profit gained by

using a candidate path is calculated as the average of the optimized link utilities, L∗, across
each hop along a path.

Ua∗
vi ,vj

(t) = max
1

K − 1

[
g

∑
x=1

L∗
vx,vx+1, fx

(r∗vx,vx+1, fx
, t) +

K−1

∑
z=g+1

L∗
vz,vz+1, fz

(r∗vz,vz+1, fz
, t)

]

s.t. (1) Pvx, fx
· Pvx+1, fx

= 0, ∀vx , vx+1 ∈ pathvi ,vj

(2) Pvz, fz
· Pvz+1, fz

= 0, ∀vz, vz+1 ∈ pathvi ,vj

(3) Pvx, fx
, Pvz, fz

≥ max(PMIRS, PSNR, Pmin), ∀vx , vz ∈ pathvi ,vj

(4) Pvx, fx
, Pvz, fz

≤ min(Ptech, Pcap, Pmax), ∀vx , vz ∈ pathvi ,vj

(5) K ≤ K�. (6)

Ua∗
vi ,vj

(t) is formed of two summations that separate the optimization of the sensor cluster and
mesh network portions of a path. The first summation represents the sum of link utilities as

199Cross-Layer Design for Smart Routing in Wireless Sensor Networks



12 Wireless Sensor Networks / Book 1

computed via the optimized link utility function L∗ across all nodes along a candidate path
inside the cluster only; g represents the number of hops along the path within the cluster
before reaching cluster-head vm and is computed as g = f ind(pathvi,vj == vm) − 1. The
second summation represents the sum of link utilities for a candidate path.

We divide the utility sum by the hop count of the path to calculate the average link utility
in the path. By doing so, we are able to more closely analyze the difference between a k-hop
path and (k+)-hop path in choosing the optimal route. If we were to use total rather than
average link utility, the algorithm would favor the (k+)-hop path as the summation of more
link utilities leads to a higher Ua

vi,vj
. In a power-constrained network, this over-utilizes already

limited resources. Hence, by evaluating the average link utility, we are in fact reducing latency
and conserving power. It should be noted, however, that, if a path with more hops has the
highest average link utility Ua∗

vi ,vj
, it will be chosen by the optimization policy as the path with

the best tradeoff between performance and energy consumption across all candidate paths.

7.1. Constraints

The constraints on the optimization as presented in (6) provide the boundaries for the
selection of optimal resource parameters for both sensor and mesh nodes. The first constraint,
Pvx, fx

· Pvx+1, fx
= 0, ∀vx , vx+1 ∈ pathvi ,vj , provides a power allocation restriction that a cluster

node vx+1 in an end-to-end path cannot receive and transmit on the same channel fx, that
is fx �= fx+1. This restricts node vx and vx+1, which are successive nodes in a path, from
allocating power on the same transmission channel. The second constraint, Pvz, fz

· Pvz+1, fz
=

0, ∀vz, vz+1 ∈ pathvi ,vj , is the corresponding power allocation restriction for the mesh network.

The third constraint, Pvx, fx
, Pvz, fz

≥ max(PMIRS, PSNR, Pmin), ∀vx, vz ∈ pathvi ,vj , restricts the
minimum power that the receiver can receive. PMIRS corresponds to the minimum input
signal power at the receiver, or the minimum input receiver sensitivity (MIRS), defined in
Table 1. The PSNR constraint is the minimum power required to reach the signal-to-noise
ratio (SNR) threshold at the receiver. The third term, Pmin, represents the lower bound on the
transmit power that keeps Lvx,vy, f (Rvx,vy, f , t) positive. There is a fourth factor that is the lower
bound on the available capacity at the transmitter, which is zero and is thus ignored.

Standard MIRS Minimum SNR Maximum EIRP
Zigbee -85 dBm -1.2 dB 0 dBm
UWB -85 dBm -1.59 dB -14.3 dBm

WiMax -83.2 dBm 9.8 dB 24 dBm

Table 1. Operating Parameters for Zigbee, UWB and WiMax for Constraint Modeling [12–15]

The fourth constraint, Pvx, fx
, Pvz, fz

≤ min(Ptech, Pcap, Pmax), ∀vx, vz ∈ pathvi ,vj , restricts the
maximum power of the optimality range. Ptech corresponds to the maximum allowable
transmit power on a transmission channel for the technology being used. From Table 1, Ptech
is calculated as Ptech (dBm) = Maximum EIRP (dBm) - Gt (dBi), where the Effective Isotropic
Radiated Power (EIRP) is the maximum allowable power that can be put on the transmission
channel and Gt is the transmit antenna gain in dBi. Pcap represents the power that corresponds
to the available outgoing capacity on the channel at the transmitter and ensures that the
channel capacity is not exceeded. While the lower bound on the outgoing capacity is zero
in the previous constraint, the upper bound Pcap is not zero unless the full channel capacity is
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being used by the transmitter. Meanwhile, Pmax restricts the upper bound on transmit power
as that which keeps Lvx,vy, f (Rvx,vy, f , t) positive.

The final constraint limits a path to at most K� hops to reduce power dissipation due to routing.

7.2. Steps in resource allocation

The cluster-head executes the following steps to perform resource allocation for a sensor vi:

1. Path Identification: The cluster-head forms the (K� + 1) x W path sub-matrix, A ⊂ X, of
the available paths from vi to the central controlling station vj. For the purposes of this
chapter, we will assume that X is known.

2. Power Optimization: The cluster-head optimizes the transmit powers across all links for
each candidate path a ∈ A for vi using (4) and (5). The cluster-head stores the optimized
L∗

vx,vy, f , rates r∗vx,vy, f and transmit powers Pt∗
vx, f , ∀vx , vy ∈ a.

3. Channel Optimization: The cluster-head ranks channels according to their optimized
link utilities to find the most preferred channels of a node along a candidate path. The
cluster-head will attempt to allocate the most preferred channel at each hop. However,
since this may not always be possible given channel constraints, it may be necessary to
iterate over possible bin combinations to find the valid combination with the largest link
suitability over all links. The optimal valid channels for path a are denoted as f ∗1 , . . . , f ∗K.

4. Path Optimization: The cluster-head assigns an overall suitability coefficient or profit,
Ua

vi ,vj
, to each candidate path. Ua

vi,vj
is formed in (6) as the average link utilities using the

optimal channel allocation f ∗1 , . . . , f ∗K for the path.

5. Path Selection: The cluster-head ranks the paths by the suitability coefficient and selects
the candidate path with the highest Ua

vi,vj
. The suitability of the selected path is denoted as

Ua∗
vi ,vj

and the cluster-head will retrieve the corresponding frequencies f ∗1 , . . . , f ∗K, transmit

powers Pt∗
1, f ∗1

, . . . , Pt∗
K, f ∗K

, and rates r∗1 , . . . , r∗K .

6. Routing Decision Propagation: The cluster-head will inform each node vx (sensor or mesh
node) along the selected path of their necessary operating frequency f ∗vx

, transmit power
Pt∗

vx, f ∗vx
, and next-hop vy in a routing decision update (RDU).

For node vx at hop k, the 4-tuple (vy, f ∗k , Pt∗
vx, fk

, r∗vx,vy, fk
) solves the smart routing problem.

8. Application criticality

The criticality cr of an application is defined as,

cr(α, E) =
α

ψ(E)
(7)

which represents the ratio of the weights placed on the empirical benefit and power cost,
respectively. At one extreme, cr(∞, E) allocates maximum resources towards throughput
performance, while, at the other extreme, cr(0, E) emphasizes energy conservation for

201Cross-Layer Design for Smart Routing in Wireless Sensor Networks



14 Wireless Sensor Networks / Book 1

minimum energy routing. The associated optimized link utility L∗
vx,vy, f for minimum energy

routing is,

L∗
vx,vy, f (r

∗
vx,vy, f , t) = −ψ(E)

qtvx
l r∗vx,vy, f

m
(8)

where the goal is to minimize the link’s power cost. The corresponding objective function is,

Ua∗
vi ,vj

(t) = max
1

K − 1

[
g

∑
x=1

L∗
vx,vx+1, fx

(r∗vx,vx+1, fx
, t) +

K−1

∑
z=g+1

L∗
vz,vz+1, fz

(r∗vz,vz+1, fz
, t)

]

s.t. (1) Pvx, fx
· Pvx+1, fx

= 0, ∀vx, vx+1 ∈ pathvi ,vj

(2) Pvz, fz
· Pvz+1, fz

= 0, ∀vz, vz+1 ∈ pathvi ,vj

(3) Pvx, fx
, Pvz, fz

= max(PMIRS, PSNR), ∀vx , vz ∈ pathvi ,vj

(4) K ≤ K�. (9)

where the effect of minimum energy routing is seen in the third constraint, which enforces
that the minimum required power to transmit between node pairs is chosen.

The impact of application criticality on resource allocation will be analyzed by comparing the
throughput performance of smart routing versus minimum energy routing.

9. Packet formats

In gathering the required node information for the cross-layer policy, we define the state of a
node vx that includes:

• Node identifier (NID): the ID of sensor or mesh node vx;

• Sub-network identifier (SNID): the ID of the sub-network (sensor or mesh network) in
which the node vx resides;

• Energy rating information (ERI): the remaining energy of node vx in the form of a
percentage of the initial energy capacity, evx/Evx ; and,

• Surrounding interference temperature (SIT): the measurement of the surrounding
interference plus noise (I + N) energy as measured by node vx.

State information is broadcasted to announce presence in the network and is also used in the
propagation of resource allocation to nodes selected during the optimization process using a
coordination channel. The state information above and the position of a node are all that a
cluster-head requires to optimize a request.

From this point onwards, we shall denote V and M as the cardinalities of the sensor and mesh
nodes sets as V = |Vi| and M = |Mi|, respectively, to simplify equations.
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9.1. Hello messages for presence broadcast

Node state information is used in the formation of hello messages sent between mesh nodes,
and also between sensor nodes and their cluster-heads to announce presence in the network.
The exchange of hello messages maintains accurate connectivity tables at the cluster-head.
These hello messages also update the cluster-head’s knowledge of the state of a sensor or
mesh node vx in terms of remaining energy capacity.

The hello packet format is presented in Figure 6 where the LAT and LONG fields represent the
latitude and longitude of the node, respectively, using GPS. The node identifier (NID) field is
used to identify the source of the hello packet and, hence, is the number of bits necessary to
represent the node identifier. Thus, the NID field has a length of ceil(log2(V)) or ceil(log2(M))
bits depending on if the sender is a sensor or mesh node. The sub-network identifier (SNID) is
the number of bits needed to identify the sub-network in which the node resides. The energy
rating information (ERI) field is 14 bits in fixed point number representation to represent the
percentage of initial energy capacity remaining (using a scaling factor of 1/100), i.e. sending
14 bits that represent 10,000 in decimal yields an ERI of 100.00%; we use fixed point number
representation for the ERI field, as opposed to single precision floating point (32 bits long),
because the ERI has a fixed number of digits - two - after the decimal point. Hence, we reduce
the number of bits needed to represent the residual energy.

NID SNID ERI SIT LAT LONG Padding

PD bits32 bits32 bits32 bits14 bitsceil(log2(SN)) bits
ceil(log2(V)) or 

ceil(log2(M)) bits

Figure 6. Hello Packet Format

The surrounding interference temperature (SIT) field, on the other hand, given real-time
variations in the level of interference, is represented in full 32-bit single precision floating
point format. Full 32-bit single precision floating point is also used to represent both the
LAT and LONG fields. As nodes are stationary, it may only be necessary to include the LAT
and LONG fields in the initialization phase to inform cluster-heads of node positions, after
which it may not be required. Nevertheless, we include the LAT and LONG fields in the hello
message, while PD bits of padding may be used to fill out the packet.

Data aggregation is also critical in these networks to preserve sensor energy and reduce
the amount of routed information in the network. Figure 7 illustrates an example of data
aggregation in a distributed wireless sensor network (WSN) in which presence information
is exchanged and specific data aggregation nodes are used to merge information from one or
more neighbors. In the example presented, the identifiers of the sensors in the sensor cluster
are aggregated at node 4 and node 5 to give a single message to the cluster-head at node 6 of
the NIDs [1 2 3 4 5]. Data aggregation for presence information occurs in both the sensor and
mesh networks where all mesh nodes are data aggregators and exchange information until
there is a consistent view among all mesh nodes.

For a distributed WSN of SN = 3 sub-networks (with two sensor clusters and the mesh
network presented in Figure 2), V = 1, 000 sensor nodes per cluster and a mesh network
composed of M = 7 mesh devices, the hello packet has a length of 16 bytes. This includes ten
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Figure 7. The Exchange of Presence Information in Distributed WSNs

or three bits for the NID field, and padding of six or thirteen bits, depending on if the source
is a sensor or mesh node, respectively.

We design one hello packet format for both the sensor and mesh network to simplify the
system design process and to reduce decoding complexity. A packet length of 15 bytes could
have been used in the mesh network, but we choose to have a common packet format at the
expense of a transmitting an extra byte of padding. With that said, separate packet formats
may need to be considered depending on the number of sensor and mesh nodes in the network
and the overhead associated with using a single format.

9.2. Routing decision updates

Upon determining the optimized resource allocation for a request from a source sensor vi, a
cluster-head vm will propagate a routing decision update (RDU) to each node vx ∈ pathvi ,vj .
The RDU is sent backwards along the path in the sensor network to the source vi, and forwards
along the path in the mesh network to the central controlling station vj as shown in Figure 8.
This ensures that all nodes along the path are aware of their necessary resource allocations.

Legend

centralized
controlling 
station

mesh node

sensor node

6

8

7

9

3

5

4

2

1

RDU

RDU

RDU
RDU

Figure 8. Propagation of RDU through Sensor and Mesh Networks

The cluster-head will include the following parameters such that all nodes can update their
forwarding tables with up-to-date information:

• Sending sensor identifier (SSID): the ID of source sensor vi that is the origin of the request;

• Request identifier (RID): the ID of the request being serviced at source sensor vi given
that sensors may support multiple requests;
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or three bits for the NID field, and padding of six or thirteen bits, depending on if the source
is a sensor or mesh node, respectively.

We design one hello packet format for both the sensor and mesh network to simplify the
system design process and to reduce decoding complexity. A packet length of 15 bytes could
have been used in the mesh network, but we choose to have a common packet format at the
expense of a transmitting an extra byte of padding. With that said, separate packet formats
may need to be considered depending on the number of sensor and mesh nodes in the network
and the overhead associated with using a single format.

9.2. Routing decision updates

Upon determining the optimized resource allocation for a request from a source sensor vi, a
cluster-head vm will propagate a routing decision update (RDU) to each node vx ∈ pathvi ,vj .
The RDU is sent backwards along the path in the sensor network to the source vi, and forwards
along the path in the mesh network to the central controlling station vj as shown in Figure 8.
This ensures that all nodes along the path are aware of their necessary resource allocations.
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The cluster-head will include the following parameters such that all nodes can update their
forwarding tables with up-to-date information:

• Sending sensor identifier (SSID): the ID of source sensor vi that is the origin of the request;

• Request identifier (RID): the ID of the request being serviced at source sensor vi given
that sensors may support multiple requests;
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• Previous-hop identifier (PHID): the ID of node vx−1 from whom vx will receive packets;
and,

• Next-hop identifier (NHID): the ID of node vx+1 to whom vx will forward packets.

NID SNID RID POW

(K’-1) x 32 bits2 bitsceil(log2(V)) bitsceil(log2(SN)) bits
(K’-1)ceil(log2(V)) or  

(K’-1)ceil(log2(M)) bits

FRQ Padding

PD bits(K’-1) x 4 bits

SSID

PHID

(K’-1)ceil(log2(V)) or  
(K’-1)ceil(log2(M)) bits

NHID

(K’-1)ceil(log2(V)) or  
(K’-1)ceil(log2(M)) bits

Figure 9. RDU Packet Format

where the resulting format of the RDU is presented in Figure 9. Additionally, the cluster-head
will include the node identifier (NID) of each node along the determined path such that they
can retrieve their necessary operating parameters when they receive the routing decision. The
message will also include the transmit power POW (each hop in 32-bit single precision floating
point format), and operating channel FRQ (four bits to represent the channel number to be
used per hop) determined during the optimization process, and the sub-network identifier
(SNID) of the sub-network in which the node resides. PD bits of padding may also be used.

The RDU packet is designed such that each RDU contains information for at most (K� − 1)
hops, with separate RDUs being sent backwards through the sensor network to the source
and forwards through the mesh network to the central controlling station. Recall that, since
the cluster-head acts as a bridge between the sensor cluster and the mesh network, at least one
hop must reside in each sub-network. Hence, information for only (K� − 1) hops is required.

For the RDU, we design our network with separate packet formats for the sensor and mesh
networks, as the overhead associated with a single format is significant. In our case, the mesh
network would need to transmit over eight bytes of overhead per RDU packet if we were to
use a single format. As a result, given the same network conditions as for the hello packet, the
RDU has a length of 27 bytes and 19 bytes for the sensor and mesh networks, respectively.

9.3. Data packets

In the data transmission process, upon receiving a data packet from the previous-hop
identifier (PHID), an intermediate node vx ε pathvi ,vj will set their next-hop based on the
next-hop identifier (NHID) provided by the cluster-head in the routing decision update. Data
packets will be formed of the transmitting node’s node identifier (NID), originating sensor’s
identifier (SSID), request identifier (RID), and the following:

• Payload information: the gathered sensory information for feedback; and,

• Transmission priority level (TPL): the priority of the transmission (high or low) for
routing preference (optional).
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While transmissions from different clusters may be of different priorities, typically
transmissions from a given sensor cluster all have the same priority at any given time. Hence,
it is optional and configurable for the network scenario in question.

10. Simulation

Our distributed network is formed of a V-sized Ultrawideband (UWB) sensor cluster and a
V-sized Zigbee sensor cluster that are connected to a central controlling station via an M-sized
overlay mesh network. The network spans a 1 km x 1 km campus area for which V = 20 sensor
nodes (excluding the cluster-head) and M = 7 mesh nodes. We simulate a small network size
without loss of generality. The UWB cluster is focused in a 10 m x 10 m area for a video
feedback application, while the Zigbee cluster performs temperature sensing in a 75 m x 75 m
area such as a computer server room.

Table 3 summarizes our selection of the α, β, γ, δ and η parameters that have been calibrated
for our network scenario.

Sub-Network α β γ η δ

UWB 47,000 5.22 409.2 1,000 -

ZigBee 10,000 -7x10−7 1267.8 1,000 0.0517

WiMax 100,000 4.17 125.81 0 -

Table 3. Selection of Optimization Parameters in the Heterogeneous WSN

In terms of radio design, each Zigbee and UWB nodes uses a single transmit and receive
antenna with gains of 0 dBi and 3 dBi, respectively. WiMax mesh nodes have transmit and
receive antenna gains of 13 dBi and 16 dBi, respectively. For our operating parameters,
we choose F1 = F2 = Fc = 5 as the number of sub-channels in the spectrum band with
corresponding bandwidths of w1 = 75 MHz, w2 = 12.5 kHz and wc = 6.25 MHz for UWB,
Zigbee and WiMax, respectively. As can be seen in Table 4, UWB sensors also transmit four
times the information per transmission than Zigbee sensors.

Sub- Payload Length Packet Length Data Length Packets to Number of Channel Band of

Network l (bytes) m (bytes) (bytes) Transmit, n Channels Bandwidth Operation

UWB 32 38 128 4 5 75 MHz 2.4 - 2.5 GHz

ZigBee 32 38 32 1 5 12.5 kHz 3.0 - 11 GHz

WiMax 48 256 128 or 32 4 or 1 5 6.25 MHz 5.25 - 5.725 GHz

Table 4. Communication Parameters for Three Sub-Networks

We also select the maximum number of hops K� = 4 for a single candidate path and the
energy consumption coefficient ζ = 0.5. According to Oppermann et al., “the amount of
energy consumed while listening, receiving, and transitioning to receive mode is similar to
that of transmitting, and cannot be ignored" and, as such, ζ is selected to divide the total
energy consumption evenly between the transmitter and receiver [3]. The power consumption
attributed to transmitting is higher than receiving in the communication between a transmitter
and receiver; however, it should be noted that the energy consumed by listening for a
transmission may be a dominant source of energy dissipation in these networks [16, 17].
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10.1. Energy modeling

Initial energy capacities depend heavily on the energy efficiencies of the communication
technology. This is intuitive since each wireless transmission depends on the amount of
energy consumed during communication. As a result, we equip sensor and mesh nodes
with different energy capacities. The energy efficiencies of Ultrawideband (UWB), Zigbee
and WiMax are presented in Table 5, along with the expected data rates of the technologies.
We also test our network with arrival rates of sensor node requests of λ1 = λ2 = 0.1
requests/minute.

Standard Energy Efficiency qtvx Standard Data Rate, R

ZigBee 0.5 μJ/bit 250 kbps
UWB 0.01 μJ/bit 500 Mbps

WiMax 7.0 μJ/bit 75 Mbps

Table 5. Energy Efficiencies and Data Rates for Various Standards [3] [18]

By considering each hop as a two-stage pipeline, we also implement holding times of
1/μ1 = 3.04 μsec and 1/μ2 = 2.43 msec per transmission. Hence, our network models traffic
intensities of a1 = λ1/μ1 and a2 = λ2/μ2.

Table 5 presents the implemented energy capacities in the network for sensors, cluster-heads
and mesh relay nodes given our system parameters. These energy capacities are determined
as those to reach a one week network lifetime. Hence, we equip UWB and Zigbee nodes with
E1 = 17.5 J with E2 = 69.5 J, respectively. The energy capacity of a mesh node is chosen as
Em = 1 kJ. We implement sensor energies slightly under the required levels to analyze the
performance of these nodes in the final stages of the network lifetime.

Node Type Required Energy Applied Energy
Capacity Capacity

UWB sensor 17.7 J 17.5 J
Zigbee sensor 69.9 J 69.5 J

Cluster-head (UWB) 750.3 J 1 kJ
Cluster-head (Zigbee) 684.8 J 1 kJ

Mesh relay 646.5 J 1 kJ

Table 5. Required and Applied Energy Capacities for Various Node Types

10.2. Energy harvesting

The most challenging factor facing the widespread deployment of wireless sensor networks
(WSNs) is the power constraint faced by sensors that affects network lifetime and
performance. Energy harvesting technologies are a significant enabler for smart routing
because they relax the critical power constraint by replenishing energy reserves of sensors
over time. This can be achieved by converting energy sources such as kinetic, solar or heat
energy into usable battery energy.

The impact of energy harvesting can be observed by comparing the rate of energy
replenishment to the rate of energy consumption in the sensor network. Define the rate of
energy replenishment as rh in joules per second, or watt. Given an energy consumption rate
rc of a sensor, the effect of energy replenishment on network lifetime fits into one of three
categories:
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• if rh = 0, the network lifetime remains status quo;

• if 0 < rh < rc, the network lifetime is prolonged but finite; and,

• if rh ≥ rc, the network lifetime is theoretically infinite.

From the perspective of resource allocation, the effect of energy harvesting can also be
observed by analyzing the network lifetime. The network is able to operate at peak
performance as long as sufficient transmission resources are available; this occurs until nodes
are unable to maintain a high level of performance because remaining energy capacities are
insufficient. Since energy harvesting enables us to prolong the network, it also increases the
period of time that the network operates at high levels of throughput performance. We will
analyze the impact of the replenishment rate rh on the network lifetime for smart routing.

11. Results

We conduct a performance evaluation of our policy based on the following metrics:

• Throughput performance;

• Spectral efficiency;

• Network lifetime based on finite energy capacity;

• Application criticality and performance improvement of smart routing vs. minimum
energy routing;

• Blocking probability and its dependency on the number of operating channels in the
network; and,

• Energy harvesting effects on energy capacity and network lifetime for various rates of
energy replenishment.

11.1. Total throughput

Table 6 illustrates the ability of the smart routing protocol to meet performance requirements
of a number of applications. The Ultrawideband (UWB) cluster, which executes a video
monitoring application, achieves total network throughput that varies between 84.4 Mbps
and 3.4 Gbps. Meanwhile, the Zigbee cluster achieves a maximum real-time throughput
of 794.9 kbps in performing temperature monitoring; recall that Zigbee transmissions are
only capable of achieving single throughputs of 250 kbps. The WiMax mesh network, in
providing long-haul transmission to the centralized controlling station, achieves total network
throughput of between 39.6 and 485.7 Mbps. This result illustrates the suitability of UWB for
next-generation wireless sensor networks (WSNs) as UWB expands the range of applications
that can be used for state-of-the-art resource management.

Network Maximum Total Minimum Total Mean Total Standard Variance
Throughput Throughput Throughput Deviation

UWB Cluster 3.4 Gbps 84.4 Mbps 1.8 Gbps 112.2 Mbps 1.3 x 1016

ZigBee Cluster 794.9 kbps 240.1 kbps 770 kbps 2.2 kbps 5.0 x 106

WiMax Mesh 485.7 Mbps 39.6 Mbps 331.5 Mbps 10 Mbps 1.6 x 1013

Table 6. Throughput Statistics
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11.2. Spectral efficiency

Spectral efficiency provides an accurate metric to compare our three communication
technologies in terms of the attainable transmission rate per Hz. This is presented in Figure 10
in units of bits/s/Hz. Zigbee provides an effective spectral efficiency of 250 kbps/2.5 MHz =
0.1 bits/s/Hz, Ultrawideband (UWB) attains an effective spectral efficiency of 480 Mbps/500
MHz = 0.96 bits/s/Hz, and WiMax provides improved spectral efficiency of roughly 75
Mbps/20 MHz = 3.75 bits/s/Hz over full channel bandwidths.
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Figure 10. Spectral Efficiency (bits/s/Hz) over One Week Network Lifetime

11.3. Network lifetime

While the smart routing protocol indeed provides throughput performance benefits, we also
analyze the ability of the policy to conserve energy and meet a desired network lifetime of one
week. This enables us to evaluate whether the policy successfully meets both performance and
energy conservation requirements.

Figure 11(a) presents the average remaining energy capacities of Ultrawideband (UWB)
sensors, Zigbee sensors and the WiMax mesh nodes. The UWB and Zigbee sensors are able to
survive for roughly the one week network lifetime, with the outages occurring just before the
end of the simulation. At the end of the simulation, the WiMax mesh network has roughly
34% of its mean battery energy remaining.

These results meet our network lifetime expectations based on the initial energy capacities
in Table 5. For example, we would expect that both the UWB and Zigbee clusters would
lose connectivity in the last few hours of the network lifetime. We would also expect the mesh
network to maintain roughly one-third of its energy capacity at the end of the simulation. This
result is significant as it shows that we can indeed design wireless sensor networks (WSNs) to
plan for predictable network lifetimes, while achieving significant throughput performance.

Figure 11(b) illustrates the remaining energy capacities in the final twelve hours of the
simulation and the first nodes in each cluster to fully lose connectivity. Based on the initial
energy capacities selected, the UWB cluster gave us almost two extra hours of connectivity
over the Zigbee network. In terms of the first node outages, node 12 from the Zigbee cluster
was the first node to lose connectivity; its remaining battery energy was just under that of the
mean from the Zigbee cluster at 20:15. For the UWB cluster, node 6 experienced the first node
outage and followed the mean battery energy of the UWB cluster quite strictly at 22:00.
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11.4. Application criticality

The impact of application criticality on throughput performance is presented in Table 7
by comparing the performance of the smart routing protocol to minimum energy routing.
Smart routing selects candidate nodes that are best able to satisfy both performance and
energy conservation requirements given current network conditions. While smart routing
is able to achieve total network throughput that varies between 84.4 Mbps and 3.4 Gbps,
minimum energy routing only achieves throughputs of 49.2 Mbps to 501.2 Mbps. This is
due to minimum energy routing basing its resource allocation decisions solely on ensuring
minimum energy consumption; while lower resource consumption certainly has a positive
effect on increasing network lifetime, minimum energy routing gives no consideration to the
impact of resource allocation on application performance. As we observe in this performance
evaluation, applications that have high performance demands require greater resources and,
as a result, have shorter network lifetimes; energy-conserving systems, on the other hand,
allocate resources to prolong the network lifetime at the expense of application performance.

Routing Policy Maximum Total Minimum Total Mean Total Standard Variance
Throughput Throughput Throughput Deviation

Smart Routing 3.4 Gbps 84.4 Mbps 1.8 Gbps 112.2 Mbps 1.3 x 1016

Minimum Energy 501.2 Mbps 49.2 Mbps 327.3 Mbps 20.8 Mbps 4.3 x 1014

Routing

Table 7. Throughput Statistics of Smart Routing vs. Minimum Energy Routing

11.5. Blocking probability

Figure 12(a) illustrates the dependency between the network blocking probability and the
number of operating channels for the smart routing protocol. This shows that, as the number
of operating channels increases, the blocking probability decreases according to a logarithmic
relationship. However, as the traffic intensity ρ and the number of channels increases, the
blocking probability decreases at a slower rate. Figure 12(a) also illustrates that the blocking
probability decreases as the traffic intensity decreases, which is expected. The sharpness of
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the drop for a traffic intensity ρ = 1E-6 can be attributed to the near-zero blocking probability
at extremely low traffic intensities.

Figure 12(b) illustrates the relationship between the blocking probability and traffic intensity
separately for Ultrawideband (UWB) and Zigbee for F = 5, F = 10 and F = 20 channels.
Given the same traffic intensity and number of operating channels, the UWB cluster has
a blocking probability that is approximately 2% lower than Zigbee on average for F = 5.
For F = 10 and F = 20, UWB also has a lower blocking probability than Zigbee but
the improvement decreases as the number of channels is increased. This bodes well for
next-generation commercial applications for wireless sensor networks (WSNs) that use UWB
as the communication technology of choice.

11.6. Energy harvesting

The impact of energy harvesting on energy capacity is illustrated in Figure 13. Figure
13(a) presents the energy dissipation of a single Ultrawideband (UWB) node with no energy
harvesting for the one week network lifetime. Two energy states are observed - sleep state and
transmission state. In the sleep state, the impact on energy capacity is a regular dissipation
of energy due to the sensor operating in a low power state. In the transmission state, we
observe a sharp decrease in energy capacity for the duration of the transmission. The energy
dissipation during the transmission state is positively correlated to the energy efficiency of the
technology. For the given energy capacity E1 = 17.5 J for UWB nodes presented in Table 5,
we compute the rate of energy consumption as rc = 28.6 μW.

Figure 13(b) presents the impact of energy harvesting on the UWB node’s energy capacity.
We compare the energy capacity with rh = 0 μW with replenishment rates rh = 22 μW, 25
μW and 30 μW. For the first two cases, we observe an increase in the energy capacity over
time and, hence, a prolonged network lifetime. However, the network lifetime is finite. This
is observed for all cases where 0 < rh < rc. For rh = 30 μW, however, we seemingly have
100% energy capacity and hence an unlimited network lifetime. This is intuitive since the rate
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Figure 13. Energy Dissipation and Impact of Energy Harvesting

of energy replenishment is greater than the rate of consumption. In this case, the network is
self-sustaining and can theoretically last forever.

12. Conclusions and future research

This chapter presented the smart routing protocol for large-scale networks that enables for
the deployment of wireless sensor networks (WSNs) in geographically distributed locations
of interest. Smart routing is based on performance measure and energy optimization using
cross-layer considerations of the protocol stack. We presented the performance improvement
of smart routing over minimum power routing in these distributed networks to illustrate the
benefit of the smart routing protocol for enabling next-generation commercial applications. By
doing so, we also presented the impact of application criticality on performance and network
lifetime. Applications that have high performance demands require greater resources and,
as a result, have shorter network lifetimes; energy-conserving systems, on the other hand,
allocate resources to prolong network lifetime at the expense of performance.

We also covered energy harvesting and its impact on resource allocation. We determined
that, since sensors are able to operate at peak performance as long as sufficient resources are
available, energy harvesting enables us to maintain this level of performance for a longer
period of time. If the replenishment rate rh is greater than or equal to the consumption rate rc,
the network is self-sustaining and can theoretically survive on its own.

Future research shall explore a number of areas to further the smart routing protocol:

• Software Radio Modeling: Quantify the impact of packet conversion on energy reserves
for multiple technologies including WiMax, WiFi, Ultrawideband (UWB) and Zigbee;

• Distributed Source Coding (DSC): Design algorithms to reduce the amount of data that
is routed from sensor networks based on the compression of multiple correlated sensor
measurements. In this manner, energy may be conserved while maintaining performance;

• Sensor Localization: Design sensor localization methods that are either
triangulation-based or use a third-tier of nodes in the network, such as anchors, for
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of energy replenishment is greater than the rate of consumption. In this case, the network is
self-sustaining and can theoretically last forever.

12. Conclusions and future research

This chapter presented the smart routing protocol for large-scale networks that enables for
the deployment of wireless sensor networks (WSNs) in geographically distributed locations
of interest. Smart routing is based on performance measure and energy optimization using
cross-layer considerations of the protocol stack. We presented the performance improvement
of smart routing over minimum power routing in these distributed networks to illustrate the
benefit of the smart routing protocol for enabling next-generation commercial applications. By
doing so, we also presented the impact of application criticality on performance and network
lifetime. Applications that have high performance demands require greater resources and,
as a result, have shorter network lifetimes; energy-conserving systems, on the other hand,
allocate resources to prolong network lifetime at the expense of performance.

We also covered energy harvesting and its impact on resource allocation. We determined
that, since sensors are able to operate at peak performance as long as sufficient resources are
available, energy harvesting enables us to maintain this level of performance for a longer
period of time. If the replenishment rate rh is greater than or equal to the consumption rate rc,
the network is self-sustaining and can theoretically survive on its own.

Future research shall explore a number of areas to further the smart routing protocol:

• Software Radio Modeling: Quantify the impact of packet conversion on energy reserves
for multiple technologies including WiMax, WiFi, Ultrawideband (UWB) and Zigbee;

• Distributed Source Coding (DSC): Design algorithms to reduce the amount of data that
is routed from sensor networks based on the compression of multiple correlated sensor
measurements. In this manner, energy may be conserved while maintaining performance;

• Sensor Localization: Design sensor localization methods that are either
triangulation-based or use a third-tier of nodes in the network, such as anchors, for
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which positions are known in the field. This reduces the dependency of the policy on GPS,
until sensors equipped with GPS are made more readily available; and

• Optimization Metrics: Model additional performance metrics such as delay, and
additional physical (PHY) layer parameters such as bandwidth and modulation.
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1. Introduction
A Wireless Sensor Network (WSN) is composed of autonomous devices called sensor
nodes that generally have low computational power, limited data transmission and power
constraints. A WSN consists of sensor nodes that capturing information from an environment,
processing data and transmitting them via radio signals. WSNs are increasingly present in our
days and can be found in environmental area (climatic measurements, presence of smoke), in
health area (measurement of vital signs, temperature), home automation (motion sensor and
image sensor) and other areas. Generally, WSNs have no fixed structure, and in many cases
there is no monitoring station of sensor nodes during the operational life of the network, so a
WSN must have mechanisms for self-configuration and adaptation in case of failure, inclusion
or exclusion of a sensor node.

Security requirements of WSNs are similar to conventional computer networks, therefore
parameters such as confidentiality, integrity, availability and authenticity must be taken into
account in creation of a network environment. Due to limitations of WSNs, not all security
solutions designed for conventional computer networks can be implemented directly in WSN.
For a long time, it was believed that the public key cryptography was not suitable for WSNs
because it was required high processing power, but through studies of encryption algorithms
based on curves was verified the feasibility of that technique in WSN.

The cryptographic algorithm RSA is currently the most used among the asymmetric
algorithms, working from the difficulty of factoring large prime numbers. Standardized by
NIST1, this algorithm is widely used in transactions on the Internet. The algorithms Elliptic
/ Hyperelliptic Curve Cryptography (ECC / HECC) were created in 80s, and are based on
the difficulty of solving the discrete logarithm problem on elliptic curves and hyperelliptic
respectively. Despite its complexity the algorithm based on elliptic and hyperelliptic curves
have been extensively studied in academia. Recently, the public key algorithm called

1 U.S. Agency for technology that has a partnership with industry to develop and apply technology, measurements and
standards. Further information: www.nist.gov
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Multivariate Quadratic Almost Group (MQQ) was proposed in academia. Experiments
performed in the FPGA and PC platforms showed that MQQ is faster than algorithms such as
RSA and ECC [1, 2]. Algorithms involved in this study are asymmetric, but each one works
with a specific encryption mode.

Many studies have evaluated performance of cryptographic algorithms in WSNs, but there
is no standardization in the performance analysis. As stated by Margi [3] studies on
performance evaluation of cryptographic algorithms for WSNs are often quite different
in terms of methodology, platform, metrics and focus of analysis, what difficult a direct
comparison among the obtained results. Thus, this chapter describes a theoretical study of
cryptographic such as RSA, ECC, HECC and MQQ as well as the performance analysis of
these algorithms in WSN.

2. Wireless sensor network
Sensor nodes are electronic devices that have as main components units of storage, processing,
sensing and transmission. Usually, these devices have low computational power, nevertheless
play an important role in ubiquitous computing, because they have function of collecting data
in a given environment, passing them through a wireless network. According to [4] WSNs can
be seen as a special type of MANET (Mobile Ad hoc NETwork) that tend to run a collaborative
basis where the elements (sensor nodes) provide data that are processed (or consumed) by
special nodes called sink nodes.

The operation area of a WSN is very large and can be used in environmental monitoring,
control temperature and humidity, vehicle traffic control, monitoring of human body organs,
among others. Figure 1 illustrates a scenario of WSNs in the medical area where patients that
are being monitored can be in a hospital, at home, or anywhere else performing an activity
routine. Sensing data are sent to health professionals through the Internet.

Figure 1. Scenario of Wireless Sensor Network [5]

Some application areas of WSNs require security in the information transport, such as the
scenario illustrated by figure 1, where sensor nodes implanted in the human body reporting
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to a hospital. According to [5] in the health field, authentication and access control are the
main challenges of a mobile dynamic network topology with limited resources. Besides
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802.15.4 and ZigBee standards. The reach of the radios varies from 10 to 100 meters. The
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the development of this work were not found Brazilian companies that commercialize sensor
nodes. A budget held in the Chinese company Mensic3 in jan/2012 showed that a Micaz cost
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Figure 2. Sensors [6]

2.2. Application environments

WSNs can be applied in various areas. According to Loureiro [4], WSNs can be used in
following situations:

• Environment - Monitoring of environmental variables such as buildings, residences and
external locations such as oceans, volcanoes, deserts, etc..

• Traffic - Monitoring of vehicle traffic on highways, railroads, rivers, oceans, etc..

2 Advanced Research Projects Agency. More information at: http://www.darpa.mil
3 Chinese company specializing in electronic devices. Further information: http://www.memsic.com/
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• Security - To provide security in homes, shopping centers, farms, among others.

• Military - To detect the presence of enemies, explosions, presence of hazardous materials
as poison gas and radiation.

2.3. Security vulnerabilities

In most of applications, sensor devices are spread over large areas, what difficult a individual
control of network components. Moreover, wireless communication allows an attacker can
trigger attacks without having physical access to the device, so according to Shi and Perrig
[7] attacks on WSNs can be divided into three main types: (1) Attack of authentication
and confidentiality: Consists of attacks change, repetition or modification packages. (2)
Availability network Attack: Generally known as DoS attacks or negation of service, this
attack involves the application of techniques that make the network unavailable. (3)Attack
on integrity: this type of attack the attacker’s goal is to inject false data on the network,
keeping the network available, but traveling fictitious data. Table 1 described by Wang [8]
illustrates the most common types of attacks in WSN considering the network layer in which
they operate.

Layer Types of Attacks
Physical Layer jamming ou ataque de interferï£¡ncia
Link Layer collision, exhaustion, unfairness
Network Layer spoofed routing information and selective

forwarding, sinkhole, sybil, wormhole, Hello
flood, Ack Flooding,

Transport Layer Flooding De-synchronization
Application Layer Malicious Node

Table 1. Possible attacks on a Wireless Sensor Network [8]

At the physical layer can occur the following attacks: jamming and tampering. The
attack jamming consists in the interference of radio frequency signal that sensor nodes
use to communicate. The tampering attack occurs due to physical vulnerability of sensor
nodes spread over large areas, therefore susceptible to capture, breaking the circuit, setting
modification or even replacement of a network node by a malicious sensor node [9]. At
link layer attacks can be of the collision, when two sensor nodes attempt to transmit while
at the same frequency, in this case the packet is discarded and must be retransmitted [10].
The attacker may cause intentional collisions by a malicious sensor node. Repeated collisions
can lead to exhaustion of resources, making it unavailable sensor nodes. Also in the link
layer unfairness attack is a type of DoS when the adversary causes degradation of real-time
applications run on other sensor nodes by intermittent interruption of the transmission of
their frames.

Denial of Service (DoS) attacks consist of flooding the receiver with no other requests for
communication can be performed during the attack, leaving the involved nodes unavailable
for new connections.

In the network layer attacks can occur of type Spoofed Routing Information, where the
attacker modifies routing table information. The routes make false packets do not reach the
correct destination, or even make the referral to consume more resources than normal [11].
The Selective Forwarding attack is the involvement of a sensor node by an attacker who causes
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some messages to be routed and other discarded [11]. In the Sinkhole attack the attacker
causes a compromised sensor node is seen as most efficient route to the sink of the network,
thus the neighboring nodes will always use the attacker to send their data [12][11][10].

The Sybil attack happens when a malicious node takes over a network identity. According to
Douceur [13] this attack was originally intended for distributed systems of redundant data
storage, but it is also effective against routing algorithms, data aggregation, and resource
allocation, among others. The Wormhole attack consists in a low latency link between two
sensor nodes of a network through which an attacker generates messages with court order to
exhaust the resources of the devices [11]. In the Hello Flood attack the attacker can use a high
power transmitter to fool a large number of sensor nodes, making them believe they are close
[11].

Subsequently the attacker sends a fake shortest path to base station, and all nodes receiving
Hello packets, try to convey through the attacking node. However, these nodes are out of
radio range of the malicious node. Some routing information algorithms use state of sensor
nodes. The Acknowledgment Spoofing attack consists in spreading false information about
the states of neighboring sensor nodes performed by a malicious sensor node in order to
prevent packets from reaching their destinations [11].

In the transport layer, Flooding attack consists in the flood of requests to new connections in
order to exhaust the resources of memory and prevent the closure of legitimate requirements
of provisions. The De-synchronization attack refers to the interruption of an existing
connection [10]. In this attack the attacker captures messages forcing the sender to resend
them expending energy unnecessarily.

There are also attacks that exploit vulnerabilities in authentication and data confidentiality.
The attack consists of setting replication of a malicious node assumes the identity of a network
node. This false node can forward packets in corrupt or false routes. If the attacker has
physical access to network, it can copy cryptographic keys and use them in false messages.
Also the attacker can deploy the malicious node at strategic locations in order to divide the
WSN.

Preserving privacy in data transmission in WSN is challenging, since this type of network
allows remote access. Moreover, a single adversary can monitor multiple networks
simultaneously [14]. Eavesdropping and passive monitoring are the most common and easiest
attack to data privacy. In this type of attack the spy monitors the data transfer and can
access its contents if no encryption mechanism implemented in the network being monitored.
The traffic analysis is usually applied in conjunction with the attack of listening and passive
monitoring. It consists of the preliminary analysis of network traffic to identify nodes that are
generating data exchange that interest to the attacker. Finally, the camouflage attack, wherein
the malicious attacker deploys a node in the network forwards packets to sensor nodes being
monitored.

Through this analysis one can see that there is a range of attacks for WSNs in all layers of the
TCP / IP protocol stack. Furthermore, it is apparent that a common point in most attacks is the
exploitation of low computing capacity of sensor nodes, as are injected false data and routes
are always altered in order to occupy the lower transmission capacity of the sensor nodes, or
eliminate its reserve energy. Others attacks yet unidentified may occur in WSN, and protect
the network from these threats can be a difficult task.
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2.4. Defense mechanisms

Different types of WSN applications require different security requirements. In an
environment of temperature monitoring, where researchers collect data for research, it may
be that safety requirements are not very important, but the monitoring of radiation near a
nuclear power plant requires authenticity assurance, confidentiality, availability and integrity.
Various architectures have been developed to provide security in WSNs, among them are:
SPINS, TinySec MiniSec and besides these the IEEE 802.15.4 include a security framework to
meet the services of data integrity, confidentiality and authenticity [3].

SPINS (Security Protocols for Sensor Networks) developed by Perrig [15] consists of a set
of security protocols that acts through encryption and message authentication codes. The
TinySec was designed and implemented in the TinyOS operating system to be a mechanism
for providing confidentiality, integrity and authenticity of the data link layer. It uses the CBC
mode of operation that may be combined with various block ciphers as RC5 and skipjack [16].
The MiniSec is a protocol layer of security to WSN using OCB (Offset Codebook) mode for
operating the block cipher, which eliminates the need of adding filler to the clear text blocks
[17]. The standard IEEE 802.15.4 provides integrity, access control, confidentiality and replay
protection in the link layer. The cryptographic algorithm used in this standard is AES [18].

According to Loureiro [4], a WSN tends to be autonomous and requires a high degree
of cooperation to perform the tasks defined for the network. This means that traditional
distributing algorithms, such as communication protocols and election of leader, should be
reviewed for this type of environment before being used directly. Taking account also the
limited computational power and especially of limited energy of devices is possible to deduce
that not everything that works efficiently in traditional computer networks can be used
in WSNs The computational limitations of a device restricting the choice of cryptographic
algorithms and protocols safety. Furthermore, the lifetime of the batteries using techniques
preclude the complex of security because it drastically decreases the life span of the network.
[18].

Encryption is the security solution most applicable in computing. In recent years asymmetric
algorithms have been extensively studied in embedded systems with low computational
power. The next section discusses concepts of cryptography, and the description of the
algorithms RSA, ECC, HECC and MQQ.

3. Concepts of cryptography
Data encryption emerged before the invention of computer. Diplomats, enthusiasts and
mainly militaries contributed to the evolution of this art that consists in distort the information
that is being transported, so that only the authorized recipient can decipher it. In this regard,
a cryptographic algorithm can be set as a function that converts encrypted message in clear
messages and vice versa, making use of a cryptographic key.

Most cryptographic algorithms are public, according to Tanembaum [19] keeping the
algorithm public gets rid of the creator from eager cryptologist to decode the system in order
to publish articles, and that after five years of their exposure and no decoding was successful,
the algorithm is assumed to be solid. Secrecy is the key that has the function to parameterize
the cryptographic function, ie only with the key can encrypt or decrypt a message. Another
important factor is that the key have the ability to change the output of the algorithm, so every
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change of key cryptographic algorithm generates a new encrypted message. The key size is
critical in a project, because the longer the key, more work will be crypto analyst to try to
decipher the message. In general, keys have sizes of 64, 128 or 256 bits and may be higher or
lower, according to security needs.

Currently, in addition to confidentiality, encryption also operates in the fields of integrity of
authentication and is described below:

• Confidentiality: ensuring that only the sender and receiver have the ability to understand
the message being exchanged.

• Integrity: Ability to check if a message was altered during transmission.

• Authentication: Medium to prove the identity of an individual communication.

According to Boyle and Newe [20] encryption is the standard method for defending a WSN of
most possible attacks, and the various levels of encryption implicate variations in overhead in
the form of growth in the size of the package data, code size, processor usage, memory, etc..
The choice of a cryptographic algorithm to get efficient for a WSN is a large debate among
researchers. According to Chen [21] the cryptographic methods used in WSN should meet
the constraints of computational devices, and go through evaluation before being implanted.

3.1. Classes of cryptographic algorithms

Traditionally users of encryption algorithms used simple, but currently the goal is to make
the algorithm so complex that without the key is practically impossible to extract some
information through a cryptanalysis. The classes of cryptographic algorithms say about it
as an encryption key is changed and also the quantity of keys involved in the application
of the method. Most existing cryptographic algorithms can be classified as symmetric or
asymmetric.

3.1.1. Symmetric encryption

Symmetric encryption or secret key cryptography is the use of only a key, both in the
encryption and decryption of data. By the year 1976 this was the only known method for
the use of encryption, but to be effective you need a secure channel for communication in
which a cryptographic key can be changed.

Figure 3. Symmetric Cryptography [22]

Figure 3 illustrates a communication through symmetric encryption. The text is encrypted X
and Y become the message through the encryption algorithm and key k. The message Y is
sent to the receiver, which uses the key k to decrypt it, turning it on again in the text X. Also
according to figure 3 you can see that the key k is transported by a secure channel, for the
possession of it, a potential attacker could easily make the reading the original text. AES and
DES are two examples of algorithms that are part of the class symmetrical.
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3.1.2. Asymmetric encryption

The public key cryptography or asymmetric cryptography came up with a radical change
of paradigms. According to Stallings [22] public key algorithms are based on mathematical
functions, instead of permutation and substitution. Besides the single most important thing
is that the public key cryptography is asymmetric, involving the use of two different keys,
in contrast to the conventional symmetric encryption, which uses only one key. The use of
two keys has profound consequences in the areas of confidentiality, key distribution and
authentication. The main distinguishing feature of asymmetric encryption is that it allows
the establishment of a secure communication between individuals, without the requirement
of the previous share a single cryptographic key.

Figure 4. Asymmetric Cryptography [22]

In this class of cryptographic algorithms are used two different keys for encryption and
decryption: a public key and its corresponding private key. In this model, in accordance
with figure 4, the receiver releases its public key to the sender can encrypt the message, but
only the private key of the receiver, which is kept secret is able to decrypt it.

3.1.3. Symmetric x asymmetric cryptography

The IEEE 802.15.4 standard of 2011 defines parameters for low-range personal area networks
(LR-WPANs). The first version of this standard was launched in 2003, and the second one
[20] was appointed to be the standard communication protocol for WSNs. The encryption
mechanism specified in IEEE 802.15.4 standard is based on encryption symmetric key.
But according to Sen [23] recent studies have shown that it is possible to implement
public key encryption using the right selection of algorithms and associated parameters,
and optimization techniques for low power. In some cases the public-key cryptography
efficiently obtained similar or even greater than symmetric key encryption using keys smaller.
According to Struik [24] is already proven that public-key algorithms developed are suitable
for hardware in WSNs.

3.2. RSA algorithm

In the introductory paper about RSA, the authors [25] proposed a method to implement a
public key cryptosystem whose security is based on the difficulty to be factoring large prime
numbers. Through this technique it is possible to encrypt data and to create digital signatures.
It was so successful that today is the RSA public key algorithm used most in the world. The
encryption scheme uses RSA and signature of the fact that:

med ≡ m(modn) (1)
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for m integer. The encryption and decryption schemes are presented in Algorithms 1 and 2.
The decryption works because cd ≡ (me)d ≡ m(modn) . The safety lies in the difficulty of
computing a clear text m from a ciphertext cmemodn and the public parameters n (e).

Algorithm 1: RSA Encryption

Input: RSA public key (n,e), Plain text m ∈ [0, n-1]
Output: Cipher text c
begin

1. Compute c = me mod n 2. Return c.
end

Algorithm 2: Decryption RSA

Input: Public key (n,e),Private key d, Cipher text c
Output: Plain text m
begin

1. Compute m = cd mod n
2. Return m.

end

3.3. Algorithms based on curves

The main idea of the algorithms based on curves is to build a set of points of an elliptic curve
for which the discrete logarithm problem is intractable. According to Blake [26] cryptosystems
based on elliptic curves is an interesting technology because they reach the same level of
security systems such as RSA, using minor keys, and thus consuming less memory and
processor resources. This characteristic makes them ideal for use in smart cards and other
environments where features such as storage, time and energy are limited.

The scenario of using public key cryptographic algorithms are changing, because according
to Koc [27] in terms of public key encryption algorithm RSA continues to lead the number
of implementations, but the number of applications that are using algorithms elliptic curves
is increasing considerably thanks to the standardization performed by NIST. The algorithms
based on curves are standardized according to the ANSI X9.62, FIPS 186-2, IEEE 1363-2000
and ISO / IEC 15946-2. According to Amin [28] public key encryption includes algorithms for
key agreement, encryption and digital signatures. Among the algorithms that operate in key
agreement, it can mention the Elliptic Curve Diffie-Hellman (ECDH), data encryption on the
Elliptic Curve Integrated Encryption Standard (ECIES) and generating the digital signature
Elliptic Curve Digital Signature Algorithm (ECDSA ).

3.3.1. ECC algorithm

In the mid-80 [29] and [30] proposed a method of cryptography based on elliptic curves ECC .
According to creators of the ECC 4, an elliptic curve is a plane curve defined by the following
equation:

y2 = x3 + ax + b (2)

4 Elliptic curve cryptography. More information on the site of the workshop on Elliptic Curve Cryptography which is
in issue. Site: http://ecc2011.loria.fr/index.html

225Asymmetric Encryption in Wireless Sensor Networks



10 Will-be-set-by-IN-TECH

The efficiency of this algorithm is based on finding a discrete logarithm of a random element
that is part of an elliptic curve. To get an idea of the applicability of the algorithms based on
elliptic curves on devices with computational constraints [31] argue that the efficiency of ECC
cryptographic algorithm with key sizes of approximately 160 bits is the same obtained using
the RSA algorithm with 1024 bit key. Algorithms several features are based on elliptic curves,
including key management, encryption and digital signature. Key management algorithms
are used to share secret keys, encryption algorithms enable a confidential communication and
digital signature algorithms authenticate a participant communication as well as validate the
integrity of the message.

The procedures of decryption and encryption through elliptic curve analogous to ElGamal
encryption scheme are described in the algorithms 3 and 4. The pure text m is first represented
as a point M, and then encrypted by the addition to kQ, where k is an integer chosen randomly,
and Q is the public key.

Algorithm 3: ElGamal elliptic curve encryption
Input: Parameters field of elliptic curve ( p, E, P, n), Public key Q, Plain text m
Output: Cipher text (C1, C2)
begin

1. Represent the message m as a point M in E (Fp)

2. Select k ∈ R[1,n−1].
3. Compute C1 = kP
4. Compute C2 = M + kQ.
5. Return (C1, C2)

end

Algorithm 4: ElGamal elliptic curve decryption

Entrada: Parameters field of elliptic curve ( p, E, P, n), Private key d, Cipher text (C1, C2)
Saída: Plain text m
início

1. Compute M = C2 − dC1, and m from M.
2. Return (m).

fim

The transmitter transmits the points C1 = kPeC2 = M + kQ to receiver who uses his private
key d to compute:

dC1 = d(kP) = k(dP) = kQ, (3)

and then calculating M = C2 − kQ. An attacker who wants to read of M need to calculate kQ.
This model algorithm have been extensively studied since according to Amin [28] in recent
years the ECC has attracted attention as a security solution for wireless networks, because the
use of small keys and low computational overhead.

3.3.2. HECC algorithm

The HECC was created in 1988 by Koblitz [32] as a generalization of elliptic curves. According
to Batina [33] the unique difference between ECC and HECC is at average level that in this
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case consists of different sequences of operations. The HECC uses more complex operations,
but works with smaller operands. According to Chatterjee [31] the hierarchy of operations in
the HECC and ECC algorithms can be divided into three levels. The first level is the scalar
multiplication on the second level are point operations group / splitter and the third level,
finite field operations. The authors further inform that the main difference between the ECC
and HECC is in the operations group, as different from the ECC, the points on the curve
hiperelliptic not form a group. HECC is more complex than the ECC, but uses small numbers.

According to [27] a hyperelliptic curve is a special type of non-singular, projective curve. For
our purposes, a hyperelliptic curve, of genus g � 1 over k is the set of points (X, Y) ∈ k2 that
satisfy

y2 + h(X)Y = f (X) (4)

where h and f are polynomials in k[X] with deg( f ) = 2g+ 1, deg(h) ≤ g, together with a point
”at infinity”, P∞. An elliptic curve is just a hyperelliptic curve of genus 1.

3.4. Multivariate Quadratic Quasigroup (MQQ)

The cryptographic algorithms presented above have their security based on computationally
intractable mathematical problems: computational efficiency of calculating the discrete
logarithm and integer factorization [1]. In 2008, it was proposed a new scheme called
multivariate quadratic public key near group (MQQ) [34]. This algorithm is based on
multivariate polynomial transformations of nearly quadratic and groups having the following
properties [1, 34].

• Highly parallelizable unlike other algorithms that are essentially sequential.

• The encryption speed is comparable to other cryptosystems public key based on
multivariate quadratic.

• The decryption speed is typical of a symmetric block cipher.

• Post-Quantum Algorithm

According to Ahlawat [34, 35] MQQ gives a new direction for the cryptography field and
can be used to develop new cryptosystems the public key as well as improve existing
cryptographic schemes. Furthermore according to El-Hadely and Maia [2, 34] experiments
showed that the hardware MQQ can be as fast as a typical symmetric block cipher, being
several orders of magnitude faster than algorithms such as RSA, DH and ECC.

A generic description for the scheme is a typical system MQQ multivariate quadratic T ◦ P� ◦
S : {0, 1}n → {0, 1}n where T and S are two nonsingular linear transformations and P’is a
multivariate mapping bijetivo quadratic over {0, 1}n. The mapping P� : {0, 1}n → {0, 1}n is
defined in the algorithm 5.

The algorithm for encryption with the public key is the direct application of the set of n
multivariate polynomials P = {Pi(x1, ..., xn)|i = 1, ..., n} on the vector x = (x1, ..., xn), or
is y = P(x). Can be represented as y = P(x) ≡ y ≡ A.X. The algorithm 6 is described a
decryption using the private key (T, S, ∗1, ..., ∗8).
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Algorithm 5: Non-linear mapping P’

Input: A vector x = ( f1, ..., fn) of n linear Boolean functions of n variable. We implicitly
suppose that a multivariate quadratic quasigroup * is previously defined, and that n =
32k, k = 5,6,7,8 is also previously determined.

Output: : 8 linear expressions P�
i (x1, ..., xn), i = 1,...,8 and n - 8 multivariate quadratic

polynomials P�
i (x1, ..., xn), i = 9, ..., n.

begin
1. Represent a vector x = ( f1, ..., fn) of n linear Boolean functions of n variables x1, ..., xn
as a string x = (X1, ..., Xn/s) where Xi are vector of dimension 8;
2. Compute Y = Y1, ..., Yn/8, where Y1 = X1, Yj+1 = Xj ∗ Xj+1,for even j=2,4,...and
Yj+1 = Xj+1 ∗ Xj, for odd j=3,5,...
3. Output (y)

end

Algorithm 6: Decryption Algorithm MQQ and sign with private key T, S, *1,...,*8
Input: Vector y = y1, ..., yn
Output: Vector x = x1, ..., xn such that P(x) = y
begin

1. y’ = T−1(y).
2. W = y�1, y�2, y�3, y�4, y�5, y�6, y�11, y�16, y�21, y�26, y�31, y�36, y�41.
3. Z = Z1, Z2, Z3, Z4, Z5, Z6, Z7, Z8, Z9, Z10, Z11, Z12, Z13 = Dob−1(W).
4. y�1 ←− Z1, y�2 ←− Z2, y�3 ←− Z3, y�4 ←− Z4, y�5 ←− Z5, y�6 ←− Z6, y�11 ←− Z7, y�16 ←−
Z8, y�21 ←− Z9, y�26 ←− Z10, y�31 ←− Z12, y�41 ←− Z13.
5. y� = Y1, ..., Yk onde Yi are vectors of dimension 5.
6. Considering ∗i, i = 1,...,8, obter x’ = X1, ..., Xk, such that,
X1 = Y1, X2 = X1\1Y2, X3 = X2\2Y3, X1 = Xi−1\3+((i+2)mod6)

Yi

7. x = S−1(x�)
end

4. Performance evaluation

Some authors [36] believed that HECC would be less efficient than ECC due to complex
structure of the group’s operations, but it was reported that there was a detailed analysis
of the efficiency of these cryptosystems in embedded systems. The work done by [37] and [38]
confirmed the superiority in efficiency of ECC compared to RSA.

[37] showed that the ECC 160 bits is two times better than RSA 1024 bits considering code size
and power consumption. [37]performed the tests in 8051 and AVR platforms. [38] pointed
out that ECC 160 bits uses four times less energy than RSA 1024 bits in Mica2dot platform.

Only [36] and [31] presented a general analysis, comparison of ECC and HECC, which showed
a trend of superiority of HECC on embedded systems. [31] showed that in the encryption, the
HECC reaches the same time of ECC using smaller keys. Regarding the time decrypting, the
HECC always performed better. The scalar multiplication of HECC is two times faster than
ECC. [31] used the platform jdk1.6 in his assessment.
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[39] conducted a comparison of ECC and HECC over the computational time of point
multiplication on a platform with limited resources. The results showed that the ECC
consumed 210ms and the HECC consumed 546ms.

[40] have implemented ECC and HECC on diferent embedded platforms with high practical
relevance, namely ARM, ColdFire, and PowerPC. Table 2 show that for the boards at hand
they could achieve the best timings for the HECC implementation on the PowerPC. One
scalar multiplication for HECC took 117 ms and 84.9 ms for genus-2 and genus-3 curves,
respectively. The scalar multiplication for ECC can be performed fastest on the PowerPC at
50MHz resulting in 106.3 ms.

Group Order ECC HECC
g = 2 g = 3 g = 4

≈ 2160
ARM @ 50Mhz 469.96 446.46 515.46 316.6
ColdFire @ 90Mhz 152.1 155.6 219.4 123.6
PowerPC @ 50Mhz 106.3 117 141.4 84.9

Table 2. Timings of the scalar multiplication of ECC and HECC on diferent embedded platforms (in ms).
[40]

[41] conducted tests with authentication protocols based on RSA and HECC algorithms,
comparing the computational time in the Palm III and Wireless Tolkit platforms. The results
showed that the protocol based on HECC is 1.37 times faster in key generation and 1.38 times
faster with respect to signal generation.

According to Gligoroski [42] in software, digital signature performed by MQQ is 300 to
7000 times faster than the signature of RSA and ECC algorithms. Already in hardware,
the superiority of MQQ can reach 10,000 times. The speed of 59 bytes of authentication
is compared by the authors [42] and the results are shown in Table 3. The results of the
performance evaluation showed that MQQSIGN is at least 325 times faster than RSA and
ECC.

[34] evaluated the time of encryption and decryption of algorithms RSA and MQQ in the
MicaZ and TelosB platforms. The MQQ showed the time 825.1 ms to encrypt and 116.6 ms to
decrypt in TelosB and 445ms to decrypt in MicaZ . Still according to [34] the MQQ 160bits is
909 times faster in the encryption and 5470 times faster in the decryption when compared to
the RSA 8bits.

Algorithm Signing of 59 bytes
RSA 1024 2,230,848
ECC 160 1,284,800
MQQSIGN 160 3,440
- -
RSA 2048 14,815,324
ECC 224 2,108,556
MQQSIGN 224 4,160

Table 3. Performance comparison of RSA, ECC and MQQ in CPU cycles. [42]

According to [2] that implemented in FPGA a 160bit instance of the newly published public
key scheme MQQ, the results of their implementation and the Table 4 show that in hardware,
MQQ public key algorithm in encryption and decryption (that means also in verication and
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signing) can be as fast as a typical block cipher and is several orders of magnitude faster than
most popular public key algorithms like RSA, DH or ECC.

Algorithm 1024-bit RSA 160-bit MQQ 128-bit AES
Throughput 40Kbps 44.27Gbps / 399.04Mbps 7.78Gbps

Table 4. Synthesis Results for 160bit MQQ realized in Virtex-5 chip xc5vfx70t-2-ő1136 [2]

5. Conclusion and future work
It is natural that the spread of ubiquitous computing to increase the number of devices
with low computing power scattered all over the planet. The security of data transmissions
from these devices should be improved in a preventative manner to avoid possible attacks.
Regarding WSNs, RSA public key algorithm is the most commonly used is standardized,
and achieves efficiency relatively good. The algorithm based on elliptic curves have
been extensively studied in academia as an alternative to RSA, and the results show
that it is possible to achieve good results with smaller keys. The algorithm MQQ was
discovered recently and showed significant results when compared to RSA and ECC, taking as
parameters authenticity and digital signature. This algorithm is post-quantum, and may even
be a good solution when the quantum computation is standardized. Despite the satisfactory
results of MQQ front of RSA and ECC algorithms, there is not a work about performance
evaluation specific to encryption and decryption of data.
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1. Introduction 

The issue of secure routing[1] in wireless and mobile computing is a major challenging 
design factor in different networking aspects. However, the problem gets more complicated 
when considering infrastructure-less networks that exhibit even more constraints and new 
types of attacks. Wireless sensor networks (WSN), which is an ad-hoc type of networks, is a 
clear representative case. 

In the continuously and rapidly evolving area of wireless communication, the field of 
wireless sensor networks (WSN) comes into the picture as a very hot area of research in all 
its aspects. WSN is a multi-hop network that is actually one type of ad hoc networks. 
However, WSN draws the special attention of researchers due to the fact that it exhibits 
more constraints and critical conditions than normal ad hoc networks in terms of power 
sources, computing capabilities, memory capacity and other factors. This requires different 
approaches and protocol engineering directions from those applied to normal ad hoc 
networks.  

One special aspect in WSN is the provision of secure routing. As mentioned previously, the 
nature of WSN complicates the security requirements and adds difficulties in solving 
security problems. In fact, secure routing in WSN is actually still not captured well in the 
research field. One main reason is that the design of a routing protocol is biased towards 
solving the problem of power limitations and reducing communication overhead, while 
keeping security concerns in a later phase to be integrated with the current routing 
solutions.  

One specific class of security problems in routing aspects in WSN is the exposure to attacks 
that are related to nodes’ activities and behavior in the network. Such attacks cannot be 
recognized by verifying nodes’ identities because most of these attacks are launched by 
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compromised nodes or insider attacks; i.e. nodes belong to the same network community. 
Among different approaches in solving this problem, reputation system based solution is 
one technique that has generated enough interest among WSN research community. 
Reputation systems attempt to provide security by allowing different nodes to rate each 
other based on their routing activities and behavior analysis. When a node has an experience 
profile about its neighbors, it may select the node that it trusts more, and, hence, achieve a 
secure routing operation.  

In this chapter, a reputation system solution for behavioral based attacks at the network 
layer as a provision of secure routing in WSN is presented. 

1.1. Motivation 

In this work, we provide a reputation system based solution for routing security in WSN. 
We believe that such a solution approach is a feasible and applicable solution for the 
following reasons:  

 Conventional security solution such as cryptography can successfully defend against 
outsiders’ attack. The mechanics of such solutions fail when the attack is done by 
insiders or compromised nodes. Some of such attacks are intentionally performed like 
the misbehavior of selfish nodes and compromised nodes. Other attacks can be carried-
out unintentionally by faulty nodes [2]. Thus, security systems like reputation based 
security solutions that have a mechanism to treat such attacks by behavior analysis are 
more suitable. This is especially true in networks where such misbehavior is very 
possible or even it is the dominant type of attacks, which is the case in WSN. 

 In contrast to different secure routing mechanisms, reputation based systems provide a 
means for an adaptive and dynamic decision making and reaction at the individual 
node level behavior. Such features are needed in networks that exhibit dynamicity in 
nodes’ behavior like that in WSN.  

 Most WSN deployments and applications invite a very dynamic networking nature. 
The current conditions and statistics of the network will change from time to time. The 
security system, thus, must accept to tune itself to these changes at the network level.  

 WSN life and operation depends on the cooperation of nodes like any other ad hoc 
network. This implies that the security interest of a node is not only about itself but also 
about the whole network. As a result, such networks will prefer to communicate 
security information in order to keep the network healthy. This is an important feature 
of reputation systems. Node rating is one type of information that contributes to node’s 
decision making and can be communicated as second hand information. However, the 
node reaction is also important and affects other nodes’ decisions.  Thus, the security 
system should have the feature of a consulted and well-analyzed decision-making and 
behavior, which are core concepts in reputation systems.  

 An interesting and important feature of any reputation system is that it follows a 
generalized and modular solution approach to fight against any attack in a general 
framework. The system then is customized to face a subset of these attacks. Thus, new 
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attacks will be tackled by modifications in the details of the module of interest that does 
not require a complete system revision. For example, a new attack might require 
adjusting the monitoring and detection phase without touching other parts of the 
system. WSN are deployed in very hostile conditions that expect new attempts and 
attacks. Thus, it is better to support reputation systems in that regard rather than other 
solutions that can be totally and entirely useless with the occurrence of new 
misbehavior strategies.  

In literature, there are different, proposed reputation based solutions for secure routing in 
ad hoc networks. Very familiar examples include CONFIDANT (Cooperation Of Nodes – 
Fairness In Dynamic Ad-hoc Networks) [3], SORI (Secure and Objective Reputation-Based 
Incentive Scheme for Ad Hoc Networks) [4] and CORE (Collaborative Reputation 
Mechanism to Enforce Node Cooperation in Mobile Ad Hoc Networks)[5]. There are  
also other solutions that are close to the reputation systems but they do not follow the 
general mechanism. Examples are watchdog and pathrater as well as context-aware 
detection [6, 7]. 

As these solutions are applied to ad hoc networks, the conclusion of applying them to 
wireless sensor network as a type of ad hoc networks is not totally accurate. There are 
several reasons that show the need to have a special reputation system design and 
implementation that targets WSN. This differentiation comes from the following facts: 

 Resource Constraints: An obvious difference between MANET and WSN is resource 
constraints. Resources include power, memory and processing capabilities. Although 
both networks suffer from resources deficiency, WSN are more constrained and limited 
by such resources, especially in power. Any protocol design and implementation 
targeting WSN from the physical to the application layer must consider resource usage 
optimization not as an additional feature in the system but as a main design goal. 
Therefore, an optimized approach must be considered when designing a reputation 
system for WSN.   

 Conditions and Applications: Security conditions in WSN are different from general 
MANET networking type. As a result, the reputation based security system will be 
looking at providing solutions that satisfy these conditions that indeed implies different 
approaches for WSN and MANET as they differ in that aspect. Moreover, the risky 
environment that comes from the application types in WSN raises a remark of having 
security models that are different than MANET. What implies is a different view of 
reputation system for WSN.    

 Underlying Routing Protocol: In contrast to MANET, DSR (Dynamic Source Routing) as a 
routing protocol is not the accurate or suitable choice for WSN for several reasons 
related to resource constraints and efficiency. Moreover, other routing protocols like 
GPSR (Greedy Perimeter Stateless Routing) [8] and GEAR (Geographic Energy Aware 
Routing protocol) [9] prove their outperformance compared to DSR. Thus, the 
implemented reputation systems in WSN should consider the operation of routing 
protocols that are more applicable than DSR. 
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1.2. Secure routing problem 

Routing is a fundamental operation in almost all types of networks because of the 
introduction of inter-domain communication. Ensuring routing security is a necessary 
requirement to guarantee the success of routing operation. When we talk about secure 
routing, we are concerned with security problems that may occur due to improper actions 
from an assumed router. These undesired actions can be related either to the router identity 
or the router behavior. If the router has an undesirable identity or authorization, it is 
considered as an intruder who might perform serious attacks. Such attacks can be avoided 
by providing security services that validate the routers’ identities. On the other hand, a 
router that misbehaves in the network by performing undesirable routing operations also 
contributes to the routing security problem. However, the attacks caused by misbehaving 
routers can be avoided by mechanisms that validate and evaluate the router behavior in the 
network. 

In WSN, secure routing is more demanding due to the nature of the routing operation in 
WSN. Since WSN lacks an infrastructure, nodes depend on the cooperation among each 
other to route their packets. Thus, a router in WSN is simply any node that offers a routing 
service. This “any node” should be selected such that it will be the most secure choice to 
route the packet. To come up with a proper routing decision we need to understand first 
what security goals we are targeting.  

1.3. Secure routing goals 

Security problems in WSN at the network layer can be related to router identity or router 
behavior. These two issues highlight two main tasks when we would like to design a secure 
routing solution [1,10].  

 Securing Packet Content: This task is concerned with identity related security problems. 
The goal of this task is to assure that the packet is not accessed by unauthorized nodes 
as it travels from the source to the destination. This task can be achieved if we can 
provide the following services: 
 Data Confidentiality: In this service, only the destination node should be able to 

access the packet content initiated from the source node. Any intermediate router 
must not have any access to such information. As we can see here, the access of the 
packet is restricted to the destination node. Thus, if a node other than the 
destination accesses the packet, it means that the destination identity has been 
compromised. 

 Data Integrity: When a destination node receives a message from a source, the 
destination should be able to detect any change that could occur in the message. 

Securing packet content is obtained usually based on the idea of identity trust in which a 
routing decision is made after verifying that the selected node is authorized and has an 
acceptable identity according to certain criteria. This is achieved in literature by using 
crypto-based systems. However, any solution must obey WSN constraints of processing 
capacity, memory limits and energy consumption. 
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 Securing Packet Delivery: This task deals mainly with behavior related security 
problems. Its objective is to guarantee that any packet transmitted will be ultimately 
received at the target destination. Thus, a misbehaving router node should not be able 
to drop a packet, misroute a packet or deny the ability of routing of other nodes by 
denial of service attacks. This task can be interpreted in terms of a security service 
called data availability. 
 Data Availability: If a node A is authorized to get information from another node B, 

then node A should acquire this information at any time and without unreasonable 
delay. 

There are different approaches to achieve this second task. However, as the first task, the 
designer should be aware of the suitability of the solution with WSN tight constraints such 
as energy scarcity. In this work, we are proposing a solution for securing packet delivery 
task with an account for energy efficiency.  Our solution is based on the concept of behavior 
trust where nodes should trust the behavior of another node in order to select it as a router. 
This approach is well-known in literature as trust aware routing. 

The rest of the chapter is organized as follows. Section 2 of the chapter provides the 
relevant background material covering an overview of WSN that includes WSN 
definition, sensor node structure, applications, etc. As WSN is a class of MANET, the main 
differences between WSN and MANET will be presented. These differences are explained 
in a way that emphasizes to the reader how they make WSN an independent research 
target as compared with MANET.  Then we introduce the notion of trust and reputation 
in social networks, how these concepts can be applied smoothly to Wireless Sensor 
Networks to mitigate node misbehaviors, illustrate the issues in Modeling and 
Management of Trust & reputation,  highlighting the importance of  Trust-Aware 
Routing, and general concept of reputation systems.  This will be followed by a detailed 
discussion on some of the important related work carried out in the area of Reputation 
system based trust-enabled routing for WSNs.  

Section 3, being the Reputation System Overview section, will provide an overview of the 
proposed reputation system. The section will start by discussing the general reputation 
system framework clearly introducing the readers to various components of the Reputation 
system highlighting the functions to be performed by each component. This is followed by 
description of our customized reputation system- SNARE (Sensor Node Attached 
Reputation Evaluator)[82] that fits into the framework guidelines. Reputation-based 
solution will be discussed as a detection approach by presenting the general concept of 
reputation systems, followed by suggestions and approaches in reputation system solutions 
that can fit WSN secure routing requirements. In this section, we briefly describe  our 
proposed monitoring component called Efficient Monitoring Procedure in Reputation 
Systems (EMPIRE)[84], a new rating approach for reputation systems in WSN called 
CRATER(Cautious RAting  for Trust Enabled Routing)[85] and a simple but strong, 
independent and representative scale to evaluate reputation systems called REputaion 
Systems-Independent Scale for Trust On Routing (RESISTOR)[85].    
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In section 4, our enhanced routing protocol that aims to provide a secure packet delivery 
service guarantee by incorporating the trust awareness concept into the routing decision is 
presented. Our proposed protocol is called Geographic, Energy and Trust Aware Routing 
(GETAR) which is an enhanced version of the Geographic and Energy Aware Routing 
(GEAR) protocol[9]. GEAR is basically a geographic routing protocol in which the next hop 
is selected based on two metrics: the distance between the next hop and the destination and 
the remaining energy level the next hop owns. The new contribution in GETAR is to add a 
third metric in the next-hop selection process, i.e. the risk value of a node that is computed 
by the rating component, CRATER[85] in our case. In section 5, we  present a comparison of 
our approaches with previous reported work and highlight our main contributions. The 
chapter finally concludes with a summary and future research directions in this field. 

2. Background and literature survey 

In this section, some background material is provided. It covers general aspects of WSN and 
then some specific discussions on routing protocols in WSN. This is followed by a general 
provision of the most familiar work related to the subject of secure routing, notion of Trust 
and Reputation, reputation systems and trust aware routing.   

2.1. WSN: Definition and applications 

Wireless Sensor Network (WSN) is one type of ad hoc networks that consists of a very large 
number of tiny devices equipped with signal processing circuits, microcontrollers, sensors 
and actuators and wireless transmitters/receivers. Nodes are deployed either randomly or in 
a grid-like structure according to the sensing and environmental conditions and 
requirements [11]. 

WSNs have different applications; most of them are critical mission applications, for 
example: 

 Military Applications [11,12] 
 Monitoring friendly forces, equipment and ammunition 
 Battlefield surveillance 
 Reconnaissance of opposing forces and terrain 
 Targeting guidance 
 Battle damage assessment 
 Nuclear, biological and chemical (NBC) attack detection and reconnaissance. 

 Environmental Applications [13,14,15,16]  
 Tracking the movements of birds, small animals, and insects 
 Monitoring environmental conditions that affect irrigation  
 Earth, and environmental monitoring in marine, soil, and atmospheric contexts 
 Forest fire detection 
 Meteorological or geophysical research 
 Flood detection  
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 Pollution study 
 Health Applications[17,18,15] 

 Providing interfaces for the disabled 
 Integrated patient monitoring 
 Administration in hospitals 
 Tele-monitoring of human physiological data  
 Tracking and monitoring doctors and patients inside a hospital 

 Commercial Applications[17,19,20,15] 
 Managing inventory 
 Monitoring product quality  
 Robot control and guidance in automatic manufacturing environments 
 Interactive museums 
 Monitoring disaster area 
 Smart structures with sensor nodes embedded inside 
 Vehicle tracking and detection 

2.2. WSN node structure 

The basic structure of WSN is that it is composed of sensor nodes and base stations. Sensor 
nodes, viewed as communicating parties in WSN, are more than simple sensing devices. In 
fact, every node holds an embedded system that performs three main functions: 

 Sensing: Every node should have the ability to observe and/or control the physical 
environment.  

 Computing: The collected data from physical environment through sensing function is 
processed to produce beneficial information.  

 Communication: Every node should be able to communicate and exchange raw data or 
processed information among them. 

Looking at the above functions, the requirements on the sensor hardware will be as follows 
[11,12,21,22,23,17]: 

 Sensors/Actuators: Sensing and actuator units are usually composed of sensors, 
actuators, and analog to digital (for sensing) and digital to analog (for actuating) 
converters (ADC/DAC). The analog signals produced by the sensors based on the 
observed phenomenon are converted to digital signals by the ADC, and then fed into 
the processing unit or the controller. On the other hand, the digital signals produced by 
the controller are converted to analog signals by the DAC to feed the actuators.  

 Controller: The controller consists of a processor and a memory system. The processor 
manages the procedures that make the sensor node collaborate with the other nodes to 
carry out the assigned sensing tasks. The memory system stores data, software and 
application programs required to run the node. Though the higher computational 
powers are being made available in smaller and smaller processors and controllers, 
processing and memory units of sensor nodes are still scarce resources. For instance, the 
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processing unit of a smart dust mote prototype is a 4 MHz Atmel AVR8535 micro-
controller with 8 KB instruction flash memory, 512 bytes RAM and 512 bytes EEPROM 
[24]. TinyOS operating system is used on this processor, which has 3500 bytes OS code 
space and 4500 bytes available code space 

 Radio transceiver: The radio transceiver unit is responsible for connecting the node to the 
network. 

 Power supply unit: One of the most important components of a sensor node is the power 
unit. Since the sensor nodes are often inaccessible, power is considered a scarce 
resource and the lifetime of a sensor network depends on the lifetime of the power 
resources of the nodes. Power is also a scarce resource due to the size limitations. For 
instance, the total stored energy in a smart dust mote is of the order of 1 J [25]. It is 
possible to extend the lifetime of the sensor networks by energy scavenging [26], which 
means extracting energy from the environment. Solar cells are an example for the 
techniques used for energy scavenging.  

 Localization Systems; e.g. GPS(Global Positioning System): Most of the sensor network 
routing techniques and sensing tasks require the knowledge of location with high 
accuracy. Thus, it is common that a sensor node has a location finding system like the 
global positioning system GPS.  

2.3. Routing protocols in WSN 

 Data centric Routing: Data-centric routing protocols have an architecture in which there 
is a sink that communicates with certain regions to collect data from the sensors located 
in the selected regions [27]. An example of such protocols is SPIN (Sensor Protocols for 
Information via Negotiation) [28] which is the first data-centric protocol that considers 
data negotiation between nodes in order to eliminate redundant data and save energy. 
Another famous example is Directed Diffusion [29]. In this protocol data is diffused 
through sensor nodes by using a naming scheme for the data. An enhanced version of 
Directed Diffusion is Rumor routing [30] that routes the queries to the nodes that have 
observed a particular event rather than flooding the entire network to retrieve 
information about the occurring events.   

 Hierarchical Routing: Hierarchical routing attempts to efficiently maintain the energy 
consumption of sensor nodes by involving them in multi-hop communication within a 
particular cluster. Data is then aggregated and fused in order to decrease the number of 
transmitted messages to the sink[27]. LEACH (Low Energy Adaptive Clustering 
Hierarchy) [31] is one of the first hierarchical routing approaches for sensors networks 
in which clusters of the sensor nodes are formed based on the received signal strength. 
The cluster-heads are then used as routers to the sink. This will save energy since the 
transmissions will only be done by such cluster heads rather than all the sensor nodes. 
Other protocols are mainly inspired by this protocol, such as TEEN (Threshold sensitive 
Energy Efficient sensor Network protocol) [32] that is designed to be responsive to 
sudden changes in the sensed attributes such as temperature.  
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 QoS-based Routing: QoS-aware protocols consider end-tuned delay requirements while 
setting up the paths in the sensor network [27]. One famous example is SPEED protocol 
[33]. The main goal of SPEED is to provide soft real-time end-to-end guarantees. The 
protocol works by making each node maintain information about its neighbors and 
uses geographic forwarding to find the paths. In addition, SPEED strives to ensure a 
certain speed for each packet in the network so that each application can estimate the 
end-to-end delay for the packets by dividing the distance to the sink by the speed of the 
packet before making the admission decision.  

 Location-based Routing: Most of the routing protocols for sensor networks require 
location information for sensor nodes. In most cases, location information is needed in 
order to calculate the distance between two particular nodes so that energy 
consumption can be estimated. Since, there is no addressing scheme for sensor 
networks like IP-addresses and they are spatially deployed on a region, location 
information can be utilized in routing data in an energy efficient way [27]. One example 
of such protocols is GPSR [8], which is a greedy protocol. In this protocol, every node 
selects the next hop as the closest neighbor to the destination. In case when the node of 
concern is farther to the destination than all its neighbors (such a case is called the void 
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2.4. WSN vs. MANET 

WSN is a kind of ad hoc network. From an abstract network view point, WSN is similar in 
most of the aspects to ad hoc networks. However, WSN is very special compared to other 
types of ad hoc network due to the following [12,34]: 
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 Sensor nodes are densely deployed. 
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 Sensor nodes mainly use broadcast communication paradigm whereas most ad hoc 

networks are based on point-to-point communications. 
 Sensor nodes are limited in power, computational capacities, and memory. 
 Sensor nodes may not have global identification (ID) because of the large amount of 

overhead and large number of sensors. 
 Network terminal features: In WSN, the nodes are tiny sensor nodes. The word tiny 

describes the node’s size and functionality. Computing capabilities, memory capacity 
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 Network environment conditions: WSN has the characteristic of interacting with the 
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temperature, vibrations, acceleration, etc. This phenomenon adds a critical 



 
Wireless Sensor Networks – Technology and Protocols 242 

consideration in WSN compared to other types of ad hoc network in the sense that 
WSN when deployed it is mainly focused on how to satisfy the environmental 
conditions. 

 Application specifications: While normal ad hoc networks can be usually thought as 
general purpose networks, the whole WSN is built to serve a specific application. 
Therefore, WSN must satisfy the application requirements in addition to the 
environment conditions. This complicates the issue of finding general purpose solutions 
for many aspects in WSN.  

2.5. Routing attacks 

There are several attacks that target the network layer in WSN. For example, in the black-
hole attack, adversary nodes do not forward packets completely, while it selectively 
forwards some packets in gray-hole attack. Another example is the sybil attack in which a 
node pretends multiple identities. Thus, such a node can virtually exist in different 
neighborhoods and drop more packets. Wormhole attack is a collusion based attack in 
which an agreement between two adversaries is made to perform other attacks like 
blackhole. In wormholes, one adversary misroutes a received packet and sends it to its 
partner by faking a good routing decision. A detailed explanation of these attacks and 
others can be found in [35].  

2.6. Trust and reputation 

In social networks, Trust and Reputation are generally the two important components 
which play a major role in establishing relationship between entities which have been 
studied mainly by social scientists for a long time. All kinds of daily transactions, 
interactions, and communications in human life are based on trust. In a human social 
community, trust between two individuals is developed based on their actions over time. 
When faced with uncertainty, individuals trust and rely on the actions and opinions of 
others who have behaved well in the past. When affairs are to be handled in social 
networks, people always consider trust and reputation of concerned parties as prime tools 
for decision making. 

Trust in general is the level of confidence in a person or a thing. More precisely trust can be 
defined as: “the quantified belief by a trustor with respect to the competence, honesty, 
security and dependability of a trustee within a specified context” [36, 37].  Reputation is a 
notion sometimes confused with trust; it is defined as “the global perception about the 
entity’s behavior norms based on the trust that other entities hold in the entity” [38]. 
Reputation is the opinion of one person about the other, of one internet buyer about an 
internet seller, and one WSN node about another. Trust is a derivation of the reputation of 
an entity. Based on a reputation, a level of trust is bestowed upon an entity. The reputation 
itself has been built over time based on that entity's history of behaviour, and may be 
reflecting a positive or negative assessment. 
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In Wireless Sensor Network routing approaches, Reputation system based  trust models  
borrowed from human societies have been proposed to combat misbehaviors. Nodes 
establish trust relationships between each other and base their routing decisions not only on 
geographical or pure routing information, but also on their trust that their neighbors will 
sincerely cooperate. In the context of  WSN, Trust is the confidence of  one  node on another 
node that it will perform the given task  as expected with full cooperation  without any  
deviation. To evaluate the trustworthiness of its neighbors, a node not only monitors their 
behavior, i.e., through direct observations also known as First Hand Information(FHI),  but 
may also communicate with other nodes to exchange their opinions , i.e., through indirect 
observations also known as Second Hand Information(SHI). The methods for obtaining trust 
information and defining each node’s trustworthiness are referred to as trust models. A 
trust model is mostly used not only for higher layer decisions such as routing [39,40],  data 
aggregation [41], but also for cluster head election [42] and for key distribution [43]. Goal of 
the trust model is to improve security thereby increasing the throughput, the lifetime and 
the resilience of a wireless sensor network. 

Trust in WSN plays an important role in constructing the network and making the addition 
or deletion of sensor nodes from a network very smooth and transparent. Trust in WSN has 
been studied lightly by current researchers and is still an open and challenging field. Trust is 
an old yet important issue in any networked environment that can solve some problems 
which lies beyond the power of traditional cryptographic security.  A Trust Management 
System is required to support the decision making processes of the network. Trust 
management is fundamental to identify malicious, selfish and compromised nodes which 
have been authenticated. In wireless sensor network, trust management system aids the 
nodes termed as trustors to deal with uncertainty about the future actions of other 
participating nodes termed as trustees. By evaluating and storing the reputation of other 
members, it is possible to calculate how much those members can be trusted to perform a 
particular task. It has been widely studied in many network environments such as peer-to-
peer networks, grid and pervasive computing and so on. However, in reality, sensor nodes 
have limited resources and other special characters, which make trust management for 
WSNs more significant and challenging. Various Trust models, Trust evaluation metrics and 
Trust Management schemes have been reported in the literature[36-59]. Current research on 
the trust management mechanisms of  WSNs have mainly focused on nodes’ trust 
evaluation to enhance the security and robustness. The practical applications of this method 
include the route, data integration and cluster head vote[44].  Although some existing 
approaches have played  greater  roles in improving security of other  ad-hoc networks, 
trust management in WSNs still remains a challenging field.  

The trust problem is a decision problem under uncertainty, and the only coherent way to deal 
with uncertainty is through Probability. There are several frameworks for reasoning under 
uncertainty, but it is well accepted that the probabilistic paradigm is the theoretically sound 
framework for solving decision problems with uncertainty. Some of the trust models 
introduced for sensor networks employ probabilistic solutions mixed with ad-hoc 
approaches. The problem of assessing a reputation based on observed data is a statistical 
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problem. Some trust models make use of this observation and introduce probabilistic 
modeling that uses a Bayesian updating scheme known as the Beta Reputation System [65] 
for assessing and updating the nodes reputations. The use of the Beta distribution is due to 
the binary form of the events considered. For example, RFSN[2] uses a probability model in 
the form of a reputation system to summarize the observed information (FHI) and share the 
values of the parameters of the probability distributions as second-hand information(SHI). 
This shared information is soft data, requiring a proper way to incorporate it with the 
observed data into the trust model. The step of combining both sources of information is 
handled differently by different trust models. RFSN uses Dempster-Shafer belief theory 
model [48], solving it using the concept of belief discounting, and doing a reverse mapping 
from belief theory to continuous probability. In [49], a new Bayesian fusion algorithm to 
combine more than one trust component - data trust and communication trust to infer the 
overall trust between nodes is proposed. The trust value calculated between nodes based on 
their cooperation in routing messages to other nodes in the network is termed as 
Communication trust (CT). The trust value calculated based on the actual sensed data of the 
sensors in WSNs is known as Data trust (DT).  As an extension to this work, authors 
proposed Recursive Bayesian Approach to Trust Management (RBTMWSN)[50] by  
introducing  a new trust model and a Gaussian reputation system(GRSSN)  for wireless 
sensor networks based on a sensed continuous data.  In this work,  Bayesian probabilistic 
approach based on the work done in modelling Expert Opinion[51] for mixing second-hand 
information from neighboring nodes with directly observed information  is proposed. 
Opinions provided by knowledgeable sources are known as experts opinions. Such opinions 
are modulated by existing knowledge about the experts themselves, to provide a calibrated 
answer. It allows for the formal incorporation of informed knowledge into a statistical 
analysis. The probabilistic approach adopted is to consider the opinion given by the expert 
as soft data that is merged with the hard data according to the laws of probability[52]. In 
[53], authors proposed a Node Behavioral Strategies Banding Belief Theory of the Trust 
Evaluation (NBBTE) Algorithm. In this approach, at first, each node establishes the direct 
and indirect trust values of neighbor nodes by comprehensively considering various trust 
factors such as packet receive, send, strictness, delivery, consistency and availability, etc, and 
combining these factors together with network security grade, correlation of context time 
and rewards degree. Next, fuzzy set theory is used to decide the trustworthiness levels in 
accordance with the fuzzy subset grade of membership functions. Based on the levels of 
trustworthiness, the basic confidence function of D-S evidence theory[54] is accordingly 
formed. Finally, using the revised Dempster rules of combination, the integrated trust value 
of a node is obtained by integrating its trustworthiness of multiple neighbor nodes.  

Current research challenge has been in designing an accurate and efficient trust and/or 
reputation model for distributed and heterogeneous environments[47].  When developing 
such models, different issues have to be taken into consideration. The problem to be solved 
here consists of deciding in a distributed environment which entity is the most reliable to 
interact with, in terms of trust and reputation. That is, having a system where different 
entities offer some services or goods and other ones are requesting those services, the former 
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will always look for the best self profit, while the latter will demand the best services with 
respect to some quality characteristics, properties or attributes. Nevertheless, most of the 
times it is not feasible or realistic to assume the existence of service level agreements or the 
presence of a centralized entity or architecture supplying reliable information regarding the 
actual and current behavior of every service provider in the system. Hence, requesters have 
to determine on their own which service providers are the best ones according to certain 
criteria. Under these conditions, trust and/or reputation models are aimed to select the most 
trustworthy entity all over the system offering a certain service.  

2.7. Trust aware routing 

2.7.1. Definition 

A trust aware routing protocol is a routing protocol in which a node incorporates in the 
routing decision its opinion about the behavior of a candidate router. This opinion is 
quantified and called the trust metric. Trust metric should reflect how much a router is 
expected to behave, for example, forward a packet when it receives it from a previous node. 

Obtaining the trust metric is a problem by itself since it requires several operational tasks on 
observing nodes behavior, exchanging nodes’ experience and opinions as well as modeling 
the acquired observations and exchanged knowledge to reflect nodes trust values. A system 
that provides these tasks to ultimately output a “rating” or a trust value on nodes is called a 
reputation system.  

To appreciate the concept of trust behavior based routing, we provide in the next section 
some aspects that highlight the importance of trust aware routing. 

2.7.2. Importance 

Trust aware routing in WSN is important for both securing obtained information as well as 
protecting the network performance from degradation and network resources from 
unreasonable consumption. 

Most WSN applications carry and deliver very critical and secret information like in military 
and health applications. A WSN network infected by misbehaving nodes can misroute 
packets to wrong destinations leading to misinformation or do not forward packets to their 
destination leading to loss of information. Such critical application can be very sensitive to 
these attacks. Having a trust aware routing protocol can protect data exchange, secure 
information delivery and maintain and protect the value of the communicated information. 

Node misbehavior can cause performance degradation as well. For example, non 
forwarding attacks decrease the system throughput since packets will be retransmitted 
many times and they are not delivered. Denial of service attacks can increase the packet 
delay since some nodes acting as routers will be busy in responding to the attack and 
enforced to delay the processing of other packets. An infected WSN network can be 
partitioned into different parts that cannot communicate among each other due to non 
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forwarding attacks. This leads to the demand of increasing the number of sensors or 
changing the node deployment to return network connectivity. This is very expensive, 
however, can be avoided if a good secure routing solution is adopted.  

Network resources are also affected by misbehaving nodes. For example, Denial of service 
attacks affect resource availability, whether we consider an offended node as a resource for 
routing or we consider the availability of data itself.  Also, this attack forces offended nodes 
to consume unnecessary energy on packet reception and processing.  

As we can see, the information value and the network performance are directly affected by 
the security level provided by trust awareness of the routing operation in WSN.  

2.8. Reputation systems 

A reputation system is a type of cooperative filtering algorithm which attempts to determine 
ratings for a collection of entities that belong to the same community. Every entity rates 
other entities of interest based on a given collection of opinions that those entities hold 
about each other[5,60]. 

Reputation systems have recently received considerable attention in different fields such as 
distributed artificial intelligence, economics, evolutionary biology, etc. Most of the concepts 
in reputation systems depend on social networks analogy. As expected, reputation systems 
are complex in the sense that they do not have a single notion, but a single system will 
consist of multiple parts of notions. Thus, comparing reputation systems is, in fact, a very 
difficult problem. All known trials on such problem were based on qualitative approach. 
The work in [61] proposes an attempt on comparing reputation systems quantitatively based 
on game theory. The authors, thus, identify different notions of reputation systems like, 
contextualization, personalization, individual and group reputation, and direct and indirect 
reputation. 

Reputation systems are often useful in large online communities in which users may 
frequently have the opportunity to interact with users with whom they have no prior 
experience. Such cases are clearly applicable to e-commerce applications and on line 
auctioning sites like eBay[62] and Epinions[63]. Another important field that derives the 
same concept of enforced interaction among entities that lack priori experience on each 
other is the field of ad hoc and wireless sensor network. This is because nodes in such 
networks need to route each others’ packets. Thus, a trust relation should exist among 
themselves. 

In the context of MANET and WSN [5, 11, 64], the reputation of a node is the amount of 
trust the other nodes grant to it regarding its cooperation and participation in forwarding 
packets. Hence, each node keeps track of each other’s reputation according to the behavior it 
observes, and the reputation information may be exchanged between nodes to help each 
other to infer the accurate values. There is a trade-off between efficiency in using available 
information and robustness against misinformation. If ratings made by others are 
considered, the reputation system can be vulnerable to false accusations or false praise. 
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However, if only one’s own experience is considered, the potential for learning from the 
experiences of others goes unused, which decreases efficiency. 

Any reputation system in the context of MANET and WSN should, generally, exhibit three 
main functions [1, 65]: 

 Monitoring: This function is responsible for observing the activities of the nodes of its 
interest set. 

 Rating: A node will rate its interest set nodes based on the node’s own observation, 
other nodes’ observations that are exchanged among themselves, the history of the 
observed node and certain threshold values.   

 Response: Once a node builds knowledge on others’ reputations, it should be able to 
decide about different possible reactions it can take, like avoiding bad nodes or even 
punishing them.   

2.9. Related work 

2.9.1. SPINS - Security protocols for sensor networks 

SPINS (Security Protocols for Sensor Networks) [24] is a set of security protocols that is 
optimized for WSN. It is mainly composed of two building blocks: (i) SNEP (Secure Network 
Encryption Protocol): This protocol provides data confidentiality, two-party authentication 
and data freshness  (ii)  µTESLA (micro version of Timed, Efficient, Streaming, Loss-tolerant 
Authentication protocol): This protocol provides authenticated streaming broadcast.  

SNEP provides its features by semantic encryption; however, we can notice that these 
security services do not have a provision for secure routing. In other words, SNEP is an end 
to end security protocol and cannot prevent routing misbehavior.  

On the other hand, µTESLA provides a secure broadcast communication, which is a 
common and important communication pattern in almost all WSN applications. µTESLA is 
developed to meet the special condition of WSN. For example, µTESLA authenticates initial 
packets using only symmetric keys instead of digital signature. µTESLA obtains routing 
security by authenticated routing that is achieved by deriving the operation on routing 
update packets and checking the correctness of the claiming parents by key disclosure.  

2.9.2. INSENSE - Intrusion-tolerant routing in wireless sensor networks 

INSENS (Intrusion-tolerant Routing in Wireless Sensor Networks)[66] constructs tree-
structured routing for wireless sensor networks (WSNs). It aims to tolerate damage caused 
by an intruder who has compromised deployed sensor nodes and is intent on injecting, 
modifying, or blocking packets. INSENS incorporates distributed lightweight security 
mechanisms, including one-way hash chains and nested keyed message authentication 
codes to defend against routing attacks such as wormhole attack. Adapting to WSN 
characteristics, the design of INSENS also pushes complexity away from resource-poor 
sensor nodes towards resource-rich base stations.  
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2.9.3. SeFER - Secure, flexible, and efficient routing protocol 

SeFER (Secure, flexible, and efficient routing protocol for sensor networks)[67] is based on 
random key pre-distribution mechanism. This mechanism aims to provide an easy way for 
managing the keys in WSN without using public key cryptography. The protocol assumes 
non symmetric communication architecture in which a tree of sensor nodes delivers 
information to a controller according to an inquiry sent into the network. Two nodes may 
communicate indirectly, but securely over a multiple hop path where each pair of nodes on 
this path shares a common key. The protocol provides the methods for nodes to securely 
share their keys and communicate directly so that the efficiency of communication is 
increased.  

In fact, all previously mentioned protocols are crypto based solutions. They can successfully 
fight against attacks in which an intruder falsifies his identity to be a relay for the source 
such as sybil attack. However, other attacks like selective forwarding, blackhole and HELLO 
flooding are still possible especially when the attack is performed by an insider node or a 
node compromised by an intruder. Moreover, any misbehavior due to selfishness or faulty 
operational nodes cannot be prevented or even detected. 

2.9.4. Watchdog and pathrater 

Two extensions to the Dynamic Source Routing (DSR) protocol to mitigate the effects of 
routing misbehavior in ad-hoc networks were proposed in [6,7], namely the Watchdog and 
the Pathrater. The watchdog is the monitoring part that is designed to be responsible for 
detecting only non forwarding misbehavior. This is accomplished by overhearing the 
transmission of the next node. The node thus is assumed to be in a continuous promiscuous 
mode. When the attack is detected, the observing node informs the source of the concerned 
path. In this approach, each node maintains a buffer of recently sent packets; in case the 
packet is not forwarded on within a certain timeout or the overheard packet is different than 
the one stored in the buffer, the watchdog increments a failure counter for the node 
responsible for forwarding the packet. If the counter exceeds a certain threshold, the node is 
considered as misbehaving and the source is notified. 

The pathrater is the component used for reputation. Ratings are kept about every node in 
the network based on its routing activity and they are updated periodically. Nodes select 
routes with the highest average node rating. Thus, nodes can avoid misbehaving nodes in 
their routes as a response. The pathrater combines knowledge of misbehaving nodes with 
link reliability data to select the route most likely to be reliable. Specifically, each node 
maintains a rating for every other node it knows about in the network and calculates a path 
metric by averaging the node ratings in the path, enabling thus the selection of the shortest 
path in case reliability information is unavailable. Negative path values indicate the 
existence of one or more misbehaving nodes in the path. If a node is marked as misbehaving 
due to temporary malfunction or incorrect accusation, a second-chance mechanism is 
considered, by slowly increasing the ratings of nodes that have negative values or by setting 
them to a non-negative value after a long-timeout. However, misbehaving nodes can still 
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responsible for forwarding the packet. If the counter exceeds a certain threshold, the node is 
considered as misbehaving and the source is notified. 
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routes with the highest average node rating. Thus, nodes can avoid misbehaving nodes in 
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considered, by slowly increasing the ratings of nodes that have negative values or by setting 
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transmit their packets as there is no punishment mechanism adopted here. Moreover, no 
second hand information propagation view is considered which limits the cooperativeness 
among nodes. 

2.9.5. CONFIDANT - Cooperation of nodes – Fairness in dynamic ad-hoc networks  

In [3], the authors proposed  CONFIDANT, a routing protocol for MANET with 
predetermined trust,  and later improved it with an adaptive bayesian reputation and trust 
system and an enhanced passive acknowledge mechanism (PACK) in [68] and [69] 
respectively. It is a reputation based secure routing framework in which nodes monitor their 
neighborhood and detect different kinds of misbehavior by means of an enhanced PACK 
mechanism. The nodes use the second-hand information from others as a resource of rating, 
as well. The protocol is based on Bayesian estimation that aims to classify other nodes as 
misbehaving or normal. The observing node excludes misbehaving nodes from the network 
as a response, by both avoiding them for routing and denying them cooperation.  

In this approach, Upon detection of the node’s malice, its packets are not forwarded by 
normally behaving nodes, while it is avoided in case of a routing decision and deleted from 
a path cache. CONFIDANT architecture comprises 4 components residing on each node: the 
Monitor, the Reputation System, the Path Manager and the Trust Manager components. The 
Monitor component enables nodes to detect deviations of the next node on the source route 
by either listening to the transmission of the next node (“passive acknowledgement”) or by 
observing route protocol behaviour. In order to convey warning information in case of 
identification of a bad behaviour, an ALARM message is sent to the Trust Manager 
component, where the source of the message is evaluated. The rating is updated only if 
there is sufficient evidence of malicious behaviour that is significant for a node and that has 
occurred a number of times, exceeding a threshold to rule out coincidences (e.g., collisions). 
Evidence could come either from a node’s own experiences through the Monitor system or 
from the Trust Manager in the form of Alarm messages. Second-hand information is 
attributed with low significance (by means of a constant weighting factor w) with respect to 
the first-hand information, irrespective of its source node. Local rating lists and/or black lists 
are maintained at each node and potentially exchanged with friends. Black lists may be used 
in a route request, so as to avoid bad nodes along the way to the destination or to not handle 
a request originating from a malicious node and in forward packet requests, so as to avoid 
forwarding packets for nodes that have bad rating. 

The protocol assumes a   Dynamic Source Routing (DSR) operational routing protocol and 
lacks a provision on WSN constraints and conditions as it is designed for general ad hoc 
networks.    

2.9.6. CORE - Collaborative reputation mechanism to enforce node cooperation in mobile 
ad hoc networks  

Another famous reputation mechanism in literature is CORE protocol (Collaborative 
Reputation Mechanism to Enforce Node Cooperation in Mobile Ad Hoc Networks) [5]. It is 
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a complete reputation mechanism that defines three different types of reputation: (i) 
Subjective Reputation - reputation observed locally by a node with regards to other nodes 
(direct observations), (ii) Indirect Reputation - reputation provided by nodes to other nodes 
which includes only the positive reports by others  and (iii) Functional Reputation - also 
referred as task-specific behavior, which are weighted according to a combined reputation 
value that is used to make decisions about cooperation or gradual isolation of a node. That 
is, Subjective Reputation and Indirect Reputation are merged by means of a weighted 
combining formula in order to compute a final value of reputation concerning a specific 
evaluation criterion (e.g. packet forwarding) forming Functional Reputation, the last type of 
reputation considered. By combining different functional reputation values concerning 
different evaluation criteria, a global reputation value may be estimated. The subjective 
reputation is computed by giving more relevance to past observations than to recent ones. 
Subjective Reputation values are updated on the basis of a Watchdog mechanism, if 
misbehaviour is identified. Indirect Reputation values are updated by means of a reply 
message that contains a list of all entries that correctly behaved in the context of each 
function.  

In this work, distribution of positive ratings is allowed so as to avoid potential denial of 
service attacks. In case reputation of an entity is negative, the execution of any requested 
operation will be denied by all other entities in the system. The system assumes a DSR 
routing in which nodes can be requesters or providers. The rating is done by comparing the 
expected result with the actually obtained result of a request. Here, nodes exchange only 
positive reputation information. The authors argue that this prevents a false-negative 
(badmouthing) attack, but do not address the issue of collusion to create false praise. In 
CORE, members have to contribute on a continuing basis (thereby enforcing node 
cooperation) to remain trusted or they will find their reputation deteriorating until they are 
excluded. CORE does not provide for a second-chance mechanism. 

2.9.7. SORI - Secure and objective reputation-based incentive scheme for ad hoc networks  

SORI Scheme for Ad Hoc Networks) [4] targets only the non forwarding attack. SORI 
monitors the number of forwarded packets from neighborhood and the number of 
forwarded packets to neighborhood. Reputation rating is then acquired by computing the 
ratio between the two numbers with a consideration for the confidence in the rating 
proportional to the number of packets that are initially requested for forwarding. Second 
hand information is delivered only to the immediate neighbors. This rating source; however, 
is weighted by what is called credibility, which is derived from the rating ratio. The delivery 
of the second hand information is achieved by hash-chain based authentication. SORI 
consists of three components, namely, neighbour monitoring (used to collect information 
about packet forwarding behaviour of neighbours), reputation propagation (employed so as 
to share information of other nodes with neighbours) and punishment (involved in the 
decision process of dropping packet action, taking into account the overall evaluation record 
of a node and a threshold so as to consider collision events). Reputation rating formation 
considers first-hand information weighted by a confidence value used to describe how 
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confident a node is for its judgement on the reputation of another node and second-hand 
information weighted by the credibility of nodes which contribute to the calculation of 
reputation. Credibility of a node is defined on the basis of a node’s behaviour as forwarder 
and not as a witness. Reputation rating itself is based on packet forwarding ratio of a node. 
SORI does not discriminate between selfish and misbehaving node. SORI does not comprise 
a second-chance / redemption mechanism. Finally, SORI, in order to tackle with 
impersonation threats, constructs an authentication mechanism based on a one-way-hash 
chain. 

2.9.8. SAR - Security-aware routing 

SAR [70] (Security-Aware Routing) is a protocol derived from AODV and based on 
authentication and a metric called the hierarchical trust value metric. The hierarchal trust 
values metric governs routing protocol behavior. This metric is embedded into control 
packets to reflect the minimum trust value required by the sender. Thus, a node that 
receives any packet can neither process it nor forward it unless it provides the required trust 
level presented in the packet. Moreover, this metric is also used as a criterion to select routes 
when many routes satisfying the required trust value are available. 

2.9.9. TRANS - Trust routing for location aware sensor networks 

TRANS (trust routing for location aware sensor networks) [72] is a geographic routing 
protocol (GPSR-based [8]) that provides security services using trust metric. It can be 
considered as a tight trust-based routing due to its specific targets and assumptions. It 
basically targets a misbehavior model in which an attacker selectively participates in routing 
signaling and control packets but drops consistently queries and data packets. The protocol 
also assumes static sensor networks in which a tight mapping can be done between the 
nodes’ identities and their locations. TRANS assumes a location-centric architecture that 
helps it in isolating misbehavior and establishing trust routing in sensor networks. As a 
result of that, the protocol assumes a certain communication model in which a single or 
multiple sinks initiate communication requests with various locations. During that phase, 
insecure locations are identified and blacklisted. The trust metric used to judge on location 
security is calculated based on nodes’ experience among each other regarding their 
identities, link availability and packet forwarding. 

2.9.10. RGR - Resilient geographic routing 

Resilient Geographic Routing (RGR) protocol [73] is also a trust-based routing protocol that 
relies on a modified routing operation in GPSR. The basic idea in RGR is to assign an initial 
trust value for each node. Then, this value is incremented or decremented depending on the 
forwarding activity of the monitored node using a step function. The source node selects 
probabilistically a subset among its neighbors to forward its packet. This subset is selected 
from the node’s forwarding set that exhibits trust values greater than a threshold. 
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2.9.11. Robust reputation system for P2P and mobile ad-hoc networks 

The main contribution in this work [68] is its proposal for a distributed reputation system 
that can handle false disseminated information. Every node maintains a reputation rating 
and a trust rating about every node that is of interest. The authors use a modified Bayesian 
approach so that they will accept only a second hand information set that is compatible with 
the current reputation rating. Also, Trust ratings are updated based on the compatibility of 
second-hand reputation information with prior reputation ratings. The work avoids 
exploitation of good behavior that can be incorrectly built over time by introducing a 
concept of re-evaluation and reputation fading. 

2.9.12. RFSN - Reputation based framework for high integrity sensor networks  

This work[2] proposes a reputation-based framework for sensor networks (RFSN) where 
nodes maintain reputation for other nodes and use it to evaluate their trustworthiness. The 
authors tried to focus on an abstract view that provides a scalable, diverse and a generalized 
approach hoping to tackle all types of misbehaviors resulting from malicious and faulty 
nodes. They also designed a system within this framework and employed a Bayesian 
formulation, using a beta distribution model for reputation representation. RFSN integrates 
tools from statistics and decision theory into a distributed and scalable framework.   
Bayesian formulation, specifically a beta reputation system is employed for the algorithm 
steps of reputation representation, updates, integration and trust evolution. This output 
metric of trust can be used by a node in several ways. For example, a data reading reported 
by a node can be weighted by the trust of the node when aggregating data from several 
nodes, thus reducing the impact of the faulty readings. Additionally, the evolution of trust 
over time provides an on-line tool to the end-user to detect compromised or faulty nodes. 
This can help the end-user to take appropriate countermeasures such as replacing the 
corrupted node or sensor.  

The system starts the operation by monitoring. Monitoring mechanism follows the classic 
watchdog methodology in which a node is assumed to be in a promiscuous mode to 
overhear neighbors’ packets. Monitoring behavioral events can result in either cooperative 
event, α, in which a node is behaving well or non cooperative behavior, β, in which a node 
misbehaves. The count of each type is injected into the beta distribution formula as the 
distribution parameters to calculate the node reputation R. This formula calculates node’s 
reputation based on first hand information. The reputation is updated based on the new 
monitoring events, second hand information received and according to the age of the 
current reputation value. Any response action is based on selecting the most trusted node. 
The trust value of a node that is used for decision making is calculated as the statistical 
expectation of the reputation value.  

2.9.13. DRBTS - Distributed reputation-based beacon trust system  

In [74] authors propose a reputation based scheme called Distributed Reputation-based 
Beacon Trust System (DRBTS) for excluding malicious Beacon Nodes(BNs) that provide 



 
Wireless Sensor Networks – Technology and Protocols 252 

2.9.11. Robust reputation system for P2P and mobile ad-hoc networks 

The main contribution in this work [68] is its proposal for a distributed reputation system 
that can handle false disseminated information. Every node maintains a reputation rating 
and a trust rating about every node that is of interest. The authors use a modified Bayesian 
approach so that they will accept only a second hand information set that is compatible with 
the current reputation rating. Also, Trust ratings are updated based on the compatibility of 
second-hand reputation information with prior reputation ratings. The work avoids 
exploitation of good behavior that can be incorrectly built over time by introducing a 
concept of re-evaluation and reputation fading. 

2.9.12. RFSN - Reputation based framework for high integrity sensor networks  

This work[2] proposes a reputation-based framework for sensor networks (RFSN) where 
nodes maintain reputation for other nodes and use it to evaluate their trustworthiness. The 
authors tried to focus on an abstract view that provides a scalable, diverse and a generalized 
approach hoping to tackle all types of misbehaviors resulting from malicious and faulty 
nodes. They also designed a system within this framework and employed a Bayesian 
formulation, using a beta distribution model for reputation representation. RFSN integrates 
tools from statistics and decision theory into a distributed and scalable framework.   
Bayesian formulation, specifically a beta reputation system is employed for the algorithm 
steps of reputation representation, updates, integration and trust evolution. This output 
metric of trust can be used by a node in several ways. For example, a data reading reported 
by a node can be weighted by the trust of the node when aggregating data from several 
nodes, thus reducing the impact of the faulty readings. Additionally, the evolution of trust 
over time provides an on-line tool to the end-user to detect compromised or faulty nodes. 
This can help the end-user to take appropriate countermeasures such as replacing the 
corrupted node or sensor.  

The system starts the operation by monitoring. Monitoring mechanism follows the classic 
watchdog methodology in which a node is assumed to be in a promiscuous mode to 
overhear neighbors’ packets. Monitoring behavioral events can result in either cooperative 
event, α, in which a node is behaving well or non cooperative behavior, β, in which a node 
misbehaves. The count of each type is injected into the beta distribution formula as the 
distribution parameters to calculate the node reputation R. This formula calculates node’s 
reputation based on first hand information. The reputation is updated based on the new 
monitoring events, second hand information received and according to the age of the 
current reputation value. Any response action is based on selecting the most trusted node. 
The trust value of a node that is used for decision making is calculated as the statistical 
expectation of the reputation value.  

2.9.13. DRBTS - Distributed reputation-based beacon trust system  

In [74] authors propose a reputation based scheme called Distributed Reputation-based 
Beacon Trust System (DRBTS) for excluding malicious Beacon Nodes(BNs) that provide 

 
Reputation System Based Trust-Enabled Routing for Wireless Sensor Networks 253 

false location information.  It is a distributed security protocol aimed at providing a method 
by which BNs can monitor each other and provide information so that the Sensor 
Nodes(SNs) can choose who to trust, based on a quorum voting approach. In order to trust a 
BN’s information, a sensor must get votes for its trustworthiness from at least half of their 
common neighbor(s).  In this approach, every BN monitors its 1-hop neighborhood for 
misbehaving BNs and accordingly updates the reputation of the corresponding BN in the 
Neighbor-Reputation-Table (NRT). The BNs then publish their NRT in their 1-hop 
neighborhood. BNs use this second-hand information published in NRT for updating the 
reputation of their neighbors after it qualifies a deviation test. On the other hand, the SNs 
use the NRT information to determine whether or not to use a given beacon’s location 
information, based on a simple majority voting scheme.  

Each BN is responsible for monitoring its neighborhood. When a sensor within its range 
asks for location information, it responds with its location, as do all other beacon nodes 
within the range of the requesting node. Due to the promiscuity of broadcast transmissions, 
a BN can overhear the responses of other BNs in its area. It can then determine its location 
using this claimed location of each BN and comparing them against its true location. If the 
difference is within a certain margin of error, then the corresponding BN is considered 
benign, and its reputation increases. If the difference is greater than the margin of error, then 
that BN is considered malicious and its reputation is decreased.  This distributed model not 
only alleviates the burden on the base station to a great extent, but also minimizes the 
damage caused by the malicious nodes by enabling sensor nodes to make a decision on 
which beacon neighbors to trust, on the fly, when computing their location.  

2.9.14. OCEAN - Observation  based cooperation enforcement in ad hoc networks  

OCEAN[75] approach to selfishness in ad-hoc networks is to disallow any second-hand 
information exchanges. Instead, a node makes routing decisions based solely on direct 
observations of its neighbouring nodes’ interactions with it. OCEAN is designed on top of 
DSR protocol, may reside on each node in the network and hosts five components: 
Neighbour Watch (in order to observe the behaviour of the neighbours of a node), Route 
Ranker (estimating and maintaining ratings for each of the neighbouring nodes), Rank-
based Routing (so as to avoid routes containing nodes in the faulty list), Malicious Traffic 
Rejection (rejecting all traffic from nodes it considers misleading so that a node is not able to 
relay its own traffic under the guise of forwarding it on somebody else’s behalf) and Second 
Chance Mechanism (using a time-out based approach for removing a node from a faulty list 
after a fixed period of observed inactivity and assigning to it a neutral value). Once the 
rating of a node falls below a certain threshold, the node is added to the faulty list 
comprising all misbehaving nodes. In order to tackle selfish behaviour, the authors 
introduce a simple packet forwarding economy scheme, relying again only on direct 
observations of interactions with neighbours.  

Due to the usage of only first-hand information, OCEAN is more resilient to rumour 
spreading. Finally, the authors rely on recent work on proof-of-effort mechanisms and 
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mandate that a new identity will be accepted only if the owner shows reasonable effort in 
generating that identity. 

2.9.15. TIBFIT - Trust index based fault tolerance for arbitrary data faults in sensor 
networks  

In [76], authors propose a protocol called TIBFIT to diagnose and mask arbitrary node 
failures in an event-driven wireless sensor network. An event driven model of  behaviour 
for sensing finds many applications in civilian, military as well as industrial scenarios. The 
goal of the proposed TIBFIT protocol involves event detection and location determination in 
the presence of faulty sensor nodes, coupled with diagnosis and isolation of faulty or 
malicious nodes. In this system model, sensor nodes are organized into clusters with 
rotating cluster heads. The nodes, including the cluster head, can fail in an arbitrary manner 
generating missed event reports, false reports, or wrong location reports. Correct nodes are 
also allowed to make occasional natural errors. The accuracy of the system is defined in 
terms of fraction of instances when an event occurrence is correctly detected, and its location 
determined within the given error bound. The approach followed by the protocol is to 
maintain state of the sensing nodes in terms of the fidelity of their previous sensing actions, 
and use this information in making decisions involving those sensing nodes. Sensor nodes 
report the occurrence and location of events to a data sink (cluster head), and remain silent 
otherwise. The data sink then decides on whether the event occurred and were based on the 
aggregated data. To determine the location of the event, the data sink must aggregate all 
reports from nodes within the detection radius. In this approach, a new parameter called 
trust index for this aggregation is introduced. Each node is assigned a trust index to indicate 
its track record in reporting past events correctly. The cluster head analyzes the event 
reports using the trust index and makes event decisions.  The Trust Index(TI)  of a node is a 
quantitative measure of the fidelity of previous event reports of that node as seen by the 
data sink. In a system comprised of sensing nodes, the data sink assigns and maintains a TI 
for each node in its domain, and does voting in a state-full manner. As the system runs over 
a longer time, more state is built up concerning the performance of the associated sensing 
nodes, and hence tolerance for faults also goes up accordingly.  Authors claim that TIBFIT 
can tolerate faults in a network with more than 50% of its nodes compromised after it has 
built up adequate state of the nodes.  

The main contributions of this paper are the following: 

i. TIBFIT tolerates nodes that fail both naturally and maliciously, and makes decisions on 
event occurrence as well as location. Under several scenarios, accurate event 
determination and localization can be done even with more than 50% of the network 
compromised.   

ii. No nodes are considered immune to failure, whether they are sensing nodes or the data 
sink.  

iii. An adversary model is proposed with increasing levels of sophistication and 
demonstrated the effectiveness of the protocol in each case. 
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iv. The protocol is generic and can be applied to any data sensing and aggregation 
application in sensor networks. 

2.9.16. PLUS - Parameterized and localized trust management scheme protocol 

In [77] authors have proposed Parameterized and Localized trUst management Scheme 
(PLUS) for WSNs. The authors adopt a localized distributed approach and trust is calculated 
based on either direct observations or indirect observations. Whenever a node needs 
recommendation about another node, it will broadcast a request packet to its neighbors. 
This packet contains the identity of the evaluating node. In response all the nodes (except 
the node whose is going to be evaluated) send back a response packet to the requester. Once 
all the response packets are received, the requester will calculate the final trust value. If the 
node finds any misbehavior about the evaluated node, then the node will broadcast a 
exchange information packet to its neighbors. This packet contains information about 
identity of the node and error code. Based on the trust policy, the neighboring nodes send 
out its opinion: exchange Acknowledgement packet in case if they agree with the sender, 
otherwise neighbors will reply with exchange Argue packet indicating disagreement. 

2.9.17. LARS - Locally aware reputation system  

In [78], the authors propose LARS to mitigate misbehavior and enforce cooperation. Each node 
only keeps the reputation values of all its one-hop neighbours. The reputation values are 
updated on the basis of direct observations of the node’s neighbours. If the reputation value of 
a node drops below an untrustworthy threshold, then it is considered misbehaving by the 
specific evaluator node. In such a case, the evaluator node will notify its neighbours about 
misbehaviour, by initiating a WARNING message. An uncooperative node is identified in the 
neighbourhood region, in case a WARNING message issued by a node is co-signed by m 
different one hop-neighbours, where m-1 is an upper bound on the number of nodes 
considered in the one-hop neighbourhood, in order to prevent false accusations and problems 
caused with inconsistent reputation values. Additionally, a fade factor has been introduced to 
give less weight to evidence received in the past. The misbehaving node is not excluded from 
the network for ever. After a time-out period, it is accepted, but with the reputation value 
unchanged so it would have to built its reputation by good cooperation. 

2.9.18. TARF - A trust-aware routing framework for wireless sensor networks 

In [79] authors propose a trust aware routing framework for WSNs called TARF to secure 
multi-hop routing in WSNs against intruders exploiting the replay of routing information. 
This approach identifies malicious nodes that misuse “stolen” identities to misdirect packets 
by their low trustworthiness, thus helping nodes circumvent those attackers in their routing 
paths. It incorporates the trustworthiness of nodes into routing decisions and allows a node 
to circumvent an adversary misdirecting considerable traffic with a forged identity attained 
through replaying. It significantly reduces negative impacts from these attackers. TARF is 
also energy efficient, highly scalable, and well adaptable.  
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In this approach, to route a data packet to the base station, a node only needs to decide to 
which neighbouring node it should forward the data packet considering both the 
trustworthiness and the energy efficiency. It maintains a neighbourhood table with trust 
level values and energy cost values for certain known neighbours.  Two types of routing 
information that need to be  exchanged in addition to data packet transmission are – (i)  
Broadcast messages from the base station about data delivery and (ii)  Energy cost report 
messages from each node. Neither message needs acknowledgement. A broadcast message 
from the base station is flooded to the whole network. The other type of exchanged routing 
information is the energy cost report message from each node, which is broadcast to only its 
neighbours once. Any node receiving such an energy cost report message will not forward 
it. Each  node has two modules – Energy Watcher and Trust Manager running on it  in order 
to maintain  a neighbourhood table with trust level values and energy cost values for certain 
known neighbours. Energy Watcher is responsible for recording the energy cost for each 
known neighbour, based on nodes observation of one-hop transmission to reach its 
neighbours and the energy cost report from those neighbours. A compromised node may 
falsely report an extremely low energy cost to lure its neighbours into selecting this 
compromised node as their next-hop node; however, these TARF-enabled neighbours 
eventually abandon that compromised next hop node based on its low trustworthiness as 
tracked by Trust Manager. Trust Manager is responsible for tracking trust level values of 
neighbours based on network loop discovery and broadcast messages from the base station 
about data delivery. At the beginning, each neighbour is given a neutral trust level. After 
any of those events occurs, the relevant neighbours’ trust levels are updated. Occurrence of 
a loop degrades that node’s next-hop node’s trust level  thereby gradually taking the trust 
level to a low value  leading  to the breaking of the loop by changing its next-hop selection. 
On the other hand, to detect the traffic misdirection by nodes exploiting the replay of 
routing information, Trust Manager computes the ratio of the number of successfully 
delivered packets which are forwarded by this node to the number of those  forwarded data 
packets, denoted as Delivery Ratio. Once a node is able to decide its next hop neighbour 
according to its neighbourhood table, it sends out its energy report message -  it broadcasts 
to all its neighbours its energy cost to deliver a packet from the node to the base station.  

2.9.19. SensorTrust - A resilient trust model for wireless sensing systems 

In[80], authors propose a resilient trust model, SensorTrust with a focus on data integrity for 
hierarchical WSNs. In this model, the aggregator maintains trust estimations for children 
nodes by integrating their long-term reputation and short-term risk and taking into 
consideration both communication robustness and data integrity.  Long-term reputation, 
also called conventional reputation, refers to its average performance level in its whole past 
history, and short-term risk identifies to which degree its future behaviour is associated 
with its recent performance. Neither long-term reputation nor short-term risk alone could 
fully reflect current trustworthiness. On the one hand, a single fault could occasionally 
happen to even a trustworthy sensor node, but that doesn't necessarily mean the node is 
unreliable. That suggests the one-sidedness of short-term risk. On the other hand, long-term 
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reputation treats the node's behaviour in each transaction equally. But in the real world, a 
node with good average performance level might begin to behave negatively during recent 
transactions. That could suggest that the sensor starts to malfunction. Since a node can 
behave maliciously regarding either wireless communication or data management, 
trustworthiness is evaluated from two aspects: communication robustness and data 
integrity. This model employs the Gaussian model to rate data integrity in a fine-grained 
style, and a flexible update protocol to adapt to different applications. In this model, to 
accurately identify the current trust level, past history and recent risk are synthesized in a 
real-time way. This model uses a SensorTrust value, which is a decimal number in [0,1], to 
represent trustworthiness level.  The higher some node's SensorTrust value is, the more 
trustworthy that node is. Specifically, the SensorTrust value in terms of communication 
robustness is the estimated probability of a positive communication transaction; the 
SensorTrust value in terms of data integrity is the estimated probability of integrity of data. 
At the beginning, the aggregator  assigns a SensorTrust value of  0 to  its children nodes, 
since no evidence of trustworthiness is available. Each time a sensor node interacts with its 
associated aggregator, the aggregator evaluates the node's behavior by giving a rating 
number in [0,1] for this transaction in terms of communication robustness and data integrity 
respectively. This rating number reflects the aggregator's opinion of the current transaction: 
the higher the rating numbering is, the more positive the aggregator views the sensor node 
to be. The rating number together with its latest SensorTrust value will be used by the 
aggregator to update the node's SensorTrust value. With acceptable overhead, SensorTrust 
proves resilient against varied faults and attacks. 

Considering the related work  reported in the literature, it can be stated that there is a lack of 
standardization orientations when designing a trust and/or reputation model for distributed 
systems[46,47,55]. It has been found that approaches/schemes proposed in related research literature 
are based on quite different assumptions, while the trust/reputation framework considered varies 
significantly in many aspects. Some of the aspects in which these reported approaches differ can be 
listed as -  Computation of trust/reputation  considering  only first hand information or both first-
hand and second-hand information, Propagation of second-hand information considering only 
positive, negative or both types of recommendation, Degree of propagation, Adopted model for 
reputation value computation, Dishonest second-hand information provisioning, Identification of 
misbehaving nodes, Actions taken, Node re-integration in the system, etc. The proposed reputation 
systems use several debatable heuristics for the key steps of reputation updates and integration. Some 
systems maintain a statistical representation of the reputation by borrowing tools from the realms of 
game theory. These systems try to counter selfish routing misbehaviour of nodes by enforcing nodes 
to cooperate with each other. More recent reputation systems proposed in the domain of ad-hoc and 
sensor networks,   formulate the problem in the realm of Bayesian analytics rather than game theory. 
Furthermore, most of the trust research focuses on communication behaviors without clearly 
indicating data integrity importance. Some reported recent approaches employ communication trust 
and data trust separately in their suggested trust models considering the fact that one of the main 
tasks of WSNs is data collection and moreover, different applications have their own specific 
requirements regarding communication trustworthiness and data trustworthiness.   
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3. Reputation system overview 

In this section, an overview of the proposed reputation system will be presented. The 
section will start by describing the general framework. This is followed by a brief 
description of our customized reputation system that fits into the framework guidelines. 

3.1. Reputation system framework 

The conceptual operation of the reputation system is based on building a trust relation 
between different members of the community as they learn about each other. Thus, 
irrespective of why a node needs to build such relations, any reputation system must have 
two basic components, i.e. monitoring component to allow nodes to learn about each other 
and rating component to build the trust relations among nodes. However, the purpose of 
these trust relations will determine the specifications of each component and may imply a 
new component responsible for further actions based on the trust relations.  

Our reputation system is fully distributed in the sense that each node implements all 
modules with the full functionality. Moreover, at the initial deployment stage, all nodes start 
with default and equal reputation values. This implies that all nodes have the same trust 
relation among each other. However, these initial reputation values are not the ones that 
imply a full trust. This is because our system assumes an always-suspicious environment in 
which all nodes are always ‘suspects’. A node can increase its reputation by good behavior 
or, otherwise, it decreases. 

Since the purpose of the reputation system in this work is to provide trust aware routing in 
WSN, there are three basic components in our system. They are as follows. 

3.1.1. Monitoring component 

The reputation system operation starts by the execution of monitoring component. 
Monitoring component is responsible for collecting behavior information by direct 
observation of neighbor’s activities. In this work, we are concerned only in routing activities 
and, more specifically, in packet forwarding, i.e. monitoring whether a router is forwarding 
a packet or not. After a monitoring node detects some misbehavior, it reports its observation 
as a quantity to the rating component.  

3.1.2. Rating component 

This component is responsible for evaluating the reputation of an observed node. Assume 
that node A wants to evaluate a reputation value for a node B that may or may not be 
directly monitored by A. Then, the reputation value of B evaluated by A is a number that 
reflects how good or bad node B behaves from the perspective of node A considering: 

 Monitoring results of all types of routing activities. 
 Monitoring results obtained by direct observations from A as first hand information, if 

any. 
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 Monitoring results gathered from other nodes observing B and shared with A as second 
hand information, if any.  

Once a reputation value for B is formed by A, A will decide about a certain level of trust 
relationship with B. Notice that, according to these specifications of the rating module, it is 
not necessary that A and B are neighbors to each other. Thus, A can have a trust relation 
with any node in the network. This, in fact, helps in generalizing the framework to allow the 
use of various routing protocols that differ in the obtainable level of hop information. For 
example, with DSR, in which multi-hop information can be collected, this module provides 
the ability to build trust relations among all nodes from source to destination. Also, on the 
other extreme, the module can work with geographic routing protocols like GPSR and 
GEAR with one hop information.  

3.1.3. Response component 

Once node A gets reputation knowledge about node B and decides a trust relation with it, A 
may or may not respond to B’s behavior. Since our system treats the secure routing purpose, 
A should respond in a proper manner. Among different possible reactions provided in 
many reputation systems [3, 5, 72], our system framework assumes three main response 
approaches with regard to node A. 

 Defensive approach: Here, node A just avoids using node B as a router. This avoidance 
can be gradual as the reputation value of node B decreases. However, B can still use A 
or any node to forward its packets. 

 Offensive approach: In this approach, node A avoids B as in the previous approach. In 
addition to that, A takes further actions by punishing node B. However, node B still has 
the right to defend itself and is treated normally if it can prove a good behavior. 

 Dismissal approach: in this approach, node A totally ignores node B as if it is not in the 
network.  So, A does not receive any packet coming through B and does not forward to 
it. Moreover, B will never rejoin the network as seen by node A.  

The previous approaches show possible single responses that can be taken by a single node. 
However, by the assumption of nodes cooperation, these approaches can extend to more 
than one node or possibly to the whole network by the propagation of second hand 
information or some sort of alarms. 

With these three components of our framework, the following block diagram in figure 1 
illustrates our reputation system operation and inter-components relationships. 

3.2. Customized reputation system – SNARE overview 

This section describes our new customized reputation system that fits into the general 
framework described earlier. We called our system: Sensor Node Attached Reputation 
Evaluator (SNARE) system[82][83]. 

SNARE is a collection of protocols and algorithms that interacts directly with the network 
layer. The system consists of three main components; i.e. monitoring component, rating 
component and response component.  
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Figure 1. SNARE Reputation system framework 

The monitoring component, EMPIRE(Efficient Monitoring Procedure In REputation 
system)[84], observes packet forwarding events. A monitoring node will not be in a 
continuous monitoring mode of operation, rather, it will monitor the neighborhood 
periodically and probabilistically to save resources. When a misbehaving event is detected, 
it is counted and stored until an update time, Tupdate or TON is due, then a report is sent to the 
rating component. 

The rating component, CRATER(Cautious Rating for Trust Enabled Routing)[85], evaluates 
the amount of risk an observed node would provide for routing operation. The risk value is 
a quantity that represents the previous misbehaving activities that a malicious node (a node 
that drops packet) obtained. This value is used as an expectation for how much risk would 
be suffered by selecting that malicious node as a router. It is calculated based on the first 
hand information and the second hand information. The first hand information is achieved 
by the direct observation done by the node of concern. Risk values are updated based on the 
first hand information every time a new misbehavior report is received from the monitoring 
component. Moreover, if an observed node shows an idle behavior during a certain period, 
its risk value is reduced. A monitor also updates the risk values of its neighbors by second 
hand information received periodically from some announcers.   



 
Wireless Sensor Networks – Technology and Protocols 260 

 
Figure 1. SNARE Reputation system framework 

The monitoring component, EMPIRE(Efficient Monitoring Procedure In REputation 
system)[84], observes packet forwarding events. A monitoring node will not be in a 
continuous monitoring mode of operation, rather, it will monitor the neighborhood 
periodically and probabilistically to save resources. When a misbehaving event is detected, 
it is counted and stored until an update time, Tupdate or TON is due, then a report is sent to the 
rating component. 

The rating component, CRATER(Cautious Rating for Trust Enabled Routing)[85], evaluates 
the amount of risk an observed node would provide for routing operation. The risk value is 
a quantity that represents the previous misbehaving activities that a malicious node (a node 
that drops packet) obtained. This value is used as an expectation for how much risk would 
be suffered by selecting that malicious node as a router. It is calculated based on the first 
hand information and the second hand information. The first hand information is achieved 
by the direct observation done by the node of concern. Risk values are updated based on the 
first hand information every time a new misbehavior report is received from the monitoring 
component. Moreover, if an observed node shows an idle behavior during a certain period, 
its risk value is reduced. A monitor also updates the risk values of its neighbors by second 
hand information received periodically from some announcers.   

 
Reputation System Based Trust-Enabled Routing for Wireless Sensor Networks 261 

In this work, our system adopts the defensive response approach of the proposed 
framework. Thus, depending on the trust relations, a node will try to avoid malicious 
nodes based on the routing decision made by the developed routing protocol - 
Geographic, Energy, Trust Aware  Routing protocol (GETAR). GETAR incorporates the 
trust information along with distance and energy information to choose the best next hop 
for the routing operation. The detailed description of this enhanced protocol GETAR is 
presented in section 4. 

3.3. System assumptions 

In order to understand how our system works and how simulations have been carried out, it 
is essential to formally identify the general assumptions on system requirements and 
boundaries. We will look at system assumptions from different perspectives. 

3.3.1. WSN Perspective 

In this work, we consider a WSN with a total number of nodes deployed in a random 
topology or in a grid topology inside a square area. It is assumed that the nodes 
communicate via bidirectional links so that the nodes can monitor packet forwarding. 
Moreover, all nodes have equivalent power transmission capabilities, i.e. all have 
equivalent transmission range. It is also assumed that the consumed power during the 
simulation time does not impact the transmission range of nodes. This assumption is 
made to keep the focus of our work on security issues and not on power control. The 
transmission and reception power are set to 1 Watt whereas the processing power is 
considered to be 1 milli-Watt per transmission, reception or monitoring operation. Finally, 
in this work, we assume a static WSN.  Mobile WSN can be an interesting subject of a 
future research work. 

3.3.2. Communication model perspective 

The system adopts a general communication model in which each node in the system can 
initiate a routing operation. Thus, any node can be a source. Moreover, any node can be a 
destination for that node. The selection of the source-destination pair is done randomly. The 
reason of adopting this model is to study a very general case and not limiting our scope to 
particular scenarios. Other more realistic scenarios are important to consider. However, 
such scenarios should also account for the application specifications.  

3.3.3. Security perspective 

The existence of the reputation system does not imply a complete solution for all security 
problems. Our proposed solution tries to solve a particular security problem  
that is related to nodal behavior in the routing operation, as has been discussed earlier. 
Thus, some reasonable assumptions are made to make the work more focused on our 
problem:  
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 The system assumes always-suspicious nodes. This means that a node can not be fully 
trusted. Every node is assumed to have a minimum risk that can be encountered if that 
node is used as a router. 

 The system assumes a crypto system for any setup requirements. This system is 
dependent on the routing protocol and, hence, it would imply different 
implementations that are left to the desire of the operator. 

 The system assumes collusion-free attacks. The design of the system, however, can be 
easily modified to handle collusion based attacks since we adopt modular design. 
Changes need to be done in the rating component.   

 The system treats only one type of behavior related attacks, i.e. non forwarding attack. 
Although the reputation system can be applied to any other attack, we concentrate here 
on non-forwarding attack. This is because we are not interested in Intrusion detection 
Systems (IDS), and we want to maintain the focus of the work on reputation system 
evaluation. 

 The system assumes honesty in treating information exchange about nodes energy 
levels or risk values. Honesty can be accounted for in the rating component.  

3.4. Monitoring component: Efficient monitoring procedure in reputation 
systems (EMPIRE) 

In the context of reputation systems, monitoring is the function that is responsible for 
observing the activities of the nodes of its interest set, for example, the set of its neighbors. 

Monitoring operation can be considered as the most expensive part in terms of resource 
usage for WSN. That is because it requires a node to track the events occurring around it by 
overhearing packet transmissions, which consumes lots of energy. Moreover, the 
computations and allocations of such events may consume a considerable amount of 
processing power and memory space, which are also important to conserve in WSN. As a 
result, a node has to monitor the behavior of its neighbors in an efficient manner that can 
provide a better possible way of resource conservation, while being able to reach to a good 
conclusion about the neighbors’ behaviors so that it will take a proper action based on what 
it has observed.   Thus, an efficient monitoring mechanism should guarantee a satisfactory 
level of capturing neighborhood activities, while trying to minimize power consumption, 
memory usage, processing activities, communication overhead, etc. 

A new monitoring strategy that is called Efficient Monitoring Procedure In REputation system 
(EMPIRE) to solve the problem of efficient monitoring in WSN is proposed in [84]. 
Monitoring efficiency is realized here by the association between the nodal monitoring 
activity (NMA) and various performance measures. NMA is determined by the frequency of 
monitoring actions that a node takes to collect direct observation information. Reducing the 
frequency of monitoring, i.e. reducing NMA, will affect the quantity and/or the quality of 
the obtained information. Thus, the performance measures will be affected. However, on the 
other hand, this reduction implies a saving in node’s resources such as power, processing 
and memory. EMPIRE provides a probabilistic approach to reduce nodal monitoring 
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activities (NMA), while keeping the performance of the system, from the behavior and trust 
awareness perspective, at a desirable level. 

In this procedure as depicted in figure 2, every sensor node is alternating between two nodal 
monitoring activity states, i.e. ON state and OFF state. A node that is in ON state is a node 
that performs monitoring activities such as overhearing packets, checking the headers for 
validation, storing packets to validate events, etc. On the other hand, an OFF node is a node 
that does not do any monitoring activity. Notice that ON and OFF states are associated with 
the nodal monitoring activity. Thus, an OFF node may still receive, send and process data 
not related to monitoring issues. As explained earlier, the objectives of this procedure are 
realized through the frequency of nodal monitoring activity, NMA. Since nodes alternate 
between ON and OFF states, reducing NMA is determined by how much a node will stay in 
each of these states. Thus, when a node stays longer in ON state, its NMA will increase and 
when it stays longer in OFF state, NMA will decrease.  The basic phenomenon of EMPIRE is 
to allow each node to enter a certain state probabilistically, stay there for a deterministic 
duration and then, at the end of that duration, it probabilistically leaves its state to the other 
one or stay for another epoch. 

 
Figure 2. EMPIRE algorithm block diagram 

In a cooperative monitoring environment, a node does not need to have a high NMA by 
continuously monitoring its neighbors’ activities as long as there are a sufficient set of nodes 
that can monitor the same activities. So, if an activity can be monitored by two or more 
nodes who can share their knowledge among each other, then it is enough to have only one 
monitor active at a time. Then, upon some scheduling approach, the active node sleeps and 
another one gets awake.  However, this scheduling problem is very complex and depends 
on different conditions like the network topology, network deployment, nodes mobility, etc. 
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Thus, in our EMPIRE solution, we are trying to induce a condition-independent and 
probabilistic “virtual scheduling” among nodes to overcome that problem. It is very 
important here to emphasize the node cooperation assumption. Node cooperation implies 
that a node will be willing to inform other nodes about its findings from its NMA. This is 
known as indirect reputation knowledge sharing or second hand information propagation. 
With this assumption, nodes will still be able to capture the events it loses during its OFF 
state.   EMPIRE is based on a distributed and probabilistic monitoring approach. The main 
goal of EMPIRE is to provide good monitoring operation that satisfies the security 
requirements, while using the least possible nodal monitoring activity. This way, a node will 
also be able to conserve its resources. Our simulation results show that EMPIRE can satisfy 
various levels of monitoring requirements with different possible choices of nodal 
monitoring activity levels. Moreover, EMPIRE is safe in the sense that it can differentiate 
between malicious and non malicious nodes regardless of the choice of the nodal 
monitoring activity.   

A detailed discussion and analysis of the EMPIRE procedure,  simulation setup,  
performance measures, and simulation results can be found in [84]. 

3.5. Rating component: Cautious rating for trust enabled routing (CRATER) 

In this section, a new rating approach for reputation systems in WSN called CRATER[85] is 
presented. CRATER evaluates nodes reputation by a risk representation. This risk value is 
computed based on FHI, SHI and idle behavior (NBP). The mathematical modeling of 
CRATER assumes a set of conditions that we define as cautious assumptions in which a 
node is very cautious in dealing with other’s information. 
In reputation systems, after a node gathers some information regarding the behavior of 
other nodes of interest, it needs to evaluate or rate these nodes. This is done by the rating 
function or the rating component of the system. Rating function is based on the node’s own 
observation, other nodes’ observations that are exchanged among themselves and the 
history of the observed node. 

The rating component of a reputation system is a very critical part since it is responsible for 
providing the reputation of nodes. Thus, it can be considered as the heart of any reputation 
system. 

To illustrate the rating operation, assume that node A wants to evaluate a reputation value 
for a node B that may or may not be directly monitored by A. Then, the reputation value of 
B evaluated by A is a number that reflects how good or bad node B behaves from the 
perspective of node A, considering: 

 Monitoring results of all types of routing activities. 
 Monitoring results obtained by direct observations from A as first hand information, 

FHI. 
 Monitoring results gathered from other nodes observing B and shared with A as second 

hand information, SHI. 
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Once a reputation value for B is formed by A, A will decide about a certain level of trust 
relationship with B 

An important issue in rating is the reputation update. Since rating is related to node 
behavior, the reputation of a node should be a dynamic metric that changes with time. This 
change would be due to new FHI observations, new SHI, or other defined aspects like, for 
example, to “forgive” some idle malicious nodes. 

A new rating technique called Cautious RAting for Trust Enabled Routing (CRATER) is 
presented in [85]. Basically, this technique identifies three rating factors: FHI, SHI and 
Neutral Behavior period (NBP) during which a node is not doing any activity. The new 
contribution in CRATER is its mathematical approach that is used to rate nodes based on 
what we call cautious assumptions, which are very true in many applications in WSN. 

3.5.1. Cautious assumptions 

The rating methodology proposed in CRATER assumes what we call “the cautious 
assumptions”. These assumptions are: 

 Pessimistic start: The default status of a node joining the WSN network is to be 
untrustworthy. However, its reputation, or what we will call later the risk value, will 
not be at the extreme level.  

 Unreliable SHI: A node tries to be as much independent from SHI as possible to avoid 
dishonesty issues.  

 Rejecting good news: Announcing “good news” about other nodes in SHI can be a trial 
from the announcer to relieve itself from routing duties and put the burden on the 
others or it can be thought as collusion between the announcer and an attacker. Thus, 
nodes are not interested in hearing good news. On the other hand, “bad news” is very 
much welcomed. The differentiations between these good or bad announcements are 
realized by a threshold.  

 Local interest: This means that a node is only interested in rating its immediate 
neighbors.  

3.5.2. Rating factors in CRATER 

In CREATER, each node rates its neighbor by assigning a risk value to the corresponding 
monitored node. The risk value of node j assigned by node i, ri,j  is defined as a quantity that 
represents how much risk the node i will encounter when it uses node j as a next hop to 
route its packets. This value ranges from 0 to 1 where 0 represents the minimum risk and 1 
represents the maximum risk. The reputation of node j as per node i is then computed as: 

 repi,j=1-ri,j     (1) 

The CRATER operation is based on rating the nodes on the risk notion. Each node evaluates 
the risk values of its neighbors and takes the proper action based on the values it obtains. 
The risk values are affected by three factors: 
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 FHI: The direct observation of the neighbor’s behavior, this will be referred to as first 
hand information, FHI. 

 SHI: The opinion of other nodes regarding the neighbor of concern. This will be called 
second hand information, SHI. 

 Neutral Behavior Periods (NBP): these are the periods during which a neighbor is 
observed doing nothing. That is, a neighbor does not receive anything to be tested for 
forwarding.  

Each node in the system continuously and periodically updates the risk values of its 
neighbors based on the information collected during these update periods . 

The general algorithm that a node i follows to rate its neighbor j is: 

 Node i monitors node j for the duration of the update period, Tupdate.  
 At the end of each update period, do the following: 

 Calculate ri,j,FHI using the new FHI. 
 Update the old risk value, ri,j,old using the new calculated ri,j,FHI to get ri,j. 
 Calculate the ri,j,SHI using the SHI. 
 Update ri,j using the ri,j,SHI 
 Update ri,j if neutral behavior periods are realized. 

When node j is observed by i for n consecutive update periods to be idle in its behavior, 
node i will give node j a chance to be more trusted by reducing its current risk value. A node 
is considered to be in idle behavior if it does not perform any routing operation. The 
reduction procedure follows exactly the same methodology explained in rating based on 
FHI when ri,j,FHI=0. The only difference here is that in the case of neutral behavior the update 
is done after we observe such behavior during n consecutive update periods whereas it is 
done immediately after an update period in the case of ri,j,FHI=0. The choice of n is a design 
parameter that depends on how much a network is tolerable against attacks. High values of 
n mean that we are not willing to forgive malicious nodes quickly. 

A detailed discussion and analysis of the CRATER approach, simulation setup,  
performance measures, and simulation results,  can be found in [85]. 

3.6. Reputation systems-independent scale for trust on routing (RESISTOR) 

Reputation systems are very complicated systems to evaluate or compare. This is because 
each system has its own components’ implementation methods, like monitoring strategy, 
rating approach and response mechanism. All these components affect the efficiency of the 
reputation system individually as well as a complete system. Therefore, it is important to 
come up with a simple mechanism that can evaluate and analyze a reputation system. Such 
a mechanism must be: 

 Independent of the reputation system: This means that the inputs of the formulae or 
equations used in this mechanism should not use the specific parameters that determine 
how the individual component of the reputation system is working.  
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 Representative for the effect of each individual component: This means that the 
mechanism should provide parameters that reflect the role of individual components in 
the reputation system. 

In this work, we propose a simple but strong, independent and representative scale to 
evaluate reputation systems called REputaion Systems-Independent Scale for Trust On Routing 
(RESISTOR)[85]. 

3.6.1. The resistance concept 

RESISTOR is an evaluation procedure that is used to evaluate the performance of reputation 
systems that are designed to provide trust aware routing. The basic idea behind RESISTOR 
is to utilize some of the objectives of a reputation system in an analytical way to evaluate the 
performance of the system. 

Any reputation system that is concerned with trustworthy routing has two main  
objectives: 

 Recognizing the malicious nodes by ultimately reaching to their theoretical reputation 
values or risk values as in the context of CRATER. 

 Reducing the flow of packets into the malicious nodes so that they will not have a 
chance to drop packets, or do any other type of attacks. 

Having these two objectives, we introduce the resistance metric. We define, generally, the 
resistance between node i and a malicious node j in the direction from i to j; RESi,j, as a ratio 
of the risk value ri,j to the number of packets that flow from node i to j, i.e. Pi,j. 

Please notice here that the concept of resistance is only associated with malicious nodes. 
Thus, if ri,j is high, the resistance value will be high, reflecting that the reputation system is 
performing well since we are “resisting” a malicious node. Similarly, if Pi,j is small, the 
resistance value gets high, inferring that the reputation system is performing well, too. This 
is because we expect to pass few packets to a malicious node, ideally zero packets. 

The resistance concept is analogous to the resistance phenomenon in electric circuits. We can 
think of the risk value of a malicious node j as seen by i as the voltage difference between j 
and i and the packet flow from i to j as the current flow. The resistance, then, increases as the 
voltage, ri,j increases and the current Pi,j decreases similar to Ohm’s law; R=V/I. Following 
this analogy, we have: 
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Thus, a good reputation system must provide high resistance. A perfect reputation system 
should provide an infinite resistance since Pi,j=0. A detailed discussion and evaluation of 
CRATER using RESISTOR approach, simulation setup, and simulation results,  can be found 
in [85]. 
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4. Response component : Geographic, energy and trust aware routing 
(GETAR) protocol 

In this section, an enhanced routing protocol that aims to provide a secure packet delivery 
service guarantee by incorporating the trust awareness concept into the routing decision is 
presented. Our proposed protocol is called Geographic, Energy and Trust Aware Routing 
(GETAR) which is an enhanced version of the Geographic and Energy Aware Routing 
(GEAR) protocol [9]. GEAR is basically a geographic routing protocol in which the next hop 
is selected based on two metrics: the distance between the next hop and the destination and 
the remaining energy level the next hop owns. The new contribution in GETAR is to add a 
third metric in the next-hop selection process, i.e. the risk value of a node that is computed 
by the rating component, CRATER in our case. 

After a node monitors its neighborhood using EMPIRE and rate them based on CRATER, 
the node should make the proper response that leads to a proper routing decision. Assume 
that node A computed a risk value for a malicious neighboring node, B. Then, node A may 
or may not respond to B’s behavior. Since our system treats the secure routing purpose, A 
should respond in a proper manner. Among different possible reactions provided in many 
reputation systems [3, 5, 72], we can identify three main response approaches: 

 Defensive approach: Here, node A just avoids using node B as a router. This avoidance 
can be gradual as the risk value of node B increases. However, B can still use A or any 
node to forward its packets. 

 Offensive approach: In this approach, node A avoids B as in the previous approach. In 
addition to that, A takes further actions by punishing node B. However, node B still has 
the right to defend itself and to be treated normally if it can prove a good behavior. 

 Dismissal approach: In this approach, node A totally ignores node B as if it is not in the 
network.  So, A does not receive any packet coming through B and does not forward to 
it. Moreover, B will never rejoin the network as seen by node A.   

In this work, the defensive approach where malicious nodes are simply avoided without 
any further actions against them is adopted.   

4.1. The original protocol: GEAR 

4.1.1. GEAR description 

Geographic and Energy Aware Routing [9] (GEAR) is a geographic routing protocol in 
which the routing decision accounts for the geographic location of a selected node with 
respect to the destination. It is also considered as a location based routing protocol because 
nodes are assumed to be interested in communicating with other nodes that reside in certain 
geographic locations regardless of their identities. The protocol implements greedy 
forwarding approach based on distance to destination and energy consumption 
considerations. In fact, the protocol tries to fairly consider energy balancing among the 
neighbors of a packet forwarder node.  
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In GEAR, the routing mechanism involves two phases: 

 Forwarding the packet to a target region R with a greedy algorithm that tries to balance 
energy. 

 Disseminating the packet within the target region by recursive forwarding. 

Forwarding: Forwarding operation in GEAR can be summarized by the following steps: 

 Each node N maintains a state value h(N,R) which is called the learned cost to region R. 
A node infrequently updates its h(N,R) value to its neighbors. Thus, every node N has 
state value knowledge for each neighbor Ni. 

 A Source N picks a neighbor Nmin with the minimum learned value to the region R. 
 If N does not have the learned cost of a neighbor Ni, N estimates the learned cost by 

using the estimated cost function c(Ni,R). The function combines the distance d from Ni 
to R and the consumed energy value e at Ni, as follows: 

 h(Ni,R) c(Ni, R) = α d (Ni, R) + (1- α) e (Ni)  (3) 

where d(Ni, R) is the distance from Ni to the center of R normalized (divided) by the 
largest such distances among all other candidates. e(Ni) is the so far consumed energy 
at node Ni normalized by the largest consumed energy among all candidates. α is a 
tunable weight parameter that varies from 0 to 1 and indicates the routing decision 
preference. So, if α is close to one, the decision will be biased by the distance. If α is 
close to zero, the decision will be biased by the consumed energy levels. 

 After selecting the Nmin for routing, N updates its learned cost value to the destination 
region R as follows: 

 h(N, R) = h (Nmin, R) + c(N, Nmin) (4) 

where the latter term is the cost of transmitting a packet from N to Nmin considering the 
same approach in equation (3).  

As we can see, from equation (3), when all nodes are equal in energy, the routing decision 
will be simply the greedy approach as in GPSR [8]. In case all nodes are equidistance from 
the destination, the selected node will be the one that consumed the least energy among 
others. This guarantees a fair selection of the node in terms of energy balancing. 

Dissemination: Once a packet reaches the center node Ci of the destination region R, the 
protocol switches to the dessimination phase as follows: 

 Ci splits the region R to sub regions Ri, for example four sub regions. 
 Ci, then, sends four copies of the packet to the centroids of each sub region Ri. 
 Each center node in different sub regions repeats the operation of splitting and 

forwarding until the center node finds that it is the only node in its sub region. 

In our proposed protocol, this phase is avoided and we restrict the operation to forwarding 
with the cost functions since there is actually no routing decision to be made in the 
dissemination phase as suggested by GEAR.  
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Void Regions Problem :  If a node wants to forward a packet and it finds out that the 
learned costs of all its neighbors are greater than its own learned cost, the node should select 
itself. However, the node’s transmission range does not cover the destination. In this case 
the node is said to be in a void region. GEAR escapes this void region as follows: 

 Assume that a source node S wants to transmit a packet to a destination T. 
 S selects a next hop, C, that is in a void region, i.e. h(C,T) < h(Ni,T) where Ni is a 

neighbor to C. 
 C forwards the packet to a node, call it B, based on a predefined ordering, e.g. node ID. 

Then it updates its cost function h(C,T) to be h(C,T)=h(B,T)+c(C,B). 
 Now, h(C,R) > h(B,R) 
 Later, when node S wants to transmit a new packet to T, it will forward it to B instead of 

C (see the figure 3).   

 
Figure 3. Escaping void regions in GEAR 

4.2. The enhanced protocol: GETAR 

4.2.1. Basic idea 

GETAR is a geographic and energy aware routing protocol that has the additional feature of 
trust awareness. The trust awareness is achieved by the rating functionality of a running  
reputation system that will feed the routing protocol with the trust metric that will be the 
risk values, ri,j. The risk value ri,j , as discussed earlier, is a quantity that reflects, to some 
extent, the expectation that a node j will not forward the packet received from node i, 
assuming non forwarding attack.  

The risk value metric, along with distance and energy metrics, are used to compute the 
learned cost function for each neighbor. The concerned node, then, makes the routing 
decision by selecting the neighbor of lower cost as in normal GEAR.  

As we can see, GETAR is a modification extension to the GEAR protocol to account for some 
security issues. In GEAR, the choice of a next hop router to the desired destination is made 
locally by each node based on the learned cost function obtained using equations (3) and (4).  

It should be clear that the main idea behind this cost function in GEAR is to provide a 
tunable preference to the distance or energy consumption as routing metrics based on the 
value of α. It is important to notice that the two metrics are considered to be routing 
resources for the node as well as the network. The new contribution in GETAR is to add in 
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the cost function the risk value as the trust metric to account for trust awareness and which 
is also considered to be a routing resource. 

To illustrate the idea, let’s make an analogy between energy and trust. From the energy 
perspective, a node will prefer to select the next hop that has the least consumed energy 
level according to GEAR. This local decision and selection is the best effort that the node can 
do to cooperate in the routing operation and simultaneously conserve the total network 
energy. Similarly, from the security perspective, a node will prefer to select the next hop that 
is least risky among others in neighborhood. Such a selection will guarantee the safest 
decision that the node can do to cooperate in packet delivery. However, the node here tries 
to maintain trust as a resource. 

4.2.2. Forwarding in GETAR 

GETAR forwards the packets and makes routing decision following the same procedure in 
GEAR. However, the major difference is in calculating the estimated cost function that is 
used to learn the cost to different destinations. In GETAR, the estimated cost function that a 
node i evaluates for every neighbor j is given by: 

 ( , ) ( ) (1 )[ ( , )]t j R r j c j R      (5) 

where t(j,R) is the trust-aware cost of using the node j by node i as a router to the center of R. 
r(j) is the risk function that evaluates the risk value of using j as a router.   is a tunable 
parameter to prefer trust as opposed to other resources.  

Using equation (3), we can rewrite equation (5) as:  

 ( , ) ( ) (1 )[ ( , ) (1 ) ( )]t j R r j d j R e j            (6) 

If we are concerned about trust more than other resources, β should be close to 1. When β 
equals 1, the trust-aware cost will consider only the trust part of equation (6) and the next 
hop will be the most trusted one. Setting β to zero, however, turns the protocol to pure 
GEAR without any security considerations from the routing protocol perspective. 

4.2.3. The risk function r(.) 

There can be several ways to represent the risk function evaluated by a node i for using 
node j as a router. In this work, however, the risk function r(.) is nothing but the risk value 
ri,j. Thus equation (6) is rewritten as:  

 ,( , ) ( ) (1 )[ ( , ) (1 ) ( )]i jt j R r d j R e j          (7) 

4.2.4. Dissemination and voids in GETAR 

In GETAR, the routing operation involves only packet forwarding phase and does not 
implement dissemination. This is because in the dissemination phase in GEAR, the packets 
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are intended to be forwarded to all nodes in the target region. However, when we consider 
trust awareness, a misbehaving node should not be given a chance to have the packet since 
it will not forward the packet. Thus, GETAR continues to forward packets based on the 
routing decisions made by the learned cost function. 

Regarding the problem of void regions, there is no change in the escaping operation 
proposed by GEAR. The only difference in GETAR is that the reason of being in a void 
region can be also related to the existence of misbehaving nodes in the proximity of the node 
of interest.  

4.3. Simulation objectives and setup 

4.3.1. Objectives 

In this work, we are studying the effect of incorporating trust aware metric in routing 
decision in GETAR. The simulation work aims to analyze the following issues: 

 The efficiency of GETAR in terms of packet delivery. Therefore, we are analyzing how 
our proposed protocol will improve the packet delivery, decrease the impact of attacks 
on dropping packets and decrease the number of packet retransmission due to 
malicious dropping. 

 The efficiency of GETAR in terms of energy conserving. This issue is related to the 
hypothesis that GETAR will reduce the retransmission due to malicious behavior. Thus, 
we expect that the power that could have been used for retransmission will be saved 
with GETAR. 

 Studying the impact of malicious nodes population on GETAR performance. 
 The trade-off between trust awareness and energy balancing. 

4.3.2. Assumptions 

 As mentioned earlier in this section, the risk value of a node is assumed to be abstractly 
calculated by the monitoring and rating components of a reputation system. This risk 
value is assumed to be constant during the simulation duration. This assumption is 
valid if we consider that the update period of the risk values is greater than the 
simulation time, or the updated values during the simulation time are not very far from 
the starting values. This is valid as long as we assume that the rating and monitoring 
component have a moderate or slow pace. Moreover, our focus in this work  is to study 
the impact of injecting trust into the routing decision during a period that holds this 
trust metric unchanged. 

 We assume that all nodes are able to locate themselves in the (x,y) coordinates and that 
sender nodes are able to locate their destinations.   

 We assume that nodes will announce their energy and location information honestly. 
Handling false updates is beyond the focus of this work.  

 Attackers are assumed to follow GETAR protocol. They are also allowed to initiate 
packet transmission sessions. This is because this work does not consider an offensive-
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proposed by GEAR. The only difference in GETAR is that the reason of being in a void 
region can be also related to the existence of misbehaving nodes in the proximity of the node 
of interest.  

4.3. Simulation objectives and setup 
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malicious dropping. 
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hypothesis that GETAR will reduce the retransmission due to malicious behavior. Thus, 
we expect that the power that could have been used for retransmission will be saved 
with GETAR. 

 Studying the impact of malicious nodes population on GETAR performance. 
 The trade-off between trust awareness and energy balancing. 

4.3.2. Assumptions 

 As mentioned earlier in this section, the risk value of a node is assumed to be abstractly 
calculated by the monitoring and rating components of a reputation system. This risk 
value is assumed to be constant during the simulation duration. This assumption is 
valid if we consider that the update period of the risk values is greater than the 
simulation time, or the updated values during the simulation time are not very far from 
the starting values. This is valid as long as we assume that the rating and monitoring 
component have a moderate or slow pace. Moreover, our focus in this work  is to study 
the impact of injecting trust into the routing decision during a period that holds this 
trust metric unchanged. 

 We assume that all nodes are able to locate themselves in the (x,y) coordinates and that 
sender nodes are able to locate their destinations.   

 We assume that nodes will announce their energy and location information honestly. 
Handling false updates is beyond the focus of this work.  

 Attackers are assumed to follow GETAR protocol. They are also allowed to initiate 
packet transmission sessions. This is because this work does not consider an offensive-
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response to malicious behavior. A future work would include that issue, i.e. how to 
punish malicious nodes from the routing perspective. 

4.3.3. Simulation setup 

In this simulation work, we used the parameters in table 1. In our simulation, we tested one 
type of attacks; i.e. non forwarding attack. Moreover, a malicious node in this attack will 
drop all packets that it receives with probability=1. For this type of attacks, we experiment 
four different percentages of attackers of the total number of nodes; i.e. 10%, 30%, 50% and 
70%.  

All experiments are performed by varying the value of the trust awareness parameter β in 
GETAR cost function. Then, the outputs are used to compare the behavior of the 
performance metric versus the change in β values. 

 
Parameter Value Parameter Value 

Number of nodes 100 nodes Queuing model M/M/1 

Network 
dimensions 

square 90 units * 
90 units 

Simulation platform 

Event driven 
simulation using Java 

programming 
language 

Transmission 
range 

15 units Simulation duration 100 seconds 

Network 
Deployment 

Random topology 
Retransmission 

Timeout 

Explicit 
retransmission 

request 

Power 
consumption 

1 unit per 
reception and 1 
unit per sending 

operation 

Retransmission trials Unlimited 

Mean arrival rate 1 pps Update Strategy 
Periodic, every 5 

seconds. 
Mean service rate 500 pps α 0.5 (GEAR parameter) 
Outsider attackers 

deployment 
Random 

Communication 
discipline 

random source to 
random destination. 

Escaping void 
using GEAR part 
and then distance 

Void failure: max 
number of hops 

100 

Table 1. Simulation parameters fo GETAR experiments 

4.3.4. Performance Measures 

 Delivery ratio: This is defined as the ratio between the number of packets delivered 
successfully to their destinations to the total number of generated packets; i.e:  
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 number of successful packetsdelivery ratio
total number of packets

   (8) 

The objective of this metric is to show the effect of injecting the trust knowledge into the 
routing decision on improving the success of the routing operation. The metric is 
studied under the effect of increasing the trust awareness feature by increasing the β 
parameter of GETAR. 

 Outsider attacks’ drop ratio: This is defined as the ratio between the number of packets 
dropped due to outsider malicious nodes to the total number of generated packets;  i.e:  

 number of dropped  packets by malicious nodesOutsider attacks drop ratio
total number of packets

   (9) 

 Retransmission ratio: This is defined as the ratio between the number of retransmitted 
packets to the total number of generated packets; i.e 

 

number of retransmissionsretransmit   ratio
total packets

  (10) 

Retransmitted packets include all possible causes, i.e. outsider drops or congestion 
drops due to voids or exceeding time out. However, if a decrease in this ratio shows up 
with an increase in β, this proves that most of these retransmissions are due to attacks. 
Moreover, this ratio indicates the ratio of power spent for packet retransmission to the 
total network consumed power. Thus, a decrease in this ratio will indicate a saving in 
power consumption. 

 Coefficient of variation of node consumed power (COV): This metric is obtained by 
dividing the standard deviation of the consumed power per node by the average 
consumed power per node. A large value of this metric indicates that there is large 
variation around the mean value. This can be then viewed as a non balancing effect of 
energy consumption. Small values of this metric indicate that almost all nodes are 
consuming an amount of power that is around the mean value. This means that there is 
a better energy balancing among nodes. The metric is computed mathematically as:  

 (consumed    power)COV   of  consumed   power
(consumed    power)




    (11) 

where   is the standard deviation and µ is the mean. 

4.3.5. Simulation results and analysis 

4.3.5.1. Delivery ratio 

Figure 4 shows the delivery ratio versus β assuming a non forwarding attack. We simulate 
different scenarios of percentages of attackers from the total population of nodes. The maximum 
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percentage of attackers is set to 70% as a very pessimistic case to see how GETAR would work 
with such extreme unacceptable scenarios. However, the practical cases of less percentages are 
also presented. For each scenario, we can notice that the delivery ratio increases as β increases 
until a knee point at which the delivery ratio remains almost unchanged. This agrees with the 
expectation that higher values of β will make GETAR more trust aware and, hence, the 
developed routes will include fewer attackers. At around β=0.4, all curves saturate at their 
corresponding maximum possible delivery ratio. This is an interesting result as it indicates that 
the effect of β is fully utilized for the trust awareness issues at 0.4. This means that increasing β 
beyond that value is not efficient in terms of trust-awareness. Moreover, as β increases, it will 
mask the GEAR part of the cost function. Thus, the minimum β that guarantees the maximum 
achievable delivery ratio is the best choice from the perspective of trust awareness.  

Another point to be  noticed in this figure is that when β is equal to zero, the delivery ratio is 
very low (e.g. 0.34 with 10% attackers), while we should expect values around 0.9 since the 
attackers should drop 10% of the traffic. The reason of this low delivery ratio can be related 
to GETAR cost function propagation. When a node selects a malicious node as a router, it 
may get stuck with this router for several transactions before it switches to another router 
based on energy and distance information. As a result, such low delivery ratio is expected.  

The figure also shows the effect of the percentage of the malicious nodes (attackers) in the 
network on the delivery ratio. As expected, the more the attacker percentage, the less the 
delivery ratio is. Moreover, the improvement of the delivery ratio by increasing the value of 
β becomes more significant as attacker percentage increases. For example, with 10% 
attackers, the ratio increases from 0.34 at β=0 to 0.85 at β=0.4, whereas it improves from 0.1 
at β =0 to 0.3 at β=0.4 with 70% attackers. Thus, with 70% attackers, one may decide to keep 
β<0.4 to give a preference for normal GEAR operation since the delivery ratio is not 
improving significantly.   

 
Figure 4. Comparison of the delivery ratio for different attackers’ percentage 

4.3.5.2. Outsider attacks’ drop ratio 

Figure 5  provides the relationship between the drop ratio and β parameter. For each 
scenario of attack percentage, the drop ratio decreases as β increases. The same analysis 
provided for figure 4 is also valid here.  
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If we compare this figure with figure 4, we can notice that they almost complement each 
other. This would be very true if we consider the total drops in the drop ratio to include, in 
addition to the attack related drops, other drops due to network congestion. However, in 
our simulation, we are interested only in the attack-related drops. Since this figure is almost 
complementing figure 4, it is very evident that most of the drops are due to attacks.   

 
Figure 5. Drop ratio for different attackers percentages 

4.3.5.3. Retransmission ratio 

The retransmission ratio accounts for two types of retransmitted packets, i.e. packets 
dropped due to attacks and packets that are not delivered due to path congestion. In figure 
6, we can notice two different behaviors of the curves in two regions separated by certain 
values of β <0.5 for different scenarios. In the first regions for β <0.5, we notice that as β 
increases, the retransmission ratio increases. This is because when β gets higher values, 
more packets will suffer longer delays to avoid malicious nodes. Thus, retransmission due 
to congestion will increase. Also, as we are still below β=0.4, the drops due to attacks are still 
significant according to figure 5. As a result, an increase in β will cause more 
retransmissions. 

Once we exceed a certain value of β, like 0.4 in case of 30% attackers, most of the packets 
will have the same routes with the same delays and, as a result, the retransmissions due to 
congestion will remain almost constant. However, since the drop ratio is decreased 
dramatically as has been discussed in figure 5, the retransmission ratio will now be affected 
only by the drop ratio. Thus, the retransmission ratio decreases, also dramatically. 

An increase in retransmission ratio gives an indication of the wasted power. That is, the 
more the retransmission ratio is, the more power is wasted. Thus, an important objective 
here is to reduce the retransmission ratio as much as possible. However, this fact is very 
much affected by the percentage of attackers and routing metric preference. For example, 
assume we have a 10% attackers scenario. It is very obvious that the best choice of β is 0.4 
where we have 0 retransmissions or, equivalently, 0 wasted power. However, with 70% 
attackers, the minimum “wasted power” can be achieved with 0.123 retransmission ratio in 
two different regions at β <0.3 and β>0.4. In such a situation, if we are more concerned about 
the energy as a routing metric, it is better to choose β= 0.2 or 0.1. However, if the preference 
is given for trust awareness, β should be 0.5. 
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An increase in retransmission ratio gives an indication of the wasted power. That is, the 
more the retransmission ratio is, the more power is wasted. Thus, an important objective 
here is to reduce the retransmission ratio as much as possible. However, this fact is very 
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two different regions at β <0.3 and β>0.4. In such a situation, if we are more concerned about 
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is given for trust awareness, β should be 0.5. 
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Figure 6. Comparison of the retransmission ratio for different percentages of attackers 

4.3.5.4. Coefficient of variation of node consumed power 

The importance of the consumed power coefficient of variation metric in figure 7  is to show 
the impact of trust aware routing decision on energy balancing proposed by normal GEAR. 
We can see that as β gets higher values, the consumed power coefficient of variation 
increases until a knee point like β=0.5 in the case of 10% attackers. After that, this metric 
remains almost unchanged.   

Before the knee point, an increase in β will cause the routing decision to select a trusted 
node with less consideration for energy. This is because high value of β will mask the GEAR 
part of the cost function. As a result, trusted nodes that are in the proximity of attackers will 
suffer heavy routing duties whereas other nodes will be balanced with their neighbors. As a 
result, we will have a larger variation of power consumption as β increases. However, after 
the knee point, the increase of β will have the same masking effect on the GEAR part of the 
cost function. Thus, the routing decisions will not change as well. 

 
Figure 7. Comparison of the coefficient of variation for different percentages of attackers 

This section  proposed an enhanced  trust aware routing protocol, GETAR, for WSN. The 
suggested protocol promises to provide trust awareness as well as energy efficiency as it is 
based on an enhancement of GEAR protocol. This way, GETAR abides by the constrained 
energy usage in WSN while providing its security service.  
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5. Comparison with previous work and main contributions 

5.1. Routing approach 

We provided a simulation based performance analysis for the efficiency of our proposed 
GETAR routing protocol. Simulation results proved the following points : GETAR improves 
the delivery ratio, decreases the drop and retransmission ratio and saves the retransmission 
power when compared with the previous work. The improvement in a performance metric 
can be achieved at different values of β parameter starting at a minimum value of β at a 
knee point in the curve. This value can be an optimum choice that guarantees best delivery 
ratio and better energy balancing. Energy balancing is negatively impacted by an increase in 
trust awareness. Thus, trade off considerations should be taken carefully in order to design 
an appropriate value of β. This will be subjected to the application preference between 
security and energy.  

In SAR[70], The routing operation needs to encounter a trusted route setup phase, which 
contributes some initial delay, especially with the crypto-based authentication required at 
the route setup. The trust metric used in SAR does not reflect nodes’ behavior; rather, they 
represent a “rank” that a node exhibits based on its identity and various security service 
provision. Thus, a trusted node in SAR is a node that has the appropriate rank that meets 
the routing requirements. To rank a node is a problem by itself and requires crypto 
mechanisms. Our protocol, GETAR, is much simpler in that it assigns trust values to nodes 
based on nodes behavior. The routing decision rules in SAR are governed by the source, 
which makes the protocol less flexible. The routing decision is not to select the next hop but 
to decide to participate in the trusted route. As a result, selfish behavior is not addressed 
well in SAR. WSN constraints of power consumption are not treated. In fact, SAR targets ad 
hoc networks with an assumption of more relaxed conditions as compared to WSN.  

In TRANS[72], the trust, in fact, is associated with locations rather than nodes. The problem 
is that a location can be infected by a single node. The detour, then, will be around a larger 
area rather than a single node. “Innocent” nodes located in proximity of an infected location 
might be also isolated. If not, they are also exposed to heavy routing duties that may induce 
selfish behavior. TRANS is limited by single or multiple sink communication models. This 
assumption is necessary for the efficient operation of the protocol. Our proposed protocol, 
however, is more generic and can be applied to TRANS model or even for peer-to-peer 
model. TRANS discusses approaches to decrease energy consumption due to the security 
provision overhead. However, the protocol does not provide energy efficient techniques in 
the routing operation itself since it relies on GPSR.    

The RGR[73] protocol has no provision for energy efficiency as it relies on GPSR. The 
protocol totally relies on trust-based forwarding. If a node is completely surrounded by 
misbehaving nodes, there is no other mechanism proposed to select a next hop since all 
nodes will be eliminated from the node’s forwarding list. RGR is a multi-path trust-based 
routing. Although multi-path is important for reliable services, we believe that it can be 
energy consuming which we try to conserve in our work using GETAR. 
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In RFSN[2], the monitoring mechanism uses a normal watchdog mechanism that assumes a 
promiscuous mode operation for every node. This is not suitable for the WSN conditions in 
terms of energy scarcity as discussed earlier. The system does not show a practical solution 
implementation of monitoring and rating phases. From an implementation point of view, 
the study should provide an example of how monitoring and rating will be done under 
some application assumptions. The work does not propose a response methodology, for 
example, a routing algorithm. Instead, it leaves it as an open issue. Therefore, the work lacks 
performance figures that can show the efficiency and security gain and benefits in routing 
operation that can be obtained in adopting this solution. 

Main Contributions of our work  are the following  :  

 Energy awareness: Our protocol relies on an enhanced operation of GEAR which has 
energy awareness, whereas RGR, TRANS and SAR do not.  

 Identity-independent trust: As opposed to SAR and TRANS, our trust metric is behavior-
dependent and not identity-dependent. Thus, to obtain trust metrics, we do not require 
a crypto system to validate nodes identities.  

 Source-sink-Independent routing decision: In our protocol, routing decision is performed 
completely based on the individual node vision of the vicinity conditions, whereas in 
TRANS and SAR, the routing decision is governed by the sink or source requirements. 

 Applicability to different communication models: Our proposed protocol can be applied to 
any communication model and architecture 

5.2. Rating approach 

The rating component of a reputation system deals with combining the first-hand and 
second-hand information meaningfully into a representative value. Moreover, it is 
responsible for updating such values as the behavior of nodes are evolving. 

In literature, some rating approaches use a single value, called reputation, like CORE [5] and 
DRBTS [74]. This is similar to our approach in CRATER where we use a single value called 
the risk value, ri,j. Other rating systems like RFSN[2] and CONFIDANT[3] use two separate 
values, to represent the node reputation. 

Some rating approaches updates the node reputation using both first-hand and secondhand 
information. In CRATER, we use this approach and we also introduce the neutral behavior 
period as another rating factor. Some other approaches like OCEAN (Observation-based 
Cooperation Enforcement in Ad Hoc Networks) [75] use just FHI.  

In CRATER, SHI is accepted based on the cautious assumptions and the collected SHI by a 
node i about a node j is averaged to calculate a single ri,j,SHI. No validation check or honesty 
consideration is performed. However, some rating methods use validity and credibility tests 
for the gathered SHI. One method is to use a deviation test proposed in [64, 74].  

Rating functions and mathematical modeling vary depending on the target applications. 
However, Beta distribution has been the most popular among researchers in reputation and 
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trust-based systems. It was first introduced in the field by Josang and Ismail [65]. Since then, 
many researchers have used the beta distribution including Ganeriwal and Srivastava [2] 
and Buchegger and Boudec [64]. In CRATER, however, we are using a simpler approach 
similar to the exponential average weighting. This is similar to the approach proposed in 
DRBTS [74]. 

When the weighing approach is used, an important issue in maintaining and updating 
reputation is how past and current information is weighted. For example, CORE tends to 
give more weight to the past observations assuming that a current observation should have 
a lower impact on a “greatly built history”. On the other hand, RFSN tends to give more 
weight to recent observations based on the issue of aging. Aging means that we give higher 
weights to recent observations such that if you behave well you will survive more. As a 
result, malicious node will be enforced to reduce their attack to survive. In CRATER, we 
adopt the aging approach with some detailed modifications. 

Up to our knowledge, there is no simple and global technique that can independently and 
efficiently evaluate reputation systems or rating components in the context of  WSN and ad 
hoc networks as compared to our proposed technique, RESISTOR. However, the work in 
[61] proposes an attempt on comparing reputation systems quantitatively based on game 
theory. The authors, thus, identify different notions of reputation systems like, 
contextualization, personalization, individual and group reputation, and, direct and indirect 
reputation. But, it is more complicated than RESISTOR. Moreover, RESISTOR can be used as 
an indicator to understand the flaws or plus points in the rating system. 

6. Conclusion 

The problem of secure routing in WSN is an important area of research that has various 
aspects of considerations. One important direction under this area is to provide security 
mechanisms against behavioral related attacks. In this chapter, a comprehensive treatment 
of the Reputation system based Trust-Enabled Routing framework for wireless sensor 
networks is provided.  We have highlighted the importance of Trust-Aware Routing 
considering the different network aspects and special conditions of WSN. We have provided 
a comprehensive review and an in-depth discussion of different Reputation system based 
Trust-Aware routing approaches highlighting their pros and cons.  In our proposed work, 
we investigated reputation based systems as a promising solution for behavioral related 
routing security problems. The work developed a new reputation system called SNARE 
(Sensor Node Attached Reputation Evaluator)[82] that is designed to meet WSN conditions 
and constraints. This system is divided into three components; i.e. monitoring, rating and 
response components. Each component is designed with the features that make it possible to 
apply and then optimize for WSN applications and conditions. In the response component, 
an enhanced trust aware routing protocol was proposed, called GETAR(Geographic, Energy 
& Trust Aware Routing). Simulation results showed that this enhanced protocol performs 
well in terms of increasing packet delivery ratio with tradeoffs in terms of energy balancing. 
Energy balancing raises an issue of optimization, as well. 
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considering the different network aspects and special conditions of WSN. We have provided 
a comprehensive review and an in-depth discussion of different Reputation system based 
Trust-Aware routing approaches highlighting their pros and cons.  In our proposed work, 
we investigated reputation based systems as a promising solution for behavioral related 
routing security problems. The work developed a new reputation system called SNARE 
(Sensor Node Attached Reputation Evaluator)[82] that is designed to meet WSN conditions 
and constraints. This system is divided into three components; i.e. monitoring, rating and 
response components. Each component is designed with the features that make it possible to 
apply and then optimize for WSN applications and conditions. In the response component, 
an enhanced trust aware routing protocol was proposed, called GETAR(Geographic, Energy 
& Trust Aware Routing). Simulation results showed that this enhanced protocol performs 
well in terms of increasing packet delivery ratio with tradeoffs in terms of energy balancing. 
Energy balancing raises an issue of optimization, as well. 
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As future work, some of the interesting issues to be analyzed to build a robust reputation 
system are -  accurate and efficient trust/reputation modeling and management specific to  
Wireless Sensor Networks environments,  performance of the examined cooperation 
enforcement with respect to network throughput realized, communication overhead 
introduced, time required for obtaining accurate reputation ratings/detecting misbehaving 
nodes, robustness against spurious ratings under a common reference scenario.  
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1. Introduction

In the past years, the development in micro electromechanical systems (MEMS), radio
frequency (RF), integrated circuit (IC), etc., greatly enhanced the advancement of wireless
sensor networks (WSNs). As an ubiquitous sensing technology, WSNs find more and more
applications, such as structural monitoring [34], precision agriculture [3], gas-leak localization
[14], volcano monitoring [33], robot navigation [4, 15], health monitoring [20], to name a few.
For most existing applications of WSNs, the location information is crucial. For example, in
the structural monitoring application, we can conclude that the structure is out of condition if
fault is detected by one or more sensors in the network of sensors mounted everywhere on the
structure. However, we are unable to accurately report the faulty position without localization
capability of the WSN. In contrast to other type of networks, e.g., Internet, a prominent
difference is that WSNs are location-based networks. Therefore, the design of localization
hardware and localization algorithms is an important procedure in the development of a WSN
system.

There are mainly two classes of localization approaches for WSNs: one is pre-localization and
the other one is self-localization. The pre-localization method measures the position of sensors
in the deployment stage. After the deployment and position measurement, the position is
stored in the memory of the sensor. For this method, any movement of the sensors will
result in errors in the location information. Differently, the self-localization method computes
the locations of each sensor based on real-time measurements and therefore is robust to
the variance of the environment. With GPS devices embedded, sensors are enabled with
self-localization capability. However, the relatively high cost of GPS devices often makes it
not practical to apply GPS to all sensors in a network. Instead, the strategy with a portion of
sensors equipped with GPS as beacons and using triangulation or trilateration to iteratively
determine the positions of blind sensors based on the distance or angle measurements
between neighboring sensors provides a less expensive way for self-localization [13, 16, 26].
Although many GPS devices are saved, as a tradeoff, the sensors are required to have the
ability to measure the distance or the relative angle to its neighbor, which may result in
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costs for extra hardware. Without introducing extra hardware, received signal strength (RSS)
based distance measurement method [17, 30], relying on the estimated distance according
to the signal strength received from the neighboring sensor, provides a promising direction
for self-localization. Another promising self-localization method is range-free localization,
which even does not require the information on the signal strength received from the neighbor
but the connectivity information, i.e., a sensor only need to know who is its neighbor. This
technology implies that localization can be a by-product of communication since connectivity
information can be obtained in communication. For example, if Sensor A can communicate
with Sensor B, then we conclude they are connected. Due to this promising property,
range-free localization is becoming more and more popular in both practice and research.
In this chapter, we investigate the range-free localization of WSNs.

Dynamic models gained great success in realtime signal processing [28], robotics [12, 22],
online optimization [29], etc.. In this chapter, we overview our previous work on dynamic
model based range-free localization [10, 11, 25]. Particularly, we will examine two dynamic
models for the real time localization of WSNs. The models are described by nonlinear ordinary
differential equations (ODEs). The state value of the ODEs converges to the expected position
estimation of sensors. Both of the two models find feasible solutions to the formulated
optimization problem. Particularly, the second model, by exploiting heuristic information,
has a tendency to converge to better solutions in the sense of localization error. The real time
processing ability of the models allows possible movement of the sensor nodes, which often
happens in mobile sensor networks [23]. Besides the real time localization capability, another
prominent feature of the proposed models is that both of them are completely distributed, i.e.,
each sensor in the network only need to exchange information with its neighbor and thus no
message passing is needed in the network. This advantage makes the proposed algorithms
scalable to large scale networks involving thousands of sensors or more.

The remainder of this paper is organized as follows. In Section 2, some preliminaries on
range-free localization of WSNs are presented. In Section 3, we formulate the localization
problem from an optimization perspective. Two dynamic models are presented in Section 4
to solve the formulated optimization problems. In Section 5, simulations are performed to
demonstrate the effectiveness of our method. Section 6 concludes this paper.

2. Preliminaries

In this chapter, we assume that all sensors are equipped with communication modules and the
locations of beacon sensors are known. Fig. 1 sketches the connectivity topology of a WSN
consisting of beacon sensors and blind sensors. In the network, The beacon sensors are those
with known locations. The locations can be obtained either by GPS or by pre-deployment.
The blind sensors are those without pre-known positions. A sensor can communicate with
other sensors within the signal coverage area. The communication links and sensors therefore
form a network with sensors as nodes and communication links as edges.

The signal strength at a given distance from the emitter varies due to propagation
conditions, material coverage, antenna configurations and battery conditions [31] and the
calculated distance according to the received signal strength often has a large error [8, 18].
Nevertheless, the nominal maximum range, which is measured under ideal conditions in
open environments without obstacles along the signal propagation route, without material
coverage, with a proper configuration of the antenna and with a full power of the battery, etc.,
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Figure 1. Schematic of a WSN topology in two dimensional space.

Figure 2. Range-free localization in environments with obstacles.

gives an upper bound on the distance between the emitter and receiver pair. As depicted in
Fig. 2. Subfigure (a) depicts the ideal open environment, where the communication radius,
denoted by R in the figure, equals the nominal maximum range. In this situation, both the
point A and the point B are within the communication range of the sensor located at point
C and therefore the distance from the sensor to A and that to B are both less than R. In the
situation with the presence of obstacles (shown as trees in the subfigure (b)), the signal covered
area shrinks and some positions, such as the point B in the subfigure (b), even with a distance
less than R to the sensor, cannot be covered by the signal. Therefore, d1, which is the distance
from the sensor to point A, is less than R if the sensor located at A can detect the signal.

3. Problem formulation

In this section, we present the mathematical formulation of the problem.

3.1. Nonlinear inequality problem formulation

As discussed in Section 2, the position of beacon sensors are known and the distance between
two neighbor sensor (in the sense of communication) is less than R, which is the nominal
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maximum communication range. In equation, we have

(xi − xj)
T(xi − xj) ≤ R2 for i ∈ N(j) (1a)

xk = x̄k for k ∈ B (1b)

where B is the beacon sensor set, xi, xj represent the position of the ith sensor and the jth
sensor, respectively, R is the maximum communication range of sensors, N(j) denotes the jth
sensor’s neighbor set, which includes all sensors connected to it via communication, B is the
beacon sensor set, x̄k is the true position of the kth beacon sensor.

Remark 1. There is no explicit objective function but inequality and equality constraints in problem
(1). The solution to this problem is generally not unique. We are more concerned with finding a feasible
solution in real time instead of finding all the feasible solutions. Based on this consideration, we explore
finding a feasible solution to problem (1) in real time via a dynamic model.

3.2. Optimization problem formulation

To find a feasible solution of problem (1) numerically, we first transform the problem into an
optimization problem and employ dynamic evolutions to solve it.

The solution of problem (1) is identical to the one of the following normal optimization with
an explicit objective function,

minimize
n

∑
i=1

∑
j∈N(i)

wijmax{(xi − xj)
T(xi − xj)− R2, 0}

subject to xk = x̄k for k ∈ B (2)

where n denotes the number of sensors, wij > 0 is the weight of the connection between the
ith and the jth sensor. Note that the problem (2) is a non-smooth optimization problem due to
the presence of the function max(·).

4. Solving the problem via nonlinear dynamic evolution

In this section, we present two ODE models, both of which are able to solve the range-free
localization problem (2). As the solution to the problem is generally not unique. Property
employment of heuristic information may improve the solution performance. Based on the
feasible solution obtained by the first ODE model, the second ODE model proposed in this
chapter indeed realizes the improvement in performance.

4.1. Model I

The partial sub-gradient relative to xi of the objective function switches between
4 ∑j∈N(i)(xi − xj) and 0 at the critical point (xi − xj)

T(xi − xj) − R2 = 0. For smooth
arbitration, we use the following dynamic evolution to find a feasible solution of the
optimization problem (2),

ẋi = −ε1 ∑
j∈N(i)

wij Iij(xi − xj) (3)
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where xi is the position estimation of the blind sensor labeled i, which is initialized randomly,
�1 > 0 is a scaling factor, wij is a positive weight, Iij is an indicator function defined as follows:

Iij =

{
1 if (xi − xj)

T(xi − xj)− R2 > 0

0 if (xi − xj)
T(xi − xj)− R2 ≤ 0

(4)

In the ODE model, each blind sensor is associated with a dynamic module. The modules
interact with their neighbor modules and all the modules together perform the localization
task and solve the problem (1). The dynamic evolution of xi in the system (3) depends on
its neighbor values xj for j ∈ N(i). In detail, the neighbor xj has an action −�1 Iij(xi − xj)
on xi. This action term is analogous to a force pointing from xi to xj and pulling xi to xj
with an amplitude �1 or 0 respectively when �xi − xj� > R or �xi − xj� ≤ R. This negative
feedback mechanism guides position estimations of neighbor sensors to aggregate to within
the maximum range R.

Notably, the ODE model (3) is a distributed one. Communication only happens
between neighboring sensors. No routing or cross-hop communication is required for the
implementation of the ODE model. The distributed nature of the model thoroughly reduces
the communication burden and makes the method scalable to a network with a large number
of sensors involved.

About the ODE model I (3), we have the following theorem,

Theorem 1 ([25]). The ODE model I (3) with �1 > 0, wij for all possible i and j, asymptotically
converges to a feasible solution x∗i (for all i in the blind sensor set) of problem (1).

The proof of this theorem is based on Lyapunov stability theory. Interested readers are
refereed to our previous work [10, 25] for a detailed proof. This theorem reveals that the
ultimate output of the ODE model I is a feasible solution to problem (1).

4.2. Model II

Section 4.1 provides an ODE model to find a feasible solution of the problem. The model
presented in this part is also a dynamic ODE model. Different from Model I, which is
initialized randomly and does not use any heuristic information, Model II is initialized with
the ultimate output of Model I with R replaced by R − δ in (4) with δ � R and takes
advantages of heuristic information to result in sensor position estimations with inclination
to uniformly distribution. We first define the following optimization problem to incorporate
heuristic information,

minimize
n

∑
i=1

∑
j∈N(i)

(xi − xj)
T(xi − xj)

− c0

n

∑
i=1

∑
j∈N(i)

log
(
R2 − (xi − xj)

T(xi − xj)
)

(5a)

xk = x̄k for k ∈ B (5b)

where B is the beacon sensor set, xi is initialized with the ultimate output of (3) with R
replaced by R− δ in (4). c0 > 0 is a coefficient. Note that the first term in (5a) contributes to the
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equal distribution in space. In (5a) the terms involving xi write 2 ∑j∈N(i)(xi − xj)
T(xi − xj).

The minimization of 2 ∑j∈N(i)(xi − xj)
T(xi − xj) in terms of xi tends to adapt xi to the center

formed by all xj for j ∈ N(i). The second term in (5a) is essentially a barrier term and
approaches to infinitely large when the solution tends to violate the inequality constraints
given in (1). This term works to restrict the solution in the feasible set.

We use the following gradient based dynamics to solve (5):

ẋi = −�2 ∑
j∈N(i)

(
1 +

c0

R2 − (xi − xj)T(xi − xj)

)
(xi − xj)

xk = x̄k for k ∈ B

xi(0) = x�i (6)

where xi is the position estimation of the ith blind sensor, x�i is the ultimate output of Model I
(3) with R replaced by R − δ, i.e., the solution of xi obtained by solving (2) with R replaced by
R − δ in (4). The expression xi(0) = x�i means that xi is initialized with x�i . �2 > 0 is a scaling
factor and c0 > 0 is a positive constant.

The ODE model (6) is a distributed one since the update of xi in (6) only depends on xj for
j ∈ N(i), i.e., the position estimations of the neighbor sensors. Therefore, communication
only happens between neighbor sensors.

About the initialization of the ODE model, we have the following remark,

Remark 2. The ODE model (6) is initialized with the ultimate output of the ODE model I (3) with
R replaced by R − δ in (4) with δ � R. The goal is to ensure the ultimate output of Model I strictly
locates inside the open set formed by (1), which is necessary for the barrier term in (5) to restrict the
solution always stays inside the feasible region.

According to Theorem 1, the ODE model I with R replaced by R − δ ultimately converges to a
solution in the following set,

(xi − xj)
T(xi − xj) ≤ (R − δ)2 for i ∈ N(j) (7a)

xk = x̄k for k ∈ B (7b)

with which we conclude that (xi − xj)
T(xi − xj) ≤ (R − δ)2 < R2 for i ∈ N(j). With the effect

of the barrier term c0
R2−(xi−xj)T(xi−xj)

(xi − xj) in the model II (6), the ultimate solution of (6)

with an initialization inside the feasible set will still stay inside this set. We have the following
theorem to state this point rigourously,

Theorem 2 ([11]). The ODE model II (6) with �2 > 0, c0 > 0, initialized with x�i , which is the
ultimate output of the ODE model I (3) with R replaced by R − δ in (4) with δ � R, stays in the open
set constructed by (1).

5. Simulations

In this section, simulations are used to verify the two ODE models in both the one dimensional
space and the two dimensional space.
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Figure 3. A schematic description of WSNs for highway monitoring.

5.1. Range-free localization in one dimensional spaces

In this part, we investigate the range-free localization of sensors in a network deployed in a
one dimensional topology.

5.1.1. Background

There are a bunch of applications which deploys sensors along an one dimensional line. For
example, WSNs for highway monitoring [1, 9, 21] are often deployed along the highway
direction and thus form a one dimensional deployment topology, as sketched in Fig. 3. Other
applications, such as WSNs for bridge health monitoring [32] and WSNs along a tunnel [5] for
traffic safety, can also be put into the category of one dimensional localization problem.

5.1.2. Simulation setup and simulation results

We consider a wireless sensor network with one dimensional deployment. There are 4
beacon sensors deployed at 0m, 166.6667m, 333.3333m and 500.0000m, and 16 blind sensors
deployed at 26.6011m, 56.1963m, 83.3216, 119.9182m, 147.6692m, 176.9903m, 208.3049m,
238.5405m, 263.6398m, 290.4771m, 320.4868m, 355.1442m, 384.0493m, 407.3632m, 440.0192m
and 470.5006m, respectively. The communication range of sensors is 50m.

For the dynamic models, the state values of Model I are randomly initialized. We choose �1 =
105, �2 = 20 × 105 as the scaling parameters, the coefficient c0 = 5. The shrinking constant δ is
chosen as 5. Fig. 4 plots the transient behavior of the position estimation by Model I. From this
figure, we can clearly see that the estimation converges with time. For Model II, it is initialized
with the output of Model I by replacing R with R − δ. As R ≈ R − δ in this simulation, Fig.
4 and Fig. 5, which shows the transient to obtain the initial position estimation for Model II,
demonstrate similar behaviors. Fig. 6 shows the transient of the position estimation by Model
II. By comparing the final values and the initial values in Fig. 6, it can be found that the values
tends to equal distances between neighbors. The position estimation results are shown in Fig.
7. It can be observed that both models result in estimations meeting the nonlinear inequalities
(neighbor sensors are within a distance of 50m). However, the result by Model I may break
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Figure 4. Transient of the position estimation by Model I in the one dimensional localization problem.
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Figure 5. Transient to obtain the initial position estimation for Model II in the one dimensional
localization problem.
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Figure 7. Position estimation results in the one dimensional localization problem.
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the real order, i.e., as shown in Fig. 7 the sixth sensor from the left actually locates to the left of
the eighth one while the estimated position of the sixth sensor by Model I is to the right of the
eighth sensor. However, the performance is improved by using Model II and the estimation
results follows the real order. For better comparisons of Model I and Model II in the sense

of estimation error, we use the Root-mean-square error E1 defined as E1 =
√

∑n
i=1 ||x̂i−xi||2

n
(where x̂i and xi represent the estimated value and the true value of the ith sensor’s position),
and the maximum absolute error E2 defined as E2 = maxi=1,2,...,n{||x̂i − xi||} to evaluate
the estimation error. Ten independent simulations with random initializations are performed
and the estimation errors are calculated for all runs. As shown in Table 1, the error E1 is
around 40 and the error E2 is around 80 for Model I with the simulation setup. In contrast,
the estimation errors for Model II are much lower, which are about 10 for E1 and 26 for E2 in
the ten simulation runs. This result demonstrates the advantage of Model II over Model I for
position estimation of sensors by introducing heuristic information. Also note that there are
only 4 beacon sensors in contrast to 16 blind sensors, meaning that the ratio of beacon sensors
to blind sensors is 25%. For such a low beacon vs. blind sensor ratio, the estimation errors
E1 and E2 for both Model I and Model II, especially for Model II, as shown in Table 1, are
acceptable for rough estimations of sensor positions in applications.

Estimation Error of Model I Estimation Error of Model II
� E1 E2 E1 E2
1 41.2948 84.0870 9.9419 23.7890
2 44.5053 84.4876 10.2123 27.2300
3 43.7765 80.0258 13.2497 26.1105
4 44.3971 83.3457 11.1692 26.9130
5 40.9815 83.3549 12.4231 28.3951
6 40.7992 79.4815 10.8819 25.6199
7 39.5168 86.9493 11.4397 26.0199
8 37.4373 65.4550 10.4166 24.0404
9 42.9898 83.3865 11.4330 26.6570
10 44.0201 78.4496 13.2752 28.7782

Table 1. Estimation errors for Model I and Model II in different simulation runs of the one dimensional
localization problem.

5.2. Range-free localization in two dimensional Spaces

In this part, we investigate the range-free localization of sensors in a network deployed in a
two dimensional topology.

5.2.1. Background

Most existing literatures deal with the general localization problem in two dimensional space.
The one dimensional sensor localization problem investigated in the last section falls into
this category by fixing the value of sensor positions along one dimension. Localization in
applications, such as wildlife monitoring [7], WSN aided robot navigation [6, 19] and animal
tracking [27], can be abstracted as two dimensional localization problems.
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5.2.2. Simulation setup and simulation results
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Figure 8. True positions of sensors in a typical simulation run of the two dimensional WSN localization
problem.

In the simulation, we consider a 100 × 100m2 square area with 9 beacon sensors uniformly
deployed (the beacon sensors are deployed along the perimeter and at the center, with relative
coordinates [0, 0]m, [60, 0]m, [120, 0]m, [0, 60], [60, 60], [120, 60], [0, 120], [60, 120], [120, 120]
respectively.) and 20 blind sensors randomly deployed (see Fig. 8 for the deployment of
sensors in a typical simulation run). The maximum communication range of sensors are
chosen as R = 50m.

As to the dynamic models, we choose the scaling factors ε1 = ε2 = 105, the connection weight
wij equals 5 for connections with a beacon sensor and 1 otherwise for Model I, the relaxation
parameter delta = 0.5 for Model II and the coefficient c0 = 1 for Model II.

Fig. 9 and Fig. 10 show the time histories of the position estimations by Model I along
x-direction and that along y-direction respectively. From the figures we can observe that after a
short period of transient, the estimation results converge to constant values. The time histories
of the position estimations along x-direction and y-direction estimations by Model II are
plotted in Fig. 11 and Fig. 12, respectively. Compared to the transient of Model I, the change of
state values in Fig. 11 and Fig. 12 are much milder. The adjustment of values refine the initial
estimation with the tendency to even distributions under the communication connectivity
constraints. With time elapses, the estimation results by Model II converge. It is worth noting
that the ultimate values by Model II shown in Fig 11 and Fig. 12 are not exactly uniformly
distributed. This is due to the compromise of the heuristic information driving to even
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Figure 9. Time history of the position estimation in x-direction by Model I in the two dimensional WSN
localization problem.

distribution in space and the inequality constraints imposed by communication connectivity.
The final position estimations by Model I and Model II are shown in Fig. 13 and Fig. 14,
respectively. It can be observed that the estimated results shown in both figures are within
the area covered by the circle centered at the true position with a radius R = 50m, which
verifies the effectiveness of Model I and Model II in modeling the communication connectivity
constraint. On the other hand, it is clear that the estimation results shown in Fig. 14
outperforms the results shown in Fig. 13 thank to introducing heuristic information in Model
II. For better comparisons of Model I and Model II for estimating sensor locations in two

dimensional scenario, the Root-mean-square error E1 defined as E1 =
√

∑n
i=1 ||x̂i−xi||2

n and the
maximum absolute error E2 defined as E2 = maxi=1,2,...,n{||x̂i − xi ||}, both of which are the
same as the definition in the one dimensional case, are used to evaluate the estimation error.
Ten independent simulations with random initializations are performed and the estimation
errors are calculated for all runs. As shown in Table 2, the error E1 is around 20 and the error
E2 is around r0 for Model I with the simulation setup. In contrast, the estimation errors for
Model II are about 10 for E1 and 20 for E2 in the ten simulation runs, which are much lower
than the results obtained by Model I and again verifies the advantage of Model II in position
estimation.

5.3. Discussions

In the above two subsections, we considered the range-free localization problem in one
dimensional case and two dimensional case respectively. In some applications of WSNs,
higher dimensional cases [24] (see Fig. 15 for the sketch of a typical three dimensional one
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Figure 10. Time history of the position estimation in y-direction by Model I in the two dimensional
WSN localization problem.

Estimation Error of Model I Estimation Error of Model II
� E1 E2 E1 E2
1 19.2071 34.9071 10.9093 24.0850
2 20.6657 42.7582 10.2647 18.3666
3 21.2873 37.9441 10.2106 18.2110
4 20.0403 41.3617 9.9603 16.8761
5 20.6692 39.0069 9.1838 17.2634
6 18.1865 40.7181 9.5004 21.8774
7 21.0053 37.7784 10.2448 18.6334
8 23.1289 44.2787 12.3591 25.5854
9 23.5922 40.3665 10.6922 21.0049
10 19.5115 41.8718 11.6586 24.0909

Table 2. Estimation errors for Model I and Model II in different simulation runs of the one dimensional
localization problem.
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Figure 11. Time history of the position estimation in x-direction by Model II in the two dimensional
WSN localization problem.
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Figure 12. Time history of the position estimation in y-direction by Model II in the two dimensional
WSN localization problem.

302 Wireless Sensor Networks – Technology and Protocols



14 Will-be-set-by-IN-TECH

0 0.5 1 1.5 2

x 10
−5

−20

0

20

40

60

80

100

120

140

time/s

x/
m

et
er

s

Figure 11. Time history of the position estimation in x-direction by Model II in the two dimensional
WSN localization problem.

0 0.5 1 1.5 2

x 10
−5

−20

0

20

40

60

80

100

120

140

time/s

y/
m

et
er

s

Figure 12. Time history of the position estimation in y-direction by Model II in the two dimensional
WSN localization problem.
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Figure 13. Position estimation results by Model I in the two dimensional WSN localization problem.
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Figure 14. Position estimation results by Model II in the two dimensional WSN localization problem.
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Figure 15. A typical WSN in normalized three dimensional space.

after normalization along three axial directions), such as building monitoring [35], underwater
acoustic sensor networks[2], may be encountered. For example, the localization problem of
sensors for building monitoring is actually defined in a three dimensional space since sensors
are deployed in two dimensions on each floor and the whole network constructed by sensors
on different floors forms a three dimensional one. Also, sensors in the underwater acoustic
sensor networks are often deployed at different depth, with different longitude and latitude
and thus form a three dimensional sensor network.

The presented two models in this chapter admit the higher dimensional localization problems
as we did not specify the number of dimensions in the problem formulation and the model
works for all possible dimensions.

As demonstrated in simulations, Model II outperforms Model I in the sense of estimation error
for the cases with the same simulation setup. However, it is notable that Model II requires an
extra dynamic model for the initialization, which is at the cost of implementation complexity
and longer computation time. Fortunately, the dynamic models can be implemented with
either digital or analog devices and thus the computation can be completed in a very short
time. For example, the simulation examples for the two dimensional localization problem
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showed that it takes a time of 10−5 level for the dynamic models to converge. As to
the implementation complexity, more hardware devices, such as summators, multipliers,
dividers, integrators, etc, are needed to fabricate the analog circuit of Model II than that of
Model I.

6. Conclusions and future work

In this chapter, we overviewed our recent work on range-free localization of sensors in WSNs
via dynamic models. The range-free localization problem is formulated as two different
optimization problems, each of which corresponds to a dynamic model, namely Model I and
Model II, for the solution. Simulations in both one dimensional case and two dimensional case
are performed and the two models are compared in both sceneries. The simulation results
demonstrate effectiveness of the dynamic models.

Compared with conventional range-free localization algorithms, a prominent advantage
of ODE based solutions is that the models are implementable by parallel hardware. As
a promising direction for WSN localization, the following aspects are of fundamentally
importance in both theory and practise and are open to all researchers,

• Is there better heuristic information applicable to improve the performance?

• Can Model II be modeled from a probabilistic perspective and therefore to evaluate its
performance improvement relative to Model I in quantity?

• Recent advancement in ODE shows that a properly designed ODE model can receive finite
time convergence to its steady state value. Can the results applied to the range-free WSN
localization to gain a theoretically finite time convergence?

• Hardware implementation with VLSI, FPGA, etc. is a bright direction in practise.

• Can the presented models be used in range-base WSN localization, if not applicable directly,
is the results helpful to supply a good "warm start", which accelerates the convergence?

• The presented models are essentially ODE models for solving nonlinear inequalities defined
on a network. Are the models extendable to other network applications, such as robotic
networks, smart grids, the internet of things, etc?
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