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Acoustics is a mature field which enjoys a never ending youth. New developments 
are induced by either the search for a better understanding, or by technological 

innovations. Micro-fabrication techniques introduced a whole new class of 
microdevices, which exploit acoustic waves for various tasks, and in particular for 
information processing and for sensing purposes. Performance improvements are 

achievable by better modelling tools, able to deal with more complex configurations, 
and by more refined techniques of fabrication and of integration in technological 

systems, like wireless communications. Several chapters of this book deal with 
modelling and fabrication techniques for microdevices, including unconventional 

phenomena and configurations. But this is far from exhausting the research lines in 
acoustics. Theoretical analyses and modelling techniques are presented, for phenomena 

ranging from the detection of cracks to the acoustics of the oceans. Measurement 
methods are also discussed, which probe by acoustic waves the properties of widely 

different systems.
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Preface 

Acoustics is a mature field which also enjoys a never ending youth. After centuries of
investigations, innovations and new developments either come from the endless 
search for a deeper understanding, and for aspects or phenomena which have not yet
been put in light, or are triggered by technological innovations. New technologies can 
involve phenomena which are known, but which happen in unprecedented
conditions, or which need a description of unprecedented accuracy and precision. In
particular, the availability of new production technologies leads to the introduction of 
new devices. In the last years the development of micro-fabrication technologies
marked a major step. A whole new class of microdevices, which exploit acoustic 
waves for various tasks, was introduced and is rapidly growing. Acoustics based 
microdevices are being developed, in particular, for information processing purposes
and for sensing purposes, and have become a key technology in fields like 
telecommunications. This technological breakthrough challenges the methods for
modelling the behavior of acoustic waves: the quest for devices of ever improving 
performances can be faced only by modelling tools which become more accurate and 
more detailed, and able to cope with more complex configurations. At the same time, 
technological developments are sought for the fabrication of these devices, and for 
their integration in technological systems. Several chapters of this book deal with the 
modelling and fabrication techniques for microdevices, including the exploration of 
unconventional phenomena, configurations and applications. 

But the microdevices field is only one of the research lines in acoustics. The present
book offers a sampling which, far from being exhaustive, allows to appreciate how 
diverse and pervasive the applications of acoustic waves can be. Theoretical analyses
are presented, as well as modelling techniques, resulting in a deeper understanding of 
phenomena or features ranging from the detection of cracks to the acoustics of the
oceans. And measurement methods are discussed, which exploit the potential of
acoustic waves as probes to investigate the properties of widely different materials 
and systems. Overall, it is possible to appreciate the huge range of involved length and
time scales, and of media supporting acoustic excitations: from the sub-micrometric 
layers exploited in microdevices to propagation in the oceans, and from materials  and
configurations aiming at enhancing resonances, to those aiming instead at a damping 
behavior. 
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XIV Preface

The first section of the book aims at a detailed theoretical exploration, also by 
sophisticated mathematical analyses, of various aspects of phenomena whose basic 
laws are well established. Alshits and co-workers present a very deep analysis of the 
configuration of the vector fields which describe the electrical state in piezoelectric 
media. In particular, they investigate the fields associated to bulk acoustic wave, 
showing the existence of non piezoactive directions and analyzing the effect of 
symmetries. Lee undertakes a rigorous analysis of a scattering phenomenon which is 
the basis of a widespread non destructive examination technique: the scattering of an 
acoustic wave by a crack. Lee considers the direct problem, the computation of the 
acoustic field scattered by a crack of known size and shape, then investigates the 
inverse problem: how accurately can a crack be reconstructed, from the acoustic waves 
scattered by it? Raitman et al. exploit the dynamical scattering theory to investigate the 
effect of the acoustic waves on the observed diffraction patterns. They achieve a 
detailed interpretation of various features, experimentally observed. Hou & Wen 
present an analysis, both theoretical and experimental, of the peculiar transmission 
properties of a plate containing sub wavelength holes, or arrays of holes. They give a 
detailed picture of various regimes, and of underlying phenomena like evanescent 
waves.  

The second section presents the exploitation of acoustic waves in the implementation 
of measurement techniques. Urbanczyk offers a wide review of measurement 
techniques and devices based on  surface acoustic wave (SAWs). Fellah et al. consider 
the propagation of transient acoustic waves in a homogeneous isotropic slab of porous 
material, having a rigid or an elastic frame. Taking into account the inertial, viscous 
and thermal losses of the medium, they presents a model of the direct and inverse 
scattering problem. This analysis suggests several characterization methods based on 
the inverse problem, using experimental data of reflected and/or transmitted waves. 
These methods were validated experimentally on samples of air saturated porous 
materials, and are useful for materials like bone tissue. Hosseini Fouladi et al. focus on 
Malaysian Natural Fibers exploited as sound absorbers. They give a comparative 
characterization of various types of fibers. Md Nor and co-workers focus instead on 
the measurement of acoustic velocities in reinforced concrete beams: such velocities 
are a required input in the analysis of non destructive tests. Di Fonzo et al. consider 
the mechanical characterization of thin films, and show how the results obtained by 
acoustic techniques can be usefully improved by the joint exploitation of a completely 
different technique, indentation. 

The third section addresses the techniques developed for an accurate modelling of the 
behavior of acoustics based microdevices. Sveshnikov presents a highly efficient 
analytical model, able to describe any multilayer bulk acoustic wave (BAW) device, by 
a flexible one-dimensional modeling and a phenomenological consideration of 
dissipation. The model can treat structures with an arbitrary number and sequence of 
dielectric and metal layers, as well as multiple electrodes. To verify the validity of any 
simulation, an original integral method is proposed, based on fundamental principles 

Preface XI 

like energy balance, the second law of thermodynamics, and reciprocity.  Laroche & 
Ballandras summarize a development work that was pursued for over a decade, until
the integration of different techniques, namely Finite Elements Analysis, Boundary 
Elements Method and Perfectly Matched Layer method. This wide modelling effort
led to the selection of the most appropriate tool for each aspect of the simulation, and 
results in a modelling tool which can treat both bulk waves and surface waves
microdevices. Guo & Chen present a new version of the analytical method of 
reverberation-ray matrix, devoted to the integrated analysis of film bulk acoustic wave
resonators (FBARs) with an underlying Bragg Cell which decouples the resonator 
behavior from that of the substrate. 

Chapters in the fourth section present design and development efforts which led to the 
fabrication of microdevices. Baron et al. report the development work which led to 
bulk acoustic resonators, in particular operating in the high overtone mode. The 
microfabrication technologies are addressed, and the behavior of the resonators is 
characterized. The exploitation of these resonators for the realization of devices of 
various types, like oscillators, sensors, wireless sensors is reviewed, including the 
detailed characterization of aspects like temperature compensation. Chatras and co-
workers give a complete account of the whole process of design, prototype realization
and testing of electronic devices based on bulk acoustic waves, including the 
characterization of the overall performance in terms of signal processing. The whole 
process shows how crucial the bulk acoustic wave based devices can be for the 
development of hardware meeting the requirements of last generation mobile radio 
(the UMTS standard). The importance of the analysis of the acoustic behavior for the
optimization of the performance also emerges. Li et al., after a more general discussion
of SAW based sensors, in particular of magnetic field sensors, discuss a recent 
development: the design, fabrication and characterization of an integrated SAW based 
passive sensor (a transponder) for magnetic field, which exploits a giant 
magnetoimpedance effect. Babkin discusses a peculiar method for the conversion 
between electromagnetic  and acoustic energy, which is the basis of both the excitation
and the detection of acoustic waves. Conversion by piezoelectric materials is widely
adopted; Babkin discusses instead the conversion by magnetic means. Some devices 
are presented, including devices for the analysis of materials and of their defects. 
Mishra demonstrates the performance of in-fiber optical devices obtained coupling
fibers of different thicknesses with a piezoelectric transducer driven by a RF generator.
The acoustic energy is efficiently transferred to the fiber by a machined aluminum
horn, and by the acousto-optic effects tunable filters are obtained, whose performance
is characterized and optimized. 

The fifth section addresses the integration of acoustic based devices into more complex 
engineered systems. El Hassan et al. consider FBARs and Solidly Mounted Resonators
(SMRs), equipped with passive elements (capacitances and inductances), and 
demonstrate a tunable BAW-SMR filter which matches the requirements for mobile
communications (the WLAN 802.11 b/g standard). Furthermore, a digitally tunable 
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demonstrate a tunable BAW-SMR filter which matches the requirements for mobile 
communications (the WLAN 802.11 b/g standard). Furthermore, a digitally tunable 
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BAW-SMR filter implementation is shown. Filipiak & Steczko consider SAW based 
vibration sensors, characterize their performance and show how they can be 
integrated into a warning system. Pirk and co-workers focus on a specific case: the 
payload of space flights. At rocket lift off, and during the subsequent transonic flight, 
severe acoustic loads are imposed to the payloads. Pirk and co-workers discuss 
techniques to measure such loads and to model them, aiming at the optimization of 
acoustic load mitigation measures. 

The sixth section is devoted to the applications of acoustic waves into microfluidic 
devices. Luo et al. give an extensive overview of how acoustic waves can be exploited 
to perform various tasks, including manipulation of droplets and mixing of liquids.  

On a completely different length scale, the seventh section is devoted to the acoustics 
of the oceans. De Sousa Costa & Bauzer Medeiros introduce the reader into the field, 
offering a synthetic and comparative overview of the modelling methods for acoustic 
propagation in the oceans, in which reflection phenomena at the surface and at the 
underlying interface with rocks or sediments have an important role. Hovem focuses 
on the ray tracing method. He shows the effects of the depth dependent, and season 
dependent, properties of water, which cause curved trajectories of individual rays. He 
also gives a detailed modelling of the reflection at the interface between the water and 
the underlying sediment layer.  

As mentioned above, this book offers a representative sampling of the wide horizon of 
present research in acoustics. It includes, on one side, deep theoretical and numerical 
analyses of specific phenomena and devices, and, on the other side, more technically 
oriented contributions, which show the usefulness of acoustics based devices in 
building engineered systems. The book is therefore of interest for both the specialized 
reader, who can find deep insights into some specific topic, and for a more general 
readership, who, by exploring a wide variety of ideas and of approaches, can find 
interesting suggestions. 

Marco G. Beghi 
Politecnico di Milano,  

Energy Department and NEMAS Center, 
Milano,  

Italy 
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1. Introduction 

The acoustic wave of displacements in piezoelectric media is usually accompanied by a 
quasistatic wave of the electric potential. This implies that, using acoustic waves, electric 
signals can be transmitted over a crystal at the velocity of sound. Such possibility opened 
the way to numerous applications of acoustic waves in electronic devices and even led to the 
formation of a special field of science called acoustoelectronics. The applied aspect provides 
an important stimulus for extensive investigations devoted to various features of acoustic 
fields in piezoelectric crystals (Royer & Dieulesaint, 2000). These investigations are also 
stimulated by basic interest in the study of new effects in media with electromechanical 
couplings (Lyubimov, 1968; Balakirev & Gilinskii, 1982; Lyamov, 1983). The acoustics of 
piezoelectric crystals is still an extensively developing field of solid state physics [see, e.g., 
the review article by Gulyaev (1998)], the more so that even purely basic investigations in 
this field frequently contain ideas for fruitful, however not immediately evident, 
applications. 

It should also be noted that the anisotropy often influences the properties of piezoelectric 
crystals in a nontrivial way, and may sometimes lead to qualitatively new phenomena. In 
particular, it is very important from the practical standpoint to know the wave propagation 
directions m for which the electric field components possess maximum amplitudes (Alshits 
& Lyubimov, 1990) and, on the contrary, to reveal the nonpiezoactive directions (Royer & 
Dieulesaint, 2000; Lyamov, 1983) in which the electric signals are not transmitted. Taking 
into account that, irrespective of the anisotropy, the electric field in an acoustic wave is 
always longitudinal (E || m) and the electric induction is always transverse (D  m), we 
have to distinguish (Lyamov, 1983) between the directions of longitudinal and transverse 
nonpiezoactivity in which E = 0 and D = 0, respectively. This paper presents the results of 
investigations aimed at a detailed analysis of the nonpiezoactivity of both types.  
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Another important aspect of this problem is related to directions m, in the vicinity of which 
the vector fields of displacements (u) and the acompanying electric components (E, D) 
exhibit singularities. According to the results obtained by Alshits, Sarychev & Shuvalov 
(1985), Alshits et al (1987), and Shuvalov (1998) this very situation takes place near the 
acoustic axes, where the orientational singularities in the degenerate branches of 
eigenwaves are observed for the u and D fields, and the amplitude singularities, for the E 
field. This paper deals with orientational singularities of another type, which occur in the 
vicinity of the transverse nonpiezoactivity directions in the vector fields D(m), i.e. around 
the points 0m  on the unit sphere such that 0 ) D m( 0  (Alshits, Lyubimov & Radowicz, 
2005 a, b). 

Below we will formulate the equations determining special directions m for which either  
Eα (m) = 0 or Dα (m) = 0 for all three branches of the acoustic spectrum ( α = 1, 2, 3). These 
directions have different dimensionalities: the typical solutions appear as lines of zero 
electric field ( Eα = 0) and points of zero induction (Dα = 0) on the unit sphere m2 1 . The 
equations obtained will be analyzed both in the general case and in application to various 
particular crystal symmetry classes. The two types on nonpiezoactivity are closely related to 
the crystal symmetry, but they can also exist in triclinic crystals possessing no elements of 
symmetry. The corresponding theorems of existence are proved. 

The possible types of singularities in the vector field Dα (m) in the vicinity of the transverse 
nonpiezoactivity directions will be considered. In particular, it will be shown that, 
depending on the material moduli, the singularity in an isolated point m0  may be 

characterized by the Poincaré indices (topological charges) Dn = 0, ±1, ±2. The general 

analytical expressions will be obtained for the Dn  values in triclinic crystals with arbitrary 
anisotropy and specified for a large series of crystals belonging to particular crystal 
symmetry classes. Only the solutions corresponding to singularities with Dn = ±1 are 
topologically stable, while singularities of the other types either split or disappear upon an 
arbitrary triclinic perturbation of the material tensors. However, the sum of indices for any 
splitting must be equal to the initial index Dn . 

The chapter is mainly based on our papers (Alshits, Lyubimov & Radowicz, 2005 a, b). 

2. Statement of the problem and general equations  

In piezoelectric crystals, purely mechanical characteristics, the elastic displacement vector 
u(r, t), the distortion tensor β̂ (r, t), and the stress tensor σ̂ (r, t), are related to such electrical 
quantities as the potential (r, t) and the electric field strength E(r, t), and induction D(r, t). 
The fields of β̂ (r, t) and E(r, t) can be expressed in terms of their own potentials as 

        ˆ ,  , ,           ,   – , .  t t t t    r u r E r r  (1)  
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The interrelation of these characteristics is determined by the constitutive equations (Landau 
& Lifshitz, 1984): 

    ij ijkl kl kij k i ikl kl ik kσ c β e E , D e β ε E ,   (2) 

where ĉijklc   is the tensor of elastic moduli, êkije   is the tensor of piezoelectric moduli, 

and ̂ikε  is the permittivity tensor. In such a piezoelectric medium, the bulk acoustic wave 
with the phase velocity v and the wave vector k = km must be a superposition of mechanical 
and electrical dynamic fields:   

 ik   u u m r0 0{ , } { , }exp{ ( )}.vt   (3) 

These fields obey the usual equations of motion (Landau & Lifshitz, 1984):   

 ˆDiv , Div  0, Duσ ρ   (4) 

where ρ  is the density of medium. Here, we use the well-known quasi-static approximation 

valid to within the terms proportional to the ratio 2 10( ) 10v / c ~  (c is the velocity of light). 
Combining the above relations, we readily obtain a homogeneous equation for the 
polarization vector u0  (Landau & Lifshitz, 1984): 

 ˆ ˆ 0,   m u e e u(0)
0 0( , ) [ / ]F v F  (5) 

where 

 ˆ ˆ ˆ ˆ    m m m m m me(0) 2F c ρv I, e , ε ε ,      (6) 

symbol  denotes the dyadic product, and Î  is the unit matrix. A necessary condition for 
the existence of nontrivial solutions of the homogeneous equation (5)  is 

 ˆ mdet ( , ) 0.F v   (7) 

This is a cubic equation for the square of phase velocity v, which determines the three 
branches of the velocity of the bulk acoustic waves vα(m) (α = 1, 2, 3). 

Orientations of the corresponding mutually orthogonal polarization vectors u0α (m) of the 

isonormal eigenwaves can be expressed in terms of the α̂F  matrix, which is adjoint to the 

matrix ˆ ˆ ( ) ( ( ) )m m mα α αF F v ,  and is determined from the condition ˆ ˆ ˆ ˆdetα α αF F I F . As can be 

readily checked, Eq. (5) for any vector c such that ˆ 0cαF  is satisfied for  

 ˆ( )||u m m c.0 ( )α αF    (8) 

It should be emphasized that the direct relation (8) between the polarization vector ( )u m0α   
and the wave normal m will be widely used in the subsequent analysis. 
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Once the field of elastic displacements for a given wave branch ( )u rα ,t  is known, we can 
also determine the corresponding electric components (Landau & Lifshitz, 1984). For the 
subsequent analysis, these components are conveniently represented [by analogy with Eqs. 
(3)–(8)] in a coordinate-free form as 

 ,ˆ/ , ,    e u E m D uα α α α α α-ik ikN  (9) 

 ˆ ˆ ˆ ˆ ˆ   - ( ) /N e ε e εm m m m m m.    (10) 

Relations (9) together with condition (8) determine the functions E m( )α  and D m( )α  
necessary for the subsequent analysis. 

As can be readily seen, ˆ m 0N . This identity and the third relation in (9) clearly illustrate 
the well-known property (see Introduction) according to which the electric field E m( )α  is 
purely longitudinal, whereas the inductionD m( )α  is purely transverse: 

          || E m D m.α α,  (11) 

On the other hand, the same identity ˆ m 0N  implies one useful property of the N̂  matrix: 

 ˆ det 0,N    (12) 

which indicates that this matrix is planar and, hence, can be represented as a sum of two 
dyads. 

3. Examples of transversely isotropic piezoelectrics 

There are three groups of piezoelectrics which exhibit a transverse isotropy of their acoustic 
properties. They belong to the following classes of symmetry (Sirotin & Shaskolskaya, 1982): 

 2, 622,   (13) 

 , 6 ,m mm  (14) 

 , 6.  (15) 

Owing to the transverse isotropy, the formulas presented below contain only the polar angle 
θ between the m vector and the z axis coinciding with the principal axis of symmetry. 
Without loss of generality, we may proceed with the analysis upon selecting any cross 
section containing the main axis. Here, it is convenient to choose 

 (  (sin  cos  m 1 3,  0, ) ,  0, ).m m   (16) 

In these coordinates, the (0)F̂  matrix in Eq. (6) for all the six classes of symmetry (13)–(15) 
has the same quasi-diagonal form (Fedorov, 1968): 
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2 2 2
11 1 44 3 1 3

(0) 2 2 2
66 1 44 3

2 2 2
1 3 44 1 33 3

0
ˆ 0 0

0

 
 
 
 
 
 

 

  

 

,

c m c m ρv dm m
F c m c m ρv

dm m c m c m ρv
       (17) 

where d = c13 + c44. The ˆmε  vector and, hence, the ε scalar in Eq. (6) are also the same for all 
symmetry classes (13)–(15) (Sirotin & Shaskolskaya, 1982): 

 2 2
1 3 .ˆ (        m 1 1 3 3 1 3,  0, ),ε ε m ε m ε ε εm m    (18) 

However, the form of the electric vector e according to Eq. (6) for the transversely isotropic 
crystals of three types is different. For the piezoelectric media belonging to classes (13) and 
(14), the electric vectors are expressed as 

 (  e 14 1 30,  , 0),e m m     (19) 

 2 2
1 3  e 15 31 1 3 15 33{( ) ,  0, },e e m m e em m     (20) 

respectively. For a medium of the symmetry class (15), the electric vector is given by a sum 
of expressions (19) and (20). Thus, the structure of the F̂  matrix in (5) for classes (13) and 
(14) is the same as in (17), but this conclusion is not valid for the F̂  matrix of the 
symmetry classes (15), which contains no vanishing elements. In the same coordinates, the 
matrix for the piezoelectric media belonging to classes (13) and (14) has the following 
forms:  

 
( )

ˆ ,

( )





 
 

   
   

2
3 3

14 3 1
2

3 1 3

0 0
0

0 0

ε / m
N e m m

ε / m m
    (21) 

 ˆ
    
  

    
        

2 2 2
15 3 15 1 15 31 1 1 3 15 1 33 3 1 1

-1
15 3

2 2 2
31 1 33 3 15 31 3 1 3 15 1 33 3 3 3

0 ( ) 0 ( )
0 0 0 0 0 ,

0 ( ) 0 ( )

e m e m e e ε m m e m e m ε m
N e m ε

e m e m e e ε m m e m e m ε m

   (22) 

respectively. For a medium of the symmetry classes (15), the matrix N̂  is (by analogy with 
vector e) given by a sum of expressions (21) and (22). In classes (13) and (14) of higher 
symmetry, one of the eigenwave branches for any direction m is purely transverse: 

 2 2 2 2 2 2
1 3 14 1 3

                       

.

||

   

u

66 44

(0, 1, 0),

( / ) t

t

 c c εv m m e m m
   (23) 

Such purely transverse waves of the t mode polarized orthogonally to the propagation 
plane are frequently called SH waves. The other two branches are polarized in the {m1, m3} 
plane: 
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The electric components of the above wave fields can be also determined for an arbitrary 
direction m. For a medium of the symmetry class (13):  
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For the less simple symmetry class (14), we present only the result for the SH-branch (23): 

   (          (  || m D 15 3) 0, 0,  , 0) .t t te m u    (27) 

The structure of acoustic waves in media of the symmetry classes (15) is more complicated. 
In this case, even a purely transverse solution ( ut || y) exists only in the xy basis plane. 

4. Lines of zero electric field on the unit sphere 

According to the second relation in (9), the electric field amplitude distribution on the unit 
sphere of the wave propagation directions is described by the equation 

  E m m m,( ) const ( )α α    (28) 

which shows that zero values of E m( )α  coincide with those of the potential /   e uα α . 
According to condition (8), these directions are determined by the equation,      

 ˆ . e m m c( ) ( ) 0αF    (29) 

The acoustic waves (3) propagating in these directions contain no electrostatic components 
Eα , as in a nonpiezoelectric medium. Even a nonzero induction field i ijk k, jD e u  in these 

directions does not influence the parameters of the displacement wave. 

The scalar equation (29) poses only one limitation on the direction of the wave normal m ≡ 
m(θ,) as a function of two spherical angular coordinates. In other words, Eq. (29) 
determines a line (or several lines) of nonpiezoelectric directions (in which Eα = 0) on the 

sphere m2 1 . It should be noted that the condition of longitudinal nonpiezoactivity, 
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 e m u m( ) ( ),α  (30) 

in some special cases can be satisfied even on the whole m2 1  sphere. This takes place, in 
particular, in the transversely isotropic crystals belonging to the symmetry classes (13) (for 
the l and t' modes (26)) and (14) (for the t mode (27)). For all other crystals, including 
transversely isotropic crystals belonging to the symmetry classes (15), the geometric locus of 
the longitudinal nonpiezoactivity has the form of lines on the unit sphere m2 1 . Such lines 
also exist in the piezoactive branches of the aforementioned high-symmetry media 
belonging to symmetry classes (13) and (14). For example, the zero-field lines Eα = 0 in the l 

and t' branches of the media of classes (14) and (15) appear at the intersection of the m2 1  
sphere with the cones of directions defined by the polar angles lθ  and tθ  as 

             2 2
33 15 31 15 31 33 15tan /(2 ), tan ( ) / .l tθ e e e θ e e e e    (31) 

For simplicity, these expressions are written in an approximate form corresponding to the 
case of a weak electromechanical interaction and a small elastic anisotropy. Nevertheless, 
one can readily check that the exact condition for the existence of the aforementioned 
nonpiezoactivity cones is the positive determinacy of the right-hand parts of the 
approximate formulas (31). 

It is possible to prove that the longitudinal nonpiezoactivity lines in fact exist practically in 
all (even triclinic) crystals. Let us consider a crystal with arbitrary anisotropy, which 
contains at least one acoustic axis of the general (conical) type. Here, it should be noted that 
no one real crystal without acoustic axes and no one triclinic crystal without conical axes are 
known so far. As was demonstrated by Alshits & Lothe (1979) and Holm (1992), the 
polarization fields of elastic displacements u m0 ( )α  for the bulk eigenwaves in such a crystal 

can be arranged on the m2 1  sphere so that one is even,  

  u m u m02 02( ) ( ),    (32) 

and two are odd, 

              u m u m u m u m01 01 03 03( ) ( ), ( ) ( ).   (33) 

The nondegenerate branch u m03( )  is always odd and continuous on the entire sphere of 

wave directions. As for the degenerate branches, u m01( )  and u m02( ) , their evenness 
depends on the representation and can be changed simultaneously. These branches are 
continuous at all points of the sphere except for some open-ended lines on which the 
u m01( )  and u m02( )  functions change sign. Such “anti-sign” lines can be arbitrarily 
deformed on the unit sphere without changing the positions of end points (coinciding with 
the points of degeneracy). In fact, the representation is chosen by setting certain fixed 
positions of the anti-sign lines (coinciding for both degenerate branches).  
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One can readily check that the aforementioned properties of the fields of elastic 
displacements, which were established in (Alshits & Lothe, 1979; Holm, 1992) for purely 
elastic media, are also valid for piezoelectrics. Taking into account that, according to 
relations (33), the u m03( )  function is odd and the e(m) function is [by definition (6)] even, 
we may conclude that the potential 

  m e m u m03 03( ) ( ) ( ) /     

is an odd function 

    m m03 03( ) ( ).   (34) 

This result implies that, for any path connecting the opposite points m and –m on the unit 
sphere, there exists at least one point m0  such that  m03 0( ) 0 . In scanning the paths on the 
unit sphere, points m0  will apparently form a closed line representing a geometric locus of 
the directions of longitudinal nonpiezoactivity for the nondegenerate branch. 

For the degenerate branches  m01( )  and  m02( ) , the considerations should be somewhat 
modified, while being still generally analogous to those used in solving a similar problem 
(Alshits & Lothe, 1979) concerning the existence of the lines of solutions for exceptional bulk 
waves related to the same degenerate branches in semi-infinite elastic media. Not 
reproducing these considerations here, we only formulate the result: the longitudinal 
nonpiezoactivity lines exist in both degenerate branches and pass from one branch to 
another at the degeneratcy points. Thus, the following theorem of existence is valid: 

All three wave branches in an arbitrary crystal, which contains conical acoustic axes, must possess 
lines of longitudinal nonpiezoactivity directions on the unit sphere. 

It should be also noted that, when a wave propagates along an acoustic axis md  of any type, 
the continuum of possible orientations of the wave polarization u in the plane of degeneracy 
always contains a vector orthogonal to the )e m( d  direction. In view of the criterion (30), this 
ensures nonpiezoactivity of the corresponding wave. Therefore,  

acoustic axes must belong to the lines of longitudinal nonpiezoactivity. 

The elements of crystal symmetry can become an additional factor accounting for the 
phenomenon of nonpiezoactivity. According to (Royer & Dieulesaint, 2000), also  

symmetry axes determine the directions of longitudinal nonpiezoactivity for purely transverse modes,  

while  

a symmetry plane is the geometric locus of directions of longitudinal nonpiezoactivity for the related 
SH waves.  

One can add that  

the planes orthogonal to symmetry axes of even order are the geometric locus of directions of 
longitudinal nonpiezoactivity for in-plane polarized waves. 
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Let us consider, for example, a monoclinic piezoelectric crystal belonging to one of the two 
possible symmetry classes: m or 2. In the first case, the electric vector e of any wave 
propagating in a plane of symmetry m must, obviously, lie in the same plane being, hence, 
orthogonal to the polarization vector u0t  of all SH waves of the t branch. In the second case, 
the e vector for a wave normal occurring in the plane perpendicular to the dyad (2-fold) axis 
of symmetry must be parallel to this axis and, hence, orthogonal to polarization vectors 
(belonging to said plane) of the l and t' waves. Naturally, the latter property is valid for any 
other symmetry axis of even order. In monograph (Royer & Dieulesaint, 2000), this rule was 
formulated for planes orthogonal to the tetrad (4-fold) and hexad (6-fold) axes. 

The above theorems are summarized in Table 1. 
 

Directions of 
nonpiezoactivity 

Directions of acoustic 
and symmetry axes 

Any direction in 
symmetry planes 

Any direction in planes 
orthogonal to symmetry 

axes of even order 
Wave branches Transverse waves SH waves In-plane polarized waves 

Table 1. Directions of obligatory longitudinal nonpiezoactivity ( Eα = 0) in crystals 

In particular, the coordinate planes of the crystal system orthogonal to the tetrad and dyad 
axes in cubic piezoelectrics (symmetry classes 43m  and 23) must be nonpiezoactive for the 
corresponding l and t' branches. At the same time, the diagonal symmetry planes {110} are 
nonpiezoactive for the corresponding t (SH) waves. One can check that, in the vicinity of the 
coordinate axes, the potential amplitudes for these branches can be represented in spherical 
coordinates (, ) as (Fig. 1) 

   
2sin2 ,l,t θ     (35) 

   2cos2 .t θ   (36) 

 
Figure 1. Polar diagrams of the electric potentials (a)  ( )l,t  and (b)  ( )t  at θ = const in the vicinity 
of the (0, 0, 1) direction in a cubic piezoelectric crystal. Numbers 1, 2, and 3 refer to the angles 

 1 2 3θ θ θ ; solid and dashed lines relate to the potentials of different signs. 
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5. Zero-induction points on the unit sphere  

5.1. General case of arbitrary anisotropy 

Now let us consider the conditions determining the propagation directions m0  in which the 

electric induction vector ˆD uα αikN  defined in (9) vanishes. Taking into account identity 

(12) and the definition of the adjoint tensor 

 ˆ ˆ ˆ ˆ detNN I N,   (37) 

one can readily check that Dα = 0 for the directions m0  such that uα || ˆdN , where d is any 

vector obeying the condition ˆdN  ≠ 0. For these directions m0 , according to condition (8), 
we also have 

 ˆ ˆ ||m c d( )αF N    (38) 

In the general case, this condition gives two equations with two unknowns θ and , which 
determine the positions of isolated points  m0( ),  such that Dα = 0 on the unit  

sphere m2 1 . There is the well-known Brouwer theorem in the topology, according to 
which  

any continuous transform on a sphere, not mapping any point by its antipode, has at least two 
stationary points.  

Now let us consider a distribution of vectors D m( )α  continuous everywhere on the unit 
sphere. The continuity of D m( )α  is ensured when the corresponding branch α is 
nondegenerate. According to Brouwer’s theorem, this distribution of Dα  vectors tangent to 
the sphere must have two stationary points for which Dα = 0. On the other hand, relations 

(9) and (10) imply that this distribution also possesses an additional property: D m(- )α || 
D m( )α . For this reason, the pair of points stipulated by Brouwer’s theorem includes the 
inversion-equivalent stationary points m0  and –m0 . Thus, the following theorem of 
existence of the transverse nonpiezoactivity directions is valid: 

In any crystal of unrestricted anisotropy each nondegenerate branch must contain at least one pair of 
inversion-equivalent zero-induction points  0m  such that  α 0( ) 0D m  on the unit sphere. 

Therefore, the zero-induction points in a wave field Dα(m) must exist even in triclinic 
crystals. Of course, the positions of such points in the general case (i.e., the solutions of 
Eq. (38) in the general form) cannot be found analytically. However, in some more 
symmetric crystals, nonpiezoactive directions m0  can be found without cumbersome 
computations. 
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5.2. Zero-induction points related to elements of the crystal symmetry 

5.2.1. Longitudinal waves propagating along symmetry axes  

Let us consider a wave propagating along the direction m0 , which coincides with a 

symmetry axis of any order except for dyad axes (e.g., this can be the 3, 4, 4 , 6, or 6 -fold 
axis). As is known (Fedorov, 1968), any symmetry axis (including a dyad axis) is a 
longitudinal normal. Evidently, the electric induction D m0( )l  accompanying the 
longitudinal wave  )||u m0( l  must be zero, otherwise the D m0( )l  vector would possess 
two equivalent orientations, in contradiction with the single-valued third relation in (9): 

 .ˆD m m0 0( )l ikN   (39) 

It should be noted that this argument does not work in the case of transverse branches. For 
the selected symmetry directions they are always degenerate, that is, possessing equal phase 
velocities ( )t tv v  and, hence, arbitrary orientations of ut,t  and Dt,t  in the plane: 

 .,  }    u D m0{ t,t t,t    (40) 

The wave propagating along a dyad axis should be treated separately (albeit with the same 
result). In the general case, this direction is not an acoustic axis. On the other hand, the 
transverse isonormal vectors D m0α  ( α t,t ,l ) are determined to within the sign (like uα ) 
and, hence, their symmetry rotations due to the dyad axis cannot be considered as different 
solutions. So, one can readily check that, for a propagation direction along the dyad axis, the 
transverse branches α t,t  are again characterized by nonzero induction vectors. However, 
the longitudinal branch in the same direction always obeys the relation D m0( ) 0l . Indeed, 

combining Eqs. (10) and (39) for m m0 , we obtain 

 
ˆ ˆˆ ˆ/ .

ˆ
  


m m m m

D m m m m
m m

0 0 0 0
0 0 0 0

0 0

( )[( ) ]
( ) ( )l

ε e
ik N e

ε   (41) 

Let us check that the right-hand part of this expression vanishes even for a monoclinic 
crystal of the class 2. Selecting the z axis in (41) along the dyad axis  || m0(2 ) , we obtain 

 / .
 

    
 

D 13 33 23 33
13 23

33 33
,   ,   0l

ε e ε e
ik e e

ε ε
  (42) 

However, according to (Royer & Dieulesaint, 2000; Sirotin & Shaskolskaya, 1982), the off-
diagonal components of ê  and ε̂  tensors, entering into Eq. (42) for the symmetry class 2 in 
this coordinate system, are vanishing:    13 23 13 23 0e e ε ε  and, hence, 

 || D m0( 2) 0.l  (43) 
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crystal of the class 2. Selecting the z axis in (41) along the dyad axis  || m0(2 ) , we obtain 

 / .
 

    
 

D 13 33 23 33
13 23

33 33
,   ,   0l

ε e ε e
ik e e

ε ε
  (42) 

However, according to (Royer & Dieulesaint, 2000; Sirotin & Shaskolskaya, 1982), the off-
diagonal components of ê  and ε̂  tensors, entering into Eq. (42) for the symmetry class 2 in 
this coordinate system, are vanishing:    13 23 13 23 0e e ε ε  and, hence, 

 || D m0( 2) 0.l  (43) 
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Evidently, Eq. (43) is valid for all crystals of various classes possessing dyad axes. Thus, the 
following statement is valid: 

A longitudinal wave propagating along any axis of symmetry in a piezoelectric crystal is 
accompanied by an electric component with zero induction.  

For example, let us consider a piezoelectric crystal of the orthorhombic symmetry class 222. 
According to the above theorem, all three dyad axes in this crystal are the zero-induction 
directions m0  for the longitudinal modes. However, it can be shown that another four 
inversion-nonequivalent asymmetric directions m0  with zero induction ( D 0l ) may exist 
in a quasi-longitudinal branch of this crystal: 

    0 0 0 0( , ),  ( , )θ θ π , (44) 

where the angles of spherical coordinate system are determined by approximate relations 

 , . 


36 1 2 25 1
0 0

14 2 25 1 3 14 2
arccot arctan

( )
e ε ε e ε

θ
e ε e ε ε e ε

  (45) 

For simplicity, solutions (45) are written in the approximation of small piezoelectric moduli 
and weak elastic anisotropy. In this approximation, a necessary condition for the existence 
of the above series of zero induction points is that all the piezoelectric moduli entering into 
relations (45) must have the same sign (Fig. 2). It should be noted that cubic piezoelectric 
crystals (symmetry classes 43m  and 23) are always described by Fig. 2b, since additional 
zero-induction directions (44), (45) always appear along the triad axes. 

 
Figure 2. Diagrams of the directions of propagation of the transversely nonpiezoactive acoustic waves 
of quasi-longitudinal branch in crystals of the symmetry class 222. The stereographic projections are 
given for the cases when (a) the sign of the piezoelectric modulus 36e  is opposite to that of 14e  and/or 

25e  and (b) all piezoelectric moduli have the same sign. 

5.2.2. Transverse (SH) waves propagating in symmetry planes 

Example 1: symmetry class m. Let the z axis be perpendicular to the plane of symmetry of a 
monoclinic crystal (z ⊥ m) and consider the t branch of a wave propagating in this plane: 
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        || 1 2( ,  ,  0), (0, 0, 1).tm mm u  (46) 

One can readily check that in such waves 

 .       || ||D u35 1 34 2(0, 0, )t t te m e m u    (47) 

Therefore, the symmetry plane always contains a single direction m0  corresponding to zero 
induction Dt , which is determined by the azimuthal angle 0  (counted as in Fig. 1): 

 .  / /   0 01 02 0 02 01 35 34( , , 0), tanm m m m e em  (48) 

The maximum amplitude of Dt  in this plane corresponds to the direction  

  -  mmax 02 01( , , 0),m m        (49) 

which is perpendicular to m0 .  

This is the most general example. Thus, the following theorem is valid: 

In any symmetry plane there is always at least one direction for propagation of an SH wave with 
vanishing electric induction. 

The other examples below just specify orientations of the zero-induction direction in various 
symmetry classes. 

Example 2: symmetry class 3m. In trigonal crystals, the situation with transverse 
nonpiezoactive directions for the t waves in each of the three symmetry planes containing 
the triad axis is completely analogous to the above case of a monoclinic crystal. For example, 
in the yz symmetry plane, relations (46)–(48) have to be replaced by 

        || 2 3(0,  ,  ), (1, 0, 0),tm mm u  (50) 

 ,      || ||22 2 15 3(- , 0, 0)t t te m e m uD u     (51) 

      m 02 15
0 02 03 0

03 22
(0, , ), tan

m e
m m θ

m e
 (52) 

where 0θ  is the polar angle between m0  and the triad axis. 

Example 3: symmetry class mm2. For a t wave propagating in the yz symmetry plane of an 
orthorhombic crystal, we have 

 
            

              .
||

|| ||
m u
D u

2 3

15 3
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t

t t t

m m
e m u

   (53) 

Evidently, in this case 
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       0 max(0, 1, 0), (0, 0, 1).m m  (54) 

Relations (53) and (54) are also valid for tetragonal crystals of the symmetry class 4mm. 

Example 4: symmetry classes 42m , 43m , and 23. For the x axis parallel to the dyad axis 
  ||( 2)x , transverse waves propagating in the diagonal plane (1, 1 , 0) obey the relations 

        || 1 1 3( ,  - ,  ), (1, 1, 0).tm m mm u    (55) 

These waves exhibit electric components with the amplitude of induction 

       || ||D u14 3(1, 1, 0)t t te m u       (56) 

and, hence, have the following special directions: 

  -  ,     0 max(1, 1, 0) / 2 (0, 0, 1).m m  (57) 

The found above orientations of zero-induction direction m0  for a series of crystal classes 
are summarized in Table 2. 
 

Class of symmetry m 3m mm2, 4mm 42m , 43m , 23 
Symmetry plane m  z m || yz m || yz m || ( 110 ) 

Direction m0  01

 (
/ /e e




m0 01 02

02 35 34

, ,0)m m
m m

 03

 (
/ /e e



m0 02 03

02 15 22

0, , )m m
m m

m0 = (0, 1, 0) m0 = (1, -1, 0)/ 2  

Table 2. Propagation directions of transversely nonpiezoactive SH waves in the symmetry planes of 
crystals of various symmetry systems. Certainly, in Table 2 for crystals more symmetric than monoclinic 
(m) and containing other equivalent symmetry planes, the directions 0m  of zero induction found are 
accordingly multiplied. For instance, in crystals of the orthorhombic (mm2) and tetragonal (4mm) classes 
there is also the symmetry plane m || xz where the corresponding transversely non-piezoactive 
direction is 0m  = (1, 0, 0). 

In conclusion, let us consider the more exclusive case of hexagonal symmetry classes (14).  

Example 5: symmetry classes 6mm and m (14). Any plane containing the principal  
symmetry axis in such a crystal is the plane of symmetry m. According to relations (27), the 
electric induction vector of t waves propagating in such planes is orthogonal to m and 
proportional to 3m . Therefore, Dt  vanishes along the entire equator 3 0m : 

    D 1 2( , , 0) 0.t m m   (58) 

Note in passing that at the same equator for the same symmetry classes the other transverse 
branch (t') polarized along the principal axis also forms a line of zero electric displacement: 

     D 1 2( , , 0) 0.t m m    (59) 
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6. Orientational singularities of the induction fields  

The vector fields D m( )α , which are orthogonal to the wave normal m, may exhibit 
orientational singularity in the vicinity of directions of the two types: zero-induction points, 
where rotations are topologically allowed (Alshits, Lyubimov & Radowicz, 2005a, 2005b), 
and along acoustic axes, where inductions of degenerate branches, as a rule, do not vanish, 
but rotate together with the corresponding displacement vectors u0α  (Alshits et al, 1987).  

Below we shall consider the both types of singularities concentrating our attention basically 
on the directions of transverse nonpiezoactivity.  

6.1. General case of arbitrary anisotropy 

6.1.1. Orientational singularities in the vicinities of zero-induction points  

As was mentioned above, the vector fields D m( )α  in the zero-induction points m0  may 
exibit rotations (Fig 3). Let us consider the D m( )α  function for m =m0 + Δm, where 

m m0Δ  and |Δm| << 1. Using condition (8) and the third relation in (9), we obtain 

 ˆ ˆ  ||D m m m c.( ) ( ) ( )α αN F    (60) 

Taking into account that D m0( ) 0α , one has from (60) to a first approximation: 

 ˆ ˆ ˆ .||


    
  m m

D m m m m c
0

( ) Δ Δ [ ( ) ( ) ]α α i α
i

Q m N F
m    (61) 

 
Figure 3. A singular vector distribution D m( )α  in the vicinity of a zero-induction point m0 .  

For the transverse D m( )α  field [see (11)], the asymmetric tensor entering into formula (61), 

 ˆ ˆ ˆ ,  m m mm m c|
0

( ) ( )α αQ N F   (62) 

must be planar, that is, its spectral expansion can be represented as a sum of two dyads: 
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 ,ˆ     e e e e1 1 1 2 2 2α α α α α α αQ λ λ    (63) 

where αjλ , eαj , and eαj  are the eigenvalues and eigenvectors (left and right) of the ˆ
αQ  tensor 

( e 1α  and e 2α  must be orthogonal to m0 ). Note that the eαj  eigenvectors (in contrast to eαj ) 

in the general case do not belong to a plane orthogonal to m0 , but their components ||eαj  

oriented along m0  are insignificant for our analysis. 

Let us decompose each eigenvector into two components 

 ,ˆ    ||     ( )|| || I           e e e e m e m m e m0 0 0 0, ,αj αj αj αj αj αj       (64) 

and form a more convenient matrix 

 ,ˆ ˆˆ( )I         m m e e e e0 0 1 1 1 2 2 2α α α α α α α αQ Q λ λ     (65) 

which will be used below instead of ˆ
αQ : 

 .ˆ  || D mΔα αQ      (66) 

Let the orientation angle Φ of the D m( )α  vector be measured from the e 1α  direction, and 

the analogous angle   for Δm in the same plane, from the e 1α  direction (Fig. 4). In these 
terms, we can write 

 .
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Figure 4. The angles of orientation of the αD  and Δm vectors in the plane orthogonal to 0m . 

Thus, the complete turn of Δm around m0  in the plane orthogonal to m0  implies the 
complete turn of D m( )α  in the same or in0 the opposite direction (depending on the sign of 

det ˆ 
αQ = 1 2α αλ λ ), which corresponds to the Poincaré index of the given singular point (Fig. 5) 
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Figure 5. The two main types of singularities in the vicinity of zero points of the induction vector 
distribution in the normalized directed representation. 

 .ˆ D  sgndet αn Q      (68) 

The above considerations fail to be valid in particular cases, when one of the eigenvalues  
( 1αλ  or 2αλ ) of matrices (63) and (65) vanishes. In such cases, det ˆ 

αQ  = 0, but formula (68) is 
not applicable. Indeed, let 2αλ  = 0 at m0 . Then, 

 ˆ  ||    D m m e e1 1 1Δ (Δ )α α α α αQ λ      (69) 

and a zero-induction line can pass via m0  in the direction of Δm ⊥ e 1α , but only provided 

that 2αλ  = 0 is valid. In this situation, the very concept of the Poincaré index is inapplicable. 

However, if the vanishing of 2αλ  has a strictly local character and takes place only along 

m0 , then we are dealing with a very special singularity analogous to a local-wedge 
degeneracy known in the theory of acoustic axes (Alshits, Sarychev & Shuvalov, 1985). It can 
be shown that a topological charge of the corresponding singularity in the D m( )α  field in 

this case can take one of three values: Dn = 0, 1. However, both situations (point and line) 
of this type with zero induction amplitude are very exclusive and never encountered in real 
(even symmetric) crystals. Below we will consider zero-induction lines of this kind in model 
crystals. However it will be demonstrated that the examples of the Dα = 0 lines, existing in 
hexagonal crystals and described by Eqs. (58) and (59), belong to a different type. 

On the other hand, the ordinary singular points (68) with indices Dn = 1 depicted in Fig. 5 

are rather widely encountered in real crystals. For example, all directions m0  in Fig. 2b 

corresponding to orthorhombic (222) or cubic ( 43m  and 23) crystals are characterized by 
topological charges Dn = 1 (in Fig. 2, filled and empty circles correspond to +1 and –1, 

respectively). Figure 6 is a schematic diagram of the D m( )l  distribution in the central region 
of the circle in Fig. 2b. 
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Figure 6. A schematic image of the D m( )l  vector field distribution over a group of five singular points 

in the central region of Fig. 2b in the representation of nondirected segments. 

6.1.2. Orientational singularities in the D m( )α  fields around acoustic axes  

Let us consider the vector polarization fields ( )u m01,2  of degenerate branches in the vicinity 

of the direction md  of the acoustic axis. In this region the considered vector distributions 
should be very close to the plane orthogonal to the unit polarization vector ( )u m03 d  of the 
non-degenerate isonormal eigenwave being singular at md . Their rotations around the 
acoustic axis are equal to each other being described by the Poincaré index un  which is 
determined by the type of the acoustic axis (Alshits et al, 1987). The appropriate fields of 
electric induction D m1,2( )  due to the coupling (9)  ˆ ||D uα αN  have similar rotations 

characterized by the Poincaré index Dn  which ordinarily may differ from un  only by a sign. 

In order to find this sign we should take into consideration that the N̂  matrix is degenerate 
( ˆ m 0N ). However, one can replace N̂  by a matrix ˆ N  such that we have ˆ ˆ u uN N  for 
any u u03 , but simultaneously ˆdet   0N . These conditions are satisfied by, for example, 
the matrix 

 .ˆ ˆ ( )   m m u03d dN N     (70) 

Indeed, in accordance with (Fedorov, 1968) we have ˆ ˆdet 0  u m03 dN N . Then following 
to (Alshits et al, 1987) one obtains 

 ˆsgndet D un n N .     (71) 

This equation is valid until ˆ m( ) 0dN  which holds for any known acoustic axes except of 

the direction  6||md  (see below). 

It should be noted that, in contrast to the mutually orthogonal vectors ( )u m0α  ( α = 1, 2, 3), 
the three vectors D m m( )α  are coplanar and generally unorthogonal in pairs. At the same 
time, it is clear that the vectors D m1( )  and D m2( )  are not collinear with any m. 
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Consequently, these two vector fields are homotopic with each other. That is why they 
correspond to the same value of the index Dn . 

Now let us consider some examples of crystals belonging to particular symmetry systems. 

6.2. Waves propagating along symmetry axes  

6.2.1. Longitudinal waves along symmetry axes  

Example 1. For a longitudinal wave propagating along the m0 || 2 direction in a monoclinic 
crystal with dyad axis, we have 

   D 1 1 2 2 1 2sgn{( )( ) - }.n a b a b c c    (72) 

where 

  
   

   
   
14 36 15 1 33 1 15 3614 2

1 1 1
334 35 34 35

,    - ,  ,
e c e d e ε e ce d

a b c
ε

   (73) 

    
   

   
25 36 33 2 25 1 24 3624 2

2 2 2
335 34 35 34
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e c e ε e d e ce d

a b c
ε     (74) 

 3 33i id c c . The ε̂  tensor is assumed to be diagonal, which can be ensured by the 
appropriate choice of the x- and y axes of the crystallographic coordinate system with the z 
axis parallel to the dyad axis. 

Example 2. For the m0 || 2 direction in an orthorhombic crystal belonging to the symmetry 
class mm2, we have  

 ).D 1 2sgn(n b b     (75) 

Example 3. For the m0 || 2 || z direction in an orthorhombic crystal belonging to the 
symmetry class 222, we have 

 / ).D 1 2 2 1
( ) sgn(zn a d a d      (76) 

Analogous formulas for the D
( )xn  and D

( )yn  are obtained from (76) by cyclic rearrangement of 
the indices. Note that, in the isotropic limit, we obtain 

 / / 2,   1 35 2 34
- -d d    (77) 

and only a very large elastic anisotropy can change the signs of the ratios in formula (76). 
Therefore these signs for most orthorhombic crystals are determined only by the 

piezoelectric moduli: )D 14 25
( ) sgn(zn e e . 
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Figure 6. A schematic image of the D m( )l  vector field distribution over a group of five singular points 

in the central region of Fig. 2b in the representation of nondirected segments. 
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 .ˆ ˆ ( )   m m u03d dN N     (70) 
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 ˆsgndet D un n N .     (71) 
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the three vectors D m m( )α  are coplanar and generally unorthogonal in pairs. At the same 
time, it is clear that the vectors D m1( )  and D m2( )  are not collinear with any m. 

 
Electric Components of Acoustic Waves in the Vicinity of Nonpiezoactive Directions 21 

Consequently, these two vector fields are homotopic with each other. That is why they 
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Example 4. As can be readily checked, for the principal symmetry axes in crystals of the 
symmetry classes 422, 622, ∞22, 4mm, 6mm, ∞mm, 4, 6, ∞, 32, 3m, and 3 we have 

 D 1,n     (78) 

and in crystals of the symmetry classes 42m , 4 , 43m , and 23, 

  D 1.n      (79) 

6.2.2. Degenerate transverse waves along symmetry axes 

In accordance with Eq. (71), the transverse waves propagating along directions near acoustic 
axes, which coincide with symmetry axes in piezoelectric crystals, are characterized by 
rotations of both polarization fields ( )u m01,2  and accompanied induction fields D m1,2( ) . 

The direct analysis for various types of symmetry axes gives the related Poincaré indices un  
and Dn  shown in Table 3.  
 

N , 6 6  4 4  and 2  23 3 
branch trans long trans long trans long trans long trans long 

un  1 0 1 0 1 0 1 0 -1/2 0 

Dn  1 1 -2 -2 un  1 - un  -1 -1/2 1 

Table 3. The Poincaré indices of vector fields of polarizations and inductions along acoustic axes 
coinciding with symmetry axes N for transverse and longitudinal wave branches. The sign of un = 1 
when it is not universal may be found from the equations given in (Alshits, Sarychev & Shuvalov, 1985; 
Alshits & Shuvalov, 1987; Shuvalov, 1998). The indices Dn  for the direction of a 6 -fold symmetry axis 

are found in the next sub-section. 

6.2.3. The both types of induction singularities along a 6 -fold symmetry axis 

An interesting configuration of the vector fields D m( )α arises near an acoustic axis   ||m 6d . 

In this case we have an exclusive situation ˆ m( ) 0dN . So, by Eq. 3(9) , along the direction 
md  the induction components vanish, D m( ) 0α d , in all branches, both degenerate  

(  1,2α t,t ) and nondegenerate (  3α l ). Accordingly, in the vicinity of the 6 -fold 
symmetry axis these fields should be small. Let us consider the direction 

  m m mΔd    (80) 

where 

 
             

      
|| 

  
 

  

m m ρ
ρ

(0, 0, 1) 6, Δ ( ),
( ) (cos , sin , 0), 0 1.

d μ
μ

     (81) 
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In these terms, the vector fields D m( )α , in the main order, have the following form 

 
 

 
 

    
    
    

D ρ ρ m
D ρ ρ m
D ρ ρ m

2
34 11 22 0

22 11 0

11 22 0

( /Δ ){ ( 2 ) [ ( 2 ) ]},
{ ( 2 ) [ ( 2 ) ]},
{ ( 2 ) [ ( 2 ) ]}.

l

t

t

μ d e e
μ e e
μ e e

   (82) 

Here the notation is introduced:      13 44 34 33 44, Δd c c c c . We note that in the symmetry 

classes 6 2m  (m  X1) and 62m  (2 || X1) one can put in (82), respectively, e11 = 0 and e22 = 0. 

It is easily seen that the induction vectors Dt  and Dt  of the degenerate branches are 
mutually orthogonal, while their absolute value is proportional to |m| and does not 
depend on the orientation  of the vector m. The induction vector Dl  of the non-

degenerate quasi-longitudinal branch has much smaller length, |D | m 2|Δ |l , which also 
does not depend on . The direction of Dl  in the accepted main order coincides with that of 

Dt . Certainly, in the next approximation this coincidence disappears. It is clear from (82) 

that during the full rotation of the vector m around the axis  ||m 6d  each of three vectors 

D  twice circumvents the same axis in opposite direction. This means that the point 

  ||m 6d  in all three vector fields is characterized by the Poincaré index  D 2n  (Table 3). 
The corresponding singular configuration for one of these vector fields is shown in Fig. 7. 

 
Figure 7. Vector induction field Dα ,  orα t,t   l , near the acoustic axis  ||m 6d  related to the 

Poincaré index  D 2n  (top view of the plane orthogonal to md ; the central point corresponds to the 

direction of md ). 

6.3. Transverse (SH) waves propagating in symmetry planes  

The directions of transverse nonpiezoactivity in symmetry planes (Table 2) are also 
characterized by rotations Dn  in the induction vector fields of appropriate SH wave 
branches. We will not write lengthy expressions determining the choice between Dn  = 1 
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6.3. Transverse (SH) waves propagating in symmetry planes  

The directions of transverse nonpiezoactivity in symmetry planes (Table 2) are also 
characterized by rotations Dn  in the induction vector fields of appropriate SH wave 
branches. We will not write lengthy expressions determining the choice between Dn  = 1 
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indices for the waves along m0  directions in monoclinic and trigonal crystals (see relations 
(49) and (52), respectively) and instead start our analysis from orthorhombic crystals.  

Example 1. For the transverse acoustic waves (53) and (54) propagating in the vicinity of the 
zero-induction direction m0 = (0, 1, 0) in an orthorhombic crystal belonging to the symmetry 
class mm2, the singular induction field is characterized by the Poincaré index 

   
  

  
  

D
32 12 66 26 31

15

( ) /Δ
sgn

e c c e
n

e
   (83) 

Example 2. For the same direction in a tetragonal crystal belonging to the symmetry class 
4mm, we have 

   
2



  
  

  
D

31 12 11 66

15 16

( )
sgn

Δ
e c c c

n
e

    (84) 

Example 3. For the direction   m0 (1, - 1, 0) / 2  in a crystal belonging to the other 

tetragonal symmetry class 42m , we obtain 

 / ). D 14 36sgn(n e e      (85) 

Example 4. For the same direction in a cubic crystals of the symmetry class 43m  or 23 in the 
diagonal symmetry plane, as well as for the symmetry-equivalent direction 

  m0 (-1, 1, 0) / 2 , we have (for any combinations of the moduli) 

  D 1n      (86) 

The results presented in this subsection are summarized in Table 4. 

 
Classes of symmetry mm2 4mm 42m  43m , 23 

Symmetry plane m || yz (110)  

Direction of propagation  m0 (0, 1, 0)     m0 (1, 1, 0) / 2  

Poincare index n 32 31
2

15 15
sgn

e e
e e


 

  
 

 
  

 
31

1
15

sgn ( 1)
e

κ
e

 
 
  
 

14

36
sgn

e
e

 1  

Table 4. Topological charges of D fields for SH acoustic waves propagating in symmetry planes of 
various crystals. In this table the notation is introduced: 
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6.4. Special types of singularities 

The general analysis in Sec. 6.1 is exhaustive only provided that the ˆ
αQ  tensor (62) is 

nonzero. As was shown above, usual systems have ˆ
αQ ≠ 0. However, in some very exclusive 

cases, this tensor may vanish in some special directions because of high symmetry or as a 
result of vanishing of certain combinations of the material tensor components. In such cases, 
the general expressions are very lengthy and we only present here some final results. For 
ˆ m0( ) 0αQ , the distribution of the induction vector field in the vicinity of m0  has four 

additional variants depicted in Fig. 8. The first three of them correspond to isolated singular 
points with the Poincaré indices Dn = 0, 2 (Figs. 8a–8c), while the fourth variant 
corresponds to the existence of a D = 0 line passing via the m0  point (Fig. 8d). This very 
situation is observed on the equator 3 0m  for the transverse tangentially polarized t waves 
(58) in all transverse-isotropic media (13)–(15) and for the transverse t' waves (59) polarized 
along the principal symmetry axis in the media of symmetry classes 6mm and ∞m. The only 
known alternative example of ˆ

αQ  matrix vanishing is offered by a crystal with hexad axis 6 . 

In this case, all three wave branches have along the direction 6  the identical singularities with 
 D 2n  (Figs. 7 and 8c). 

 
Figure 8. Four possible types of the D m( )α

 vector field distribution around a zero-induction point 

m0 , where ˆ 0 D m m0 0( ) ( )α αQ . 

6.4.1. A model crystal of the symmetry class mm2 

Let us assume that one piezoelectric modulus in the crystal under consideration is much 
smaller than the other moduli. In particular, we consider a conventional crystallographic 
coordinate system with the x and y axes perpendicular to the symmetry planes and the z 
axis parallel to the dyad axis, in which 

 31 15 24 32 33| | | |,| |,| |,| |.e e e e e   (88) 

One can readily check that, in a zero-order approximation with 31e  = 0, a quasi-longitudinal 
nondegenerate wave branch along the m0 = (1, 0, 0) direction features the above special 
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indices for the waves along m0  directions in monoclinic and trigonal crystals (see relations 
(49) and (52), respectively) and instead start our analysis from orthorhombic crystals.  

Example 1. For the transverse acoustic waves (53) and (54) propagating in the vicinity of the 
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situation, whereby simultaneously D m0( ) 0l  and ˆ m0( ) 0lQ . In this case, the D m( )l  
vector field distribution in the yz plane in the vicinity of m0  is described by the expression 

       ||    D 2 1 1 32 2 1 1 32 2{0, sin2 , ( )cos2 }l g g ε e γ g ε e γ   (89) 

where ϕ is a polar angle of the m = m – m0 direction measured from the y axis in the yz 
plane and 
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      (90) 

Expression (89) shows that, depending on the material constants, the D m( )l  field always 
corresponds to one of the possible variants depicted in Fig. 8. The Poincaré indices for the 
point singularities corresponding to Figs. 8a–8c are as follows: 

 
  

 

1 32 2

1 1 32 2 2 1 32 2

0,                                     0,

2sgn[( ε ) ],  0.l

g e γ
n

g e γ g g e γ
    (91) 

A condition for the existence of zero-induction lines in the D m( )l  field for Fig. 8d is 

     or      1 32 2 2 1 32 2 0  0,   0.g e γ g g e γ    (92) 

According to expression (89), a zero-induction line for 1 0g  passes via the vector m0  
along the z axis (Fig. 9a). For 32 2 0e γ , a similar zero-induction line is directed along the y 
axis (Fig. 9b). If 1 0g  simultaneously with 32 2 0e γ , the two lines coexist (Fig. 9c).  

 
 
 

 
 

Figure 9. Four possible types of the D m( ) 0l  lines in a model orthorhombic crystal. 
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Finally, when 2 0g  and  1 32 2 0g e γ , the system features an oblique cross of zero-
induction lines (Fig. 9d) with the mutual orientation determined by the equation 

 



1 1 32 2

1 1 32 2
cos2 .

g ε e γ
φ

g ε e γ
    (93) 

6.4.2. Behavior of point singularities in response to perturbations in the material moduli 

The point singularities of various types in vector fields D m( )α  behave differently in 
response to perturbations in the material moduli: they shift, split, or disappear. An analysis 
of this situation, analogous to that carried out by Alshits, Sarychev & Shuvalov (1985), 
showed that singularities with  D 1n  (Fig. 5) are topologically stable and can only be 
displaced by such perturbations. The singular points of other types (Figs. 8a–8c) are unstable 
and either split (in accordance with the law of topological charge conservation) or disappear 
(provided only that 0Dn ). The zero-induction lines (Fig. 8d and Fig. 9) are also unstable 
and disappear either completely or leaving a certain number of isolated zero points.  

Example 1. The above general properties can be illustrated by a particular example using a 
model crystal of the symmetry class mm2 with a small modulus 31e  described above. It 
should be recalled that relations (89)–(93) were obtained in the zero-order approximation for 

31e = 0. In the next order with respect to the small parameter 31e , the initial singularity along 
the direction m0 = (1, 0, 0) exhibits splitting so as to form two or four singular points:  

 
1   0

1   0

 

 

     
  

m m
2

2 2 31 32 2
0 2

3 3 31 1 1

( , ),      ,

( , ),      .

,  e / e γ
δ

,  e ε / g
  (94) 

As is seen from Eq.(91) with  1 32 2 0g e γ , the zero-order approximation along m0  
corresponds to a singularity with 2 Dn  or –2. The introduction of a small 31e  modulus 
leads to a symmetric splitting of this singularity into a pair of zero-induction points with 
equal indices 1 Dn  or –1 along the y or z axis, depending on the sign of /31 1e g  (Fig. 
10a).  

For  1 32 2 0g e γ , when the initial topological charge in the zero-order approximation is zero, 
the perturbed pattern comprises either four singularities with a zero total index Dn  (for 

/ 31 1 1e g ) or none of them (which corresponds to the absence of zero-induction points in 
the vicinity of the given direction for / 31 1 1e g ) as depicted in Fig. 10b. 

Example 2. It should be noted that the discussed splitting of unstable singularities is by no 
means reduced to abstract mathematical games. Perturbations in the material moduli of real 
crystals are frequently caused by various external factors such as electric fields, mechanical 
stresses, or temperature fluctuations arising in the vicinity of phase transitions. For example, 
the phase transition from a crystal of the symmetry class 62m , 6 2m , or 6  to a trigonal 
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situation, whereby simultaneously D m0( ) 0l  and ˆ m0( ) 0lQ . In this case, the D m( )l  
vector field distribution in the yz plane in the vicinity of m0  is described by the expression 
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Expression (89) shows that, depending on the material constants, the D m( )l  field always 
corresponds to one of the possible variants depicted in Fig. 8. The Poincaré indices for the 
point singularities corresponding to Figs. 8a–8c are as follows: 
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A condition for the existence of zero-induction lines in the D m( )l  field for Fig. 8d is 

     or      1 32 2 2 1 32 2 0  0,   0.g e γ g g e γ    (92) 

According to expression (89), a zero-induction line for 1 0g  passes via the vector m0  
along the z axis (Fig. 9a). For 32 2 0e γ , a similar zero-induction line is directed along the y 
axis (Fig. 9b). If 1 0g  simultaneously with 32 2 0e γ , the two lines coexist (Fig. 9c).  

 
 
 

 
 

Figure 9. Four possible types of the D m( ) 0l  lines in a model orthorhombic crystal. 
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Finally, when 2 0g  and  1 32 2 0g e γ , the system features an oblique cross of zero-
induction lines (Fig. 9d) with the mutual orientation determined by the equation 
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6.4.2. Behavior of point singularities in response to perturbations in the material moduli 

The point singularities of various types in vector fields D m( )α  behave differently in 
response to perturbations in the material moduli: they shift, split, or disappear. An analysis 
of this situation, analogous to that carried out by Alshits, Sarychev & Shuvalov (1985), 
showed that singularities with  D 1n  (Fig. 5) are topologically stable and can only be 
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(provided only that 0Dn ). The zero-induction lines (Fig. 8d and Fig. 9) are also unstable 
and disappear either completely or leaving a certain number of isolated zero points.  

Example 1. The above general properties can be illustrated by a particular example using a 
model crystal of the symmetry class mm2 with a small modulus 31e  described above. It 
should be recalled that relations (89)–(93) were obtained in the zero-order approximation for 

31e = 0. In the next order with respect to the small parameter 31e , the initial singularity along 
the direction m0 = (1, 0, 0) exhibits splitting so as to form two or four singular points:  
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As is seen from Eq.(91) with  1 32 2 0g e γ , the zero-order approximation along m0  
corresponds to a singularity with 2 Dn  or –2. The introduction of a small 31e  modulus 
leads to a symmetric splitting of this singularity into a pair of zero-induction points with 
equal indices 1 Dn  or –1 along the y or z axis, depending on the sign of /31 1e g  (Fig. 
10a).  

For  1 32 2 0g e γ , when the initial topological charge in the zero-order approximation is zero, 
the perturbed pattern comprises either four singularities with a zero total index Dn  (for 

/ 31 1 1e g ) or none of them (which corresponds to the absence of zero-induction points in 
the vicinity of the given direction for / 31 1 1e g ) as depicted in Fig. 10b. 

Example 2. It should be noted that the discussed splitting of unstable singularities is by no 
means reduced to abstract mathematical games. Perturbations in the material moduli of real 
crystals are frequently caused by various external factors such as electric fields, mechanical 
stresses, or temperature fluctuations arising in the vicinity of phase transitions. For example, 
the phase transition from a crystal of the symmetry class 62m , 6 2m , or 6  to a trigonal 
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crystal of the symmetry class 32, 3m, or 3, respectively, leads to replacement of the hexad 
axis by a triad axis. Simultaneously, in accordance with Table 3, the polarization 
singularity u 1n  in the vector fields u0t  and u0t  of degenerate branches along this 
direction radically changes into the point with the index u -1 / 2n . And the induction 
vector fields Dt  and Dt  of the same branches transform the singular pattern of the 
index 2 Dn  into that with the index D -1 / 2n . The requirement of the conservation 
of the topological charge (Poincaré index) is realized in the appearance of three 
additional conical acoustic axes with indices u 1 / 2n  (Alshits, Sarychev & Shuvalov, 
1985) and D -1 / 2n  (Fig. 11a, b).  

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Figure 10. Diagrams illustrating the splitting of singular points with Dn =2 (a) and Dn = 0 (b) in a 
model crystal of the symmetry class mm2. 
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Figure 11. The three topological transformations in the vector fields u m0 ( )t,t , D m( )t,t  and D m( )l  

(in the non-directed representation) after the phase transition 6 3 . 

In the nondegenerate quasi-longitudinal branch the index 2 Dn  is replaced after the 

transition by 1Dn . In accordance with the same conservation law of the Poincaré index 

and with the final crystal symmetry, three additional zero-induction points 0Dl  with the 

indices 1 Dn  must be created along with the central zero-point (Fig. 11c). Thus the 

considered phase transition ( 6 3 ) causes the three different topological transformations 
in the vector fields u m0 ( )t,t , D m( )t,t  and D m( )l near the principal symmetry axis (Fig.11). 

7. Conclusions  

Two electric components, the electric field E and the electric induction D, accompanying a 
bulk acoustic wave which propagates in a piezoelectric medium, exhibit significantly 
different properties. The electric field is always purely longitudinal, whereas the electric 
induction vector is, in contrast, always purely transverse. On the unit sphere ( m2 1 )  of 
wave propagation directions, the directions of zero electric field (E = 0) form lines, while the 
zero-induction directions (D = 0) are usually isolated and appear as singular points of the 
tangential vector field D(m) orientations. The nonpiezoactive directions of both types exist 
practically in all (even triclinic) crystals, although the presence of  crystal symmetry 
elements is the additional factor determining the appearance of such directions. 

The topological singularities of the D m( )α  vector fields in the vicinity of zero-induction 
points in most crystals are characterized by the Poincaré indices  D 1n , where the sign 
coincides with that of the determinant of the matrix (62) [see also Eq. (68)]. However, in 
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some specific cases, this tensor may vanish ( ˆ
αQ = 0) in some special directions because of a 

high symmetry or as a result of vanishing of certain combinations of the material tensor 
components. In this case, the system has either an isolated zero-induction point m0  (and 
has the Poincaré indices   D 0, 2n ) or a zero-induction line. Such special orientations are 
topologically unstable and, in response to any change in the anisotropy, either split into 
stable points with  D 1n  or disappear. 

It is interesting to note that singularities of the induction vector field D m( )α  in the vicinity 
of the zero-induction points substantially differ from analogous singularities near the 
acoustic axes (see Eq. (71) and Table 3). According to (Alshits et al, 1987), stable singularities 
in the latter case are characterized by the Poincaré indices  D 1 / 2n , while the unstable 

ones have  D 0, 1n . The only exception to this rule is the acoustic axis along the hexad 

axis 6 , for which the all branches, both degenerate α t,t  and non-degenerate α l , are 

characterized by ˆ
αQ = 0, Dα = 0 and  D 2n . However, as we have seen, in the latter case 

the transformation of the same singularity  D 2n  due to the phase transition 6 3  has 
radically different topology [see Fig. 11 (b) and (c)].  
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1. Introduction

Crack detecting is an important issue in many areas of science and engineering. Often it is
dangerous or it is only laborious to find the cracks directly, e.g., the detection of cracks within
the nuclear power plants or of the cracks buried beneath the earth. One possible way out is to
make use of the phenomenon of wave scattering. Sending an incident wave into the area in
which we are interested, the information about the crack is hidden in the scattered wave that
can be measured at some convenient place distance away. Thus, crack detection is equivalent
to the extraction of the hidden information from the measured data. This is what we want to
deal with here.

To understand the extraction of information, one has to realize the constitution of the data
first. This leads to the concept of inverse problems. Following Keller [1], two problems are
inverse to each other if the formulation of each of them requires all or partial knowledge of
the other. Often, for historical reasons, one of the two problems has been studied extensively
for some time, while the other is newer and not so well understood. In such cases, the former
problem is called the direct problem, while the latter is called the inverse problem.

The direct problem in our case is the computation of the scattered wave from a prescribed
crack. From the aspect of wave scattering, the space setting for our task is the unbounded
domain outside the crack. This is certainly not a good place to begin with. We therefore
employ the method of boundary integral equations which has the advantage of transforming
a physical problem in the unbounded domain into one at the boundary which is just the
crack itself. Thus, the boundary integral equation approach is advantageous both from a
theoretical and a numerical point of view. On one hand, the boundary integral equations
method allows an elegant and concise analysis of the unique solvability and the stability of the
solution based on the powerful Riesz theory from functional analysis. On the other hand, this
approach reduces the computational cost by decreasing the dimension. Having sucessfully
solved the direct problem by the boundary integral equations method, it is natural for us to
choose the same scheme to solve the inverse problem, i.e., the extraction of the information

©2013 Lee, licensee InTech. This is an open access chapter distributed under the terms of the Creative
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about the crack from the measured data. Later we will see that both for the direct and the
inverse problems, the same equations are used almost all the time. This is beneficial both in
the apprehension and in the computation.

2. Direct scattering problem

The scattering problem is mathematically modelled by an exterior boundary value problem
governed by Helmholtz equation with some prescribed boundary conditions. The two
dimensional problem arises when the obstacle is an infintely long cylinder. Thus, a planar
crack can be seen as the intersction of a plane with an infintely long thin cylinder which runs
in the direction normal to the plane. Mathematically, a planar crack can be given by a regular
non-intersecting C3- smooth open arc Γ ⊂ R2 which can be described as

Γ = {z(s) : s ∈ [−1, 1], z ∈ C3[−1, 1] and |z�(s)| �= 0, ∀s ∈ [−1, 1]}.

The two end points of the crack are denoted by z∗−1, z∗1 respectively. The left hand side and
the right hand side of the crack are written by Γ+ and Γ− respectively. The unit normal to Γ+

is denoted by ν. Further we set Γ0 := Γ \ {z∗−1, z∗1}. The direct scattering problem that we are
considering is as follows:

Problem 1. (DP)
Given an incident planar wave ui(x, d) := eik<x,d> with a wave number k > 0 and a unit vector d
giving the direction of propagation, find a solution us ∈ C2(R2 \ Γ) ∩ C(R2 \ Γ0) to the Helmholtz
equation

Δus + k2us = 0, in R2 \ Γ (1)

which satisfies the Neumann boundary conditions

∂us±
∂ν

= − ∂ui

∂ν
on Γ0 (2)

on both sides of the crack and the Sommerfeld radiation condition

lim
r→∞

√
r
(

∂us

∂r
− ikus

)
= 0, r := |x| (3)

uniformly for all directions x̂ := x
|x| .

In (2), the limits

∂us±(x)
∂ν

:= lim
h→0

< ν(x), gradus(x ± hν(x)) >, x ∈ Γ0

are required to exist in the sense of locally uniform convergence.

Note that the boundary conditions (2) can be reformulated as homogeneous Neumann
conditions for the total field u := ui + us, i.e., ∂u±

∂ν = 0. This means that the normal component
of the velocity of the total wave vainishes on the crack, i.e., the crack is sound-hard. Using
boundary integral equations, this direct problem can be solved via the layer approach, see for
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example [2] and [3]. Indeed, in terms of the fundamental solution to the Helmholtz equation
in R2

Φ(x, y) :=
i
4

H(1)
0 (k|x − y|), x �= y

we have the following theorem which ensures the unique solvability of the direct scattering
problem.

Theorem 1. The direct Neumann problem 1 has a unique solution given by

us(x) =
∫

Γ

∂Φ(x, y)
∂ν(y)

ϕ(y)ds(y) x ∈ R2 \ Γ. (4)

where ϕ ∈ C1,α,∗(Γ) is the (unique) solution to the following integral equation

∂

∂ν(x)

∫

Γ

∂Φ(x, y)
∂ν(y)

ϕ(y)ds(y) = − ∂ui(x)
∂ν(x)

(5)

and for 0 < α < 1, the function space C1,α,∗(Γ) is defined by

C1,α,∗(Γ) :=
{

ϕ| ϕ(z∗−1) = ϕ(z∗1) = 0,
dϕ(z(s))

ds
=

ϕ̃(arccos s)√
1 − s2

, ϕ̃ ∈ C0,α[0, π]

}

Applying the Green’s integral theorem, the uniqueness is ensured by the Rellich’s lemma and
the radiation condition. Using the potential ansatz, the solvability of the boundary value
problem is then converted to the solvability of the induced boundary integral equation (5)
which can be determined by the Riesz theory. For details we refer to [4].

At this place we want to point out that in the scattering problem, one is particularly interested
in the far-field pattern u∞ of the scattered field us. The far-field pattern describes the behavior
of the scattered wave at infinity

us(x) =
eik|x|
√|x|

{
u∞(x̂) + O

(
1
|x|

)}
|x| → ∞

uniformly for all directions x̂ ∈ Ω := {x ∈ R2||x| = 1}. The one-to-one correspondence
between radiating waves and their far field patterns is established by the Rellich’s lemma. In
the case of a sound-hard crack, the far-field pattern is declared via

u∞(x̂) = ρ
∫

Γ
< ν(y), x̂ > e−ik<x̂,y>’(y)ds(y). (6)

with the density function ϕ given by theorem 1 and the constant ρ =
√

k
8π e−i ß

4 .

For further treatment, we would like to transform our integral equation (5) into operator form.
For this purpose, the following integral operators may be defined:

(Sϕ)(x) :=
∫

Γ
Φ(x, y)ϕ(y)ds(y)
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(T0 ϕ)(x) :=
∂

∂ν(x)

∫

Γ

∂Φ(x, y)
∂ν(y)

ϕ(y)ds(y)

To reduce the hypersingularity of the operator T0, we use the Maue’s identity to split it into
two milder parts (for a proof of this splitting, see for example Theorem 7.29 in [3])

T0 ϕ =
∂

∂ϑ
S

∂ϕ

∂ϑ
+ k2 < ν, Sϕν >,

where ϑ is the unit tangent vector. The integral equation (5) now becomes

∂

∂ϑ
S

∂ϕ

∂ϑ
+ k2 < ν, Sϕν >= g (7)

where we set g = − ∂ui

∂ν .

3. Inverse scattering problem

After introducing the direct scattering problem in the last section, we consider the following
inverse problem:

Problem 2. (IP)

Determine the crack Γ if the far-field pattern u∞ is known for one incident wave.

About this inverse problem, the first thing to ask is the uniqueness, that is, the identifiability of
the crack. Unfortunately, there exists no theoretical result for our setting of inverse problem.
However, if all the far-field patterns from all possible incident directions are measured, the
crack can be uniquely identified. We quote the following result from [5].

Theorem 2. Assume that Γ1 and Γ2 are two sound-hard cracks with the property that for a fixed wave
number k > 0, the far-field patterns u1,∞ and u2,∞ coincide for all incident directions d. Then we have
Γ1 = Γ2.

Our aim is to find and to reconstruct the crack from the measured far-field data resulted from
just one single incident wave. Despite of the lack of a theoretical proof, our setting of inverse
problem arises naturally from the viewpoint of the real applications. It is always desirable to
find the crack with less effort.

For the detection of the crack, the only available information is the measured far-field data.
Equation (6) relates the far-field pattern u∞ with the crack Γ and is therefore suitable as the
starting point for the reconstruction. For future reference, we rewrite it in the more compact
form

F(Γ) = u∞ (8)

and call it the far-field equation as in the literature. The inverse problem is then equivalent
to the solving of this equation. However, the sloving of (8) is not as straight forward as
it appears. Mathematically this equation is not even solvable because of the nature of the
operator F. Being a compact operator in infinite dimensional function space, F cannot have
a bounded inverse. This means that (8) cannot be solved in any reasonable normed space.
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Therefore, certain regularization techniques must be introduced at this place. For the sake
of completeness, we briefly discuss regularization for linear compact operators in the next
section. We note that the operator F will be differently interpreted for different methods in the
following sectons. But the right hand side of (8) will remain the same.

4. Regularization

Definition 3 (Regularization). Assume that X, Y are normed spaces. Let the operator A : X → Y
be linear, bounded and injective. A family of bounded linear operators Rα : Y → X, α > 0 is called a
regularization scheme for

Aϕ = f (9)

if it satisfies the following pointwise convergence

lim
α→0

Rα Aϕ = ϕ, for all ϕ ∈ X

In this case, the parameter α is called the regularization parameter.

From the above definition, it is easy to see that if the operator A has a bounded inverse, then
we can simply choose Rα = A−1, ∀α > 0. In the case where the inverse of the injective
operator A is not bounded, for example when A is compact and the dimension of X is
infinite, then difficulty arises since we are trying to approximate an unbounded operator with
a sequence of bounded operators. The task of regularization is to find a stable approximate
solution. The following theorem, which is proved in [3] (theorem 15.6), shows the limitations
of the regularization.

Theorem 3. Let X and Y be normed spaces with dimX = ∞ and let A : X → Y be linear and
compact. Then for a regularization scheme the operators Rα cannot be uniformly bounded with respect
to α, and the operators Rα A cannot be norm convergent as α → 0.

Because of the lack of uniform convergence, the choice of the regularization parameter α is
apparently crucial. To have a vivid impression of this, let’s examine the aproximation error
in a more pratical setting where measurement errors or noises are present. Let’s denote the
contaminated data by f δ assuming an error level δ, i.e., � f − f δ� ≤ δ. For α > 0, we wirte the
regularized approximation as

ϕδ
α := Rα f δ

The total approximation error of the regularization scheme can be written as

ϕδ
α − ϕ = Rα f δ − Rα f + Rα Aϕ − ϕ

From this, we have the following error estimate

�ϕδ
α − ϕ� ≤ δ�Rα�+ �Rα Aϕ − ϕ� (10)

The right-hand side of (10) reveals the difficulty of the approximation. As α tends to 0, the
second term of the right-hand side becomes small because of the regularization. At the same
time, the error δ will be amplified by the factor �Rα� which tends to infinity. Therefore, the
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total error is dominated by the first term and is much larger than the datat error. For larger
α, the first term on the right-hand side is smaller but the second term will be larger. Hence
certain strategy for choosing α must be developed to balance the effects of the two factors. The
discrepancy principle proposed by Morozov ([6], [7]) which based on the consideration that a
problem cannot be solved more accurate than the data error, is a natural a posteriori strategy
for determining the parameter α. More precisely, one looks for an α > 0 such that

�ARα f δ − f δ� = γδ

for some prescribed γ ≥ 1. It can be shown that there always exists a smallest α > 0 for which
the approxiamte solution f δ satisfies the above condition. (see [3]) Although the existence for
a "best" α is theoretically assured, there is no obvious way to select it in practice. In most cases,
the only way to choose a good parameter is by trial and error. For our purpose, it is sufficient
to consider regularization in the Hilbert space setting. We denote by A∗ the adjoint operator
of A. Without going into details, we adapt the following regularization scheme.

Theorem 4 (Tikhonov Regularization). Let x and Y be Hilbert spaces. The operator A : X → Y is
assumed to be compact and linear. Then for every α > 0, the operator

αI + A∗A : X → X

is bijective and has a bounded inverse. Furthermore, if the operator A is injective, then

Rα := (αI + A∗A)−1 A∗, α > 0

describes a regularization scheme with �Rα� ≤ 1
2
√

α
.

Applying the Tikhonov Regularization scheme to find an approximate solution to (9), we
actually solve the follwing equation

(αI + A∗A)ϕα = A∗ f (11)

for ϕα.

5. Classical Newton’s method

As noted earlier, (8) connects the far-field pattern with the crack and is therefore suitable for
the inverse task of finding the crack. It is therefore natural to solve it for the unknown crack
when one has the measured far-field data at hand. For this nonlinear problem, Newton’s
method provides a simple way to handle it. Utilizing the first Frechét derivative which
existence is proved in [5], Newton’s method approximates the nonlinear equation (8) with
a linear one. This means that instead of solving (8), we endeavor to solve the linear equation

F�(γ)q = u∞ − F(γ) (12)

for an update q. We remark here that the derivative F� is still a compact operator, this means
that the above equation can’t be solved directly. However, we can apply the regularization
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technique from the last section. Thus, the following equation has to be solved

(αI + F�∗(γ)F�(γ))q = F�∗(γ)(u∞ − F(γ)) (13)

Numerically, starting from an initial guess γ of the unknown crack, (13) finds an update q.
The same equation is then solved iteratively with γ replaced by γ + q until some convergence
criterion is met.

This scheme is conceptually very simple, yet the computation of the Fréchet derivative F� is
not straightforward. To calculate F�, one must first solve another direct problem since F� is
characterized as the solution of that problem (see [5]). Thus additional computational cost
arises.

At this place, we want to discuss the uniqueness of the equation (12). As pointed out in [8],
the Fréchet derivative F� is not injective. The null space of this operator is given by

N(F�) = {q : ν · q = 0}

This reflects the fact that different parametrizations of the arc leading to the same set of points
which in turn give the same far-field pattern. We can avoid this ambiguity by limiting our
solution space to the set of arcs representable as the graph of a function as suggested in [8].
Once this restriction is made, the operator F� is then an injective linear compact operator. The
same restriction will aslo be made in the next two sections.

6. Nonlinear integral equations method

Based on the reciprocity gap principle, Kress and Rundell [9] proposed a method using
nonlinear integral equations for solving an inverse conducting problem avoiding the
computation of a forward problem at each iteration step. The idea behind this approach is
quite simple: in a doubly connected bounded domain to which the second Green’s theorem
applies, if one knows the Cauchy data of a harmonic function on the outer boundary and the
type of the boundary condition on the interior boundary, then one can determine the Cauchy
data on the interior boundary and also the interior boundary itself. This method is extended
to other boundary conditions and cracks in [10] and to obstacle scattering in [11]. Based on a
different system of two nonlinear integral equations, a method with far-field data is proposed
in [12] without the need of an auxiliary curve around the obstacle.

To understand this method, let’s first reformulate our equations for the direct problem. In
terms of Γ and ϕ, we can define the operators B : C3[−1, 1] × C1,α,∗(Γ) → C0,α(Γ) and F :
C3[−1, 1]× C1,α,∗(Γ) → C0,α(Ω) via

B(Γ, ϕ)(x) :=
∂

∂ν(x)

∫

Γ

∂Φ(x, y)
∂ν(y)

ϕ(y)ds(y), x ∈ Γ (14)

and
F(Γ, ϕ)(x̂) := ρ

∫

Γ
< ν(y), x̂ > e−ik<x̂,y>ϕ(y)ds(y), x̂ ∈ Ω (15)
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technique from the last section. Thus, the following equation has to be solved
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∂

∂ν(x)

∫

Γ

∂Φ(x, y)
∂ν(y)

ϕ(y)ds(y), x ∈ Γ (14)

and
F(Γ, ϕ)(x̂) := ρ

∫

Γ
< ν(y), x̂ > e−ik<x̂,y>ϕ(y)ds(y), x̂ ∈ Ω (15)
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respectively. Now we can consider the following system of operator equations
{

B(Γ, ϕ) = − ∂ui

∂ν |Γ
F(Γ, ϕ) = u∞

(16)

Note that the operator B is just the boundary operator which maps the unknowns to the
Neumann boundary data. The operator F calculates the far-field pattern. From the viewpoint
of the direct problem, this system is just the same as the equations system (5) and (6) if Γ is
given in advance.

To solve the corresponding inverse problem, the idea of [12] is to use this same system (16).
The reasoning is very simple. If Γ solves the inverse scattering problem, then it follows directly
from the solution theory of the direct problem that system (16) is satisfied. Conversely, if
the pair (Γ, ϕ) solves (16), the first equation of (16) ensures that the total field u defined
in theorem 1 satisfies the homogeneous Neumann boundary conditions on Γ. The second
equation in (16) then ascertains the correct far field pattern for the scattered field us. From the
uniqueness theorem it follows that Γ is the solution of the inverse problem. We have thus the
following main theorem (see [12]).

Theorem 5. Γ is the solution of the inverse problem if and only if Γ, ϕ solve the system of nonlinear
integral equations (16).

We note that, mathematically, the system (16) illustrates the spirit of ”inverse problems”.
Indeed, giving the type of the boundary conditions, (16) is just our system of equations for the
direct problem which solves the far field pattern of the scattered field if one knows the crack.
On the other hand, this very same system is used to find the crack from the knowledge of the
far field pattern which is just the solution of the corresponding direct problem. This aspect
also demonstrate one of the important features of our method. No new equations are created.
What we use to solve the inverse problem is just what we have from the direct problem.

According to theorem 5, our task now is to solve the system (16). After parametrising the
above system with the cosine substitution t = cos τ (see [13]) incorporated to take care of the
square root singularities of the solution us at the crack tips, the system (16) can be written in
the following form

A0(γ, ψ�)− A1(γ, ψ) = a(γ) (17a)

A∞(γ, ψ) = u∞ (17b)

where

A0(γ, ψ�) :=
∫ 2π

0
K0(τ, σ)ψ�(σ) sin τdσ

A1(γ, ψ) :=
∫ 2π

0
K1(τ, σ)ψ(σ) sin τ sin σdσ

A∞(γ, ψ) := ρ
∫ 2π

0
K∞(x̂, σ)ψ(σ) sin σdσ

a(γ) := −2ik < n(τ), d > ui(γ(τ), d) sin τ
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with the kernels

K0(τ, σ) :=
ik
4

H(1)�
0 (k|γ(τ)− γ(σ)|)< γ(τ)− γ(σ), γ�(τ) >

|γ(τ)− γ(σ)|

K1(τ, σ) :=
ik2

4
< γ�(τ), γ�(σ) > H(1)

0 (k|γ(τ)− γ(σ)|)

K∞(x̂, σ) :=< n(σ), x̂ > e−ik<γ(σ),x̂>

and γ(τ) := (z ◦ cos)(τ), ψ(τ) = sign(π − τ)((ϕ ◦ cos)(τ)), n = (ν ◦ γ) · |γ�|. Note that we
make an odd extension of our system (16) to the closed interval [0, 2π] which is not necessary
but helpful in the theoretical treatment [4].

It is noted that all the operators are nonlinear with respect to γ. Since our numerical method
will be based on the Newton’s method, we need also the Fréchet derivatives of the operators
w.r.t. the boundary γ. The Fréchet derivatives of the integral operators A�s are simply given
by the Fréchet derivatives of their kernels (see [14]). For brevity, we set a⊥ = (a2,−a1)

t if a =
(a1, a2)

t. Also we write Δγ = γ(τ)− γ(σ) and Δq = q(τ)− q(σ) . Using the differentiation
rules of the Hankel functions H�

0(z) = −H1(z) and (zH1(z))� = zH0(z), we have

A�
0(γ, ψ�; q) =

∫ 2π

0
K�

0(τ, σ, γ; q)ψ�(σ) sin τdσ

A�
1(γ, ψ; q) =

∫ 2π

0
K�

1(τ, σ, γ; q)ψ(σ) sin τ sin σdσ

A�
∞(γ, ψ; q) = ρ

∫ 2π

0
K�

∞(γ, ψ; q)ψ(σ) sin σdσ

a�(γ; q) = −2ik
{
< q�(τ)⊥, d > +ik < q(τ), d >< n(τ), d >

}
ui(γ(τ), d) sin τ

where

K�
0(τ, σ, γ; q) = − ik

4

{< Δγ, Δq >< Δγ, γ�(τ) >
|Δγ|2 kH(1)

0 (k|Δγ|) +

H(1)
1 (k|Δγ|)

(< Δq, γ�(τ) > + < Δγ, q�(τ) >
|Δγ| − 2

< Δγ, Δq >< Δγ, γ�(τ) >
|Δγ|3

)}

K�
1(τ, σ, γ; q) =

ik2

4

{
(< q�(τ), γ�(σ) > + < γ�(τ), q�(σ) >)H(1)

0 (k|Δγ|)

−k < γ�(τ), γ�(σ) > H(1)
1 (k|Δγ|)< Δγ, Δq >

|Δγ|
}

K�
∞(γ, ψ; q) =

{
< q�(σ)⊥, x̂ > −ik < q(σ), x̂ >< n(σ), x̂ >

}
e−ik<γ(σ),x̂> sin τ
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Therefore, to solve the parametrized system (17), Newton’s method suggests the solving of
the following system of linear approximations

A0(γ, ψ�) + A0(γ, χ�) + A�
0(γ, ψ�; q)− A1(γ, ψ)− A1(γ, χ)− A�

1(γ, ψ; q)

= a(γ) + a�(γ; q) (18a)

A∞(γ, ψ) + A∞(γ, χ) + A�
∞(γ, ψ; q) = u∞ (18b)

Numerically this system is solved iteratively: with a current approximation (ψ, γ), the system
(18) has to be solved for the pair (χ, q). The updated data are then given by ψ + χ for the
density function of the integral operators and γ + q for the unknown crack. For brevity, we
rewrite the system (18) in the operator form:

A(χ, q) = Υ (19)

Since this linear equation of the first kind is still ill-posed, we have to incorporate some
regularization scheme. Instead of solving (19) directly, we solve the following regularized
equation ([

αI 0
0 βI

]
+A∗A

)[
χ

q

]
= A∗Υ (20)

with two to be determined regularization parameters α and β.

The major advantage of this method as compared to the classical Newton’s method is that
the Fréchet derivatives of the integral operators can be easily computed. They are obtained
simply by solving the above system which is nothing more than the Gaussian elimination.

7. Two-steps method

The idea of the nonlinear integral equations method is based on the observation that the
inverse problem can be formulated in an equivalent two-by-two system (16) of nonlinear
equations. This system is then treated as a coupled system of two variables (γ, ψ). In the
regularized version (20), two parameters (α, β) are therefore needed at the same time. Since
these parameters are in general selected by trial and error, it is rather complicated. However,
the system (16) can be solved in another way. Inspired from the solution theory of the direct
problem, This system can be seen as the whole procedure for the calculation of the far-field
pattern of the scattered field from a given crack resulted from an incident planar wave in two
steps. Indeed, the first equation of (16) solves the scattered field from the crack and the second
one calculates the far-field pattern from the solution of the first equation. This motivates our
inverse scheme: the inverse solver should be inverse to the direct solver. There are several
possibilities to solve (16) in two steps separately. One can solve the first equation first and the
second one next, or the other way round. One has further choice concerning which quantity is
to be solved at each individual step. Since our method is based on Newton’s iteration method,
an initial guess for γ or for ψ or for both is unavoidable. It is therefore natural to start with
a initial guess for the crack and solve the first equation for ψ. This is beneficial since this is
just the direct problem defined by problem 1. Even better is, theorem 1 ensures the unique
solvability of the equation for any crack. Next we can solve the second equation for an update
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of the crack. Note that this step is nonlinear and ill-posed. With slightly abused notations, we
have thus splitted the system (16) into the following two separate steps:

A0(γ; ψ�)− A1(γ; ψ) = a(γ) (21a)

A∞(ψ; γ) = u∞ (21b)

Note that this system is formally the same as system (17) except that the first variable is fixed
in each single equation. That is, γ is fixed in (21a) while ψ is fixed in (21b). In the actual
numerical computation, we have to solve a regularized version of (21b). We therefore solve

(αI + A�∗
∞(ψ; γ)A�

∞(ψ; γ))q = A�∗
∞(ψ; γ)(u∞ − A∞(ψ; γ)) (21b�)

instead of (21b).

The algorithm for the two-steps method can be summarized as follows:

1. Given an initial guess γ0 for the unknown crack.

2. iterative steps, for n = 0, 1, 2, . . .
(a) Step 1: solve

A0(γn; ψ�)− A1(γn; ψ) = a(γn) (22)

for ψ.
(b) Step 2: solve

(αI + A�∗
∞(ψ; γn)A�

∞(ψ; γn))qn = A�∗
∞(ψ; γn)(u∞ − A∞(ψ; γn)) (23)

for the update qn of γn.
(c) Update in each step

γn+1 = γn + qn (24)

3. Stopping criterion: Discrepancy principle

At this place we comment that from the numerical point of view this scheme is very attractive.
As a variant of the nonlinear integral equations method, the Fréchet derivative of the integral
operator is computed directly by solving the integral equation (23). Besides, the derivative is
very simple as compared to those in the last section, since only the far-field operator which has
a smooth kernel is to be differentiated. Numerically it can be easily solved via the rectangular
rule, for example. Another advantage of this method is that it splits the problem into two
smaller parts and thus makes the computation cheaper.

8. Numerical results

In this section we will demonstrate the applicability of the two-steps method via some
examples. One can compare the results with those from the other methods in [5] and [12].
Using just one incident wave, we reconstruct the unknown crack from the measured far-field
pattern at 16 points which are evenly distributed on the unit circle. For the direct problem, the
forward solver is applied with 63 collocation points. To avoid committing an inverse crime,
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the number of collocation points used in the inverse problem is chosen to be different from
that of the forward solver. We choose 31 collocation points in the inverse algorithm. In all our
examples, we take the incident plane wave coming from the direction d = 1√

2
(1, 1).

For the reconstruction, we take the k-th Chebyshev monomials Tk(x) = cos(k cos−1 x), k =
1, . . . , m as our basis functions. The selection of the Chebyshev polynomials is based on the
fact that they can take care of the square root singularity in their own right. The updates for
the crack in each iterative step can be written in the form

q(x) = (
m−1

∑
k=0

b1
kTk(x),

m−1

∑
k=0

b2
k Tk(x))

with to be determined coefficients b1
k , b2

k , k = 0, . . . , m− 1. We test our scheme for two different
wave numbers, k = 1, 3. The dimension of the test space is taken to be 5, i.e., m = 5. The
starting curve, that is, the initial guess for the regularized Newton’s method, is taken to be
the straight line y = 0 in all examples. According to the discrepancy principle, the stopping
criterion for the iterative scheme is given by the relative error

�u∞ − u∞,n�2

�u∞�2
≤ ε

which is taken to be 0.001 in case of exact data and 0.03 in the case where 3% data error are
present. In all our figures below, the dotted line (blue) represents the initial guess. We denote
by the dashed line (red) the true solution and by the solid line (black) the reconstruction.

Example 1. For the first example, we take the arc

Γ = (x, 0.4x3 + 0.2x2 − 0.4x − 0.2), x ∈ [−1, 1]

which is a polynomial. The numerical results are given in the figures 1, 2 for k = 1 and k = 3,
respectively.
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From the numerical results, we see that the reconstructions for exact data are very good. In
the case where random errors are present, the reconstructions are not bad at all.

Example 2. To demonstrate the benefit of our method, we choose a curve which does not
belong to our solution space. To this end, we take the arc

Γ = (x, 0.5 cos(
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x) + 0.2 sin(
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x)), x ∈ [−1, 1]

.

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

(a) exact data, N = 6

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

(b) 3% error, N = 4

Figure 3. k = 1

We see from the figures 3, 4 that the reconstructions are very good, even in the case of
erroneous data.
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2
(1, 1).
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From the numerical results, we see that the reconstructions for exact data are very good. In
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We see from the figures 3, 4 that the reconstructions are very good, even in the case of
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Example 3. To demonstrate the applicability of our method, we choose a curve which is not
a graph of a function. To this end, we take the arc

Γ = (2 sin(
3π

8
(x + 4/3)),− sin(

3π

4
(x + 4/3))), x ∈ [−1, 1]

.
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Figure 5. k = 1

We see that in the case k = 1, the reconstructions are very good both with exact and erroneous
data (Fig 5). In the case of more oscillations (k = 3, Fig 6), the result is quite good with respect
to the bad initial guess for the iteration. We also note that although in this case, the Fréchet
derivative of the far field operator is not injective, the actual reconstruction process is still
running without any problem.
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Figure 6. k = 3

9. Conclusion

In this article, we try to detect a planar crack via iterative Newton’s method with the
knowledge of the measured far-field pattern. By the one to one correspondence of the
scattered field and its far-field, the measurements can be taken anywhere outside the crack.
The choice of boundary integral equations method reduces the dimension of the problem
by one which makes the computation cheaper. The conceptual simplicity and its numerical
accuracy make the Newton’s method attractive. Besides, the two variants of the Newton’s
method (nonlinear integral equations method and two-steps method) on one hand simplifiy
the calculation of the Fréchet derivatives and on the other hand help clearifying the idea of
the inverse problem.
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1. Introduction 

The effect of crystal vibrations on the scattering of neutrons and X-rays in single crystals has 
already been studied for several decades. Crystals subjected to ultrasonic excitations have 
been investigated for some time by X-ray and neutron diffraction methods. The first X-ray 
diffraction experiments on oscillating crystals were performed in 1931 [1,2] stimulating large 
discussion to explain the observed increase in intensity of the Laue spots. Neutron 
experiments go back to the 60's [3-5]. At present time both neutrons and X-rays have become 
important tools in observing and understanding time-dependent matter-wave optics [6-8]. 
And vice versa the studying of the neutron and X-rays scattering in the time- and space-
modulated with acoustic waves condensed matter represents a great interest. Applications 
from focusing effects [9], monochromators with tunable bandwidths [10-12], the 
characterization of static but tiny strain fields [13,14] have been discussed as well as 
fundamental questions about the formation of satellites [8] and its applications, inter-branch 
scattering, gradient crystal effects and the fundamental difference between neutron- and X-
ray diffraction found their audience [15,16]. Theoreticians have tried to explain the variety of 
effects and have predicted even more challenging fields for experimentalists, like, for 
example, the formation of caustics in Laue diffraction [17]. The studies above all involve the 
spatial characteristics, but also attempts to investigate the temporal parameter have been 
made earlier in special cases of X-ray [18,19] and neutron diffraction [20]. Some work has 
been carried out with modulated ultrasonic waves [21-24] impregnating an artificial time 
structure to the carrier wave.  

In the case of neutron scattering the effect of energy exchange between a neutron and an 
acoustic phonon is observed, which stems from the fact that the neutron velocity is 
comparable with that of ultrasound wave. In such exchange the amount of the energy 
transmitted is rather small - for an ultrasound wave with a frequency of 100 MHz it is 
approximately 400 neV. Studying the efficiency of energy exchange at the diffraction of 
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spatial characteristics, but also attempts to investigate the temporal parameter have been 
made earlier in special cases of X-ray [18,19] and neutron diffraction [20]. Some work has 
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In the case of neutron scattering the effect of energy exchange between a neutron and an 
acoustic phonon is observed, which stems from the fact that the neutron velocity is 
comparable with that of ultrasound wave. In such exchange the amount of the energy 
transmitted is rather small - for an ultrasound wave with a frequency of 100 MHz it is 
approximately 400 neV. Studying the efficiency of energy exchange at the diffraction of 

© 2013 Raitman et al., licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 50 

thermal neutrons is therefore an involved task calling for special methods. The authors of 
work [25] observed very week extra peaks (angular satellites) in the proximity of the main 
reflection peak, which were caused by the energy exchange at the grazing diffraction of 
neutrons in a quartz single crystal on the grating of the surface acoustical wave. Impressive 
experiments have been performed to elucidate the concept of particle-wave dualism [26]. 
The authors observed the energy exchange of ~10 neV and the transition from quantum-
mechanical to classical behavior. 

In the chapter the neutron interactions with acoustic waves in solids observed by diffraction 
modern methods is discussed. Fundamental questions such as the investigation of the 
diffraction process itself as a response to the ultrasonic field as well as its applications to 
beam optics or materials research are of interest. 

2. Diffraction on a perfect crystals Laue geometry 

2.1. Theoretical background 

The theoretical problem of ultrasonic influence on neutron and X-ray diffraction was under 
intensive investigation [8,9,16, 27,28]. Depending on the ultrasound acoustic waves (AW) 
frequency, a distinction can be made between two different physical mechanisms. At AW 
frequency νs < ν res , where ν res is the AW frequency at neutron-acoustic resonance condition 
(see below) dispersion surface (DS) varies insignificantly and the problem is solved in terms 
of the usual perturbation theory. The correction to the eigen functions are of the order of Hw 
(H is the reciprocal lattice vector, w the AW amplitude), and additions to the scattering 
intensity are of the order of (Hw)2. Hence at sound frequencies νs < νres there takes place 
nearly complete “pumping” of the elastic component of scattering into inelastic one. The 
Mossbauer diffraction spectra obtained on single Si crystal confirm the theoretical results 
[29,30]. The more interesting phenomena arise when the magnitude of the ultrasound wave 
vector k s is of order or greater of the gap ΔK0 between the branches of the DS (in the two-
beam approximation). Interaction between modified Bloch states by means of high-
frequency ultrasonic perturbation leads to new physical effects, such as the resonant 
ultrasonic suppression of the Borrmann transmission [31], the ultrasound induced 
Pendellosung beatings in diffraction intensity [14,32] and some another features. The effect of 
US (ultrasound) on neutron and X-rays diffraction in a perfect crystal is schematically 
shown in Fig. 1. The new energy gaps ks appear on DS which correspond to the additional 
regions of total reflection for the case of Bragg geometry. The US phonon’s absorption 
(emission) by neutron mixes Bloch states [33] and displaces the dispersion surface of the 
neutron by the value of quasi-momentum δq: 

 (  .)/s n B sq v cos k     (1) 

The neutron-acoustic resonance frequency νres is determined by expression (2) 

   /res n Bv cos    (2) 
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where θB and νn are the Bragg angle and the neutron velocity, and τ is the extinction length. 
Expression (1) is valid, if Hks and this corresponds to the conditions of transversal AW. 
Taking into account the Debye–Waller factor, νres does not depend on the observed reflection 
[16]. For the case νs>νres a linear increase in the diffraction intensity should be observed 
depending on the US wave’s amplitude w [14]. 

 
Figure 1. Schematic image of the dispersion surface modified by ultrasound in a perfect crystal (Laue 
geometry): ΔK0 is the gap between the sheets of dispersion surface determining the resonance frequency 
(τ = 2π/ΔK0); and ks are the new US energy gaps determining the additional regions of Bragg reflection.  

The change in the diffracted neutrons intensity distribution for the crystal by the AW can be 
interpreted quantitavely and qualitatively by the dynamical diffraction theory. Calculations 
taking into consideration the strains created by AW which affect the neutron wave field 
inside the crystal can be carried out using the Takagi–Taupin equations [34,35]: 

 
Ψ Ψ Ψ Δk0 0 0 0i i itanΘ exp(iHu)ΨB ht z x 2


  

   
  

 (3) 

 
Ψ Ψ Ψ Δk0h h hi itanΘ exp( iHu)ΨB 0t dz x 2


  

    
 

 (4) 

where 

1 (v cos )Bn     

and 

    su wcos t cos k z   (5) 

is the displacement of the nucleus for standing transverse waves excited between the two 
parallel surfaces of the sample with waves amplitude w, wave-length λs, wave vector  
ks=2 π/ λs. Ψ0, Ψh are the amplitudes of the incident and diffracted beams, respectively, vn is 
the velocity of the neutron wave and ΔK0 =2 π /τ where τ is the extinction length. The full 
solution of the Takagi–Taupin equations isn’t possible now but some approximations can be 
done and this allows calculating diffraction intensities at the center of the Bormann fan in 
the quasi-classical approximation depending on w, ks,, λn and τ. 
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thermal neutrons is therefore an involved task calling for special methods. The authors of 
work [25] observed very week extra peaks (angular satellites) in the proximity of the main 
reflection peak, which were caused by the energy exchange at the grazing diffraction of 
neutrons in a quartz single crystal on the grating of the surface acoustical wave. Impressive 
experiments have been performed to elucidate the concept of particle-wave dualism [26]. 
The authors observed the energy exchange of ~10 neV and the transition from quantum-
mechanical to classical behavior. 

In the chapter the neutron interactions with acoustic waves in solids observed by diffraction 
modern methods is discussed. Fundamental questions such as the investigation of the 
diffraction process itself as a response to the ultrasonic field as well as its applications to 
beam optics or materials research are of interest. 

2. Diffraction on a perfect crystals Laue geometry 

2.1. Theoretical background 

The theoretical problem of ultrasonic influence on neutron and X-ray diffraction was under 
intensive investigation [8,9,16, 27,28]. Depending on the ultrasound acoustic waves (AW) 
frequency, a distinction can be made between two different physical mechanisms. At AW 
frequency νs < ν res , where ν res is the AW frequency at neutron-acoustic resonance condition 
(see below) dispersion surface (DS) varies insignificantly and the problem is solved in terms 
of the usual perturbation theory. The correction to the eigen functions are of the order of Hw 
(H is the reciprocal lattice vector, w the AW amplitude), and additions to the scattering 
intensity are of the order of (Hw)2. Hence at sound frequencies νs < νres there takes place 
nearly complete “pumping” of the elastic component of scattering into inelastic one. The 
Mossbauer diffraction spectra obtained on single Si crystal confirm the theoretical results 
[29,30]. The more interesting phenomena arise when the magnitude of the ultrasound wave 
vector k s is of order or greater of the gap ΔK0 between the branches of the DS (in the two-
beam approximation). Interaction between modified Bloch states by means of high-
frequency ultrasonic perturbation leads to new physical effects, such as the resonant 
ultrasonic suppression of the Borrmann transmission [31], the ultrasound induced 
Pendellosung beatings in diffraction intensity [14,32] and some another features. The effect of 
US (ultrasound) on neutron and X-rays diffraction in a perfect crystal is schematically 
shown in Fig. 1. The new energy gaps ks appear on DS which correspond to the additional 
regions of total reflection for the case of Bragg geometry. The US phonon’s absorption 
(emission) by neutron mixes Bloch states [33] and displaces the dispersion surface of the 
neutron by the value of quasi-momentum δq: 

 (  .)/s n B sq v cos k     (1) 

The neutron-acoustic resonance frequency νres is determined by expression (2) 

   /res n Bv cos    (2) 
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where θB and νn are the Bragg angle and the neutron velocity, and τ is the extinction length. 
Expression (1) is valid, if Hks and this corresponds to the conditions of transversal AW. 
Taking into account the Debye–Waller factor, νres does not depend on the observed reflection 
[16]. For the case νs>νres a linear increase in the diffraction intensity should be observed 
depending on the US wave’s amplitude w [14]. 

 
Figure 1. Schematic image of the dispersion surface modified by ultrasound in a perfect crystal (Laue 
geometry): ΔK0 is the gap between the sheets of dispersion surface determining the resonance frequency 
(τ = 2π/ΔK0); and ks are the new US energy gaps determining the additional regions of Bragg reflection.  

The change in the diffracted neutrons intensity distribution for the crystal by the AW can be 
interpreted quantitavely and qualitatively by the dynamical diffraction theory. Calculations 
taking into consideration the strains created by AW which affect the neutron wave field 
inside the crystal can be carried out using the Takagi–Taupin equations [34,35]: 
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where 

1 (v cos )Bn     

and 

    su wcos t cos k z   (5) 

is the displacement of the nucleus for standing transverse waves excited between the two 
parallel surfaces of the sample with waves amplitude w, wave-length λs, wave vector  
ks=2 π/ λs. Ψ0, Ψh are the amplitudes of the incident and diffracted beams, respectively, vn is 
the velocity of the neutron wave and ΔK0 =2 π /τ where τ is the extinction length. The full 
solution of the Takagi–Taupin equations isn’t possible now but some approximations can be 
done and this allows calculating diffraction intensities at the center of the Bormann fan in 
the quasi-classical approximation depending on w, ks,, λn and τ. 



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 52 

2.2. Experimental 

The experimental layout for Laue geometry is shown in Fig. 2. As the sample, a Ge ((111) 
reflection single crystal (V= 52x22 x20 mm3= YxLxT mm3) was taken. A monochromatic and 
well-collimated neutron beam with a cross section of 1x10 mm2 was directed to the sample. 
The sample quality was checked preliminarily and the FWHM of the rocking curve was 3.1’’, 
close to the theoretical expectation. For the observation of the diffracted neutrons 
distribution two techniques were used. One of them using analyzing slit similar to the 
classic experiments [36-38] but with width 0.5 mm in difference of 0.1 mm slits in [36] to 
avoid “non-sound” intensities oscillations (Shull’s fringes). At other method an analyzing 
slit was not used in general. Instead, the spatial distribution of the reflected neutron beam 
was measured with a position sensitive detector (PSD) After finding the optimal relation  - 
2  (adjustment) the sample and PSD were kept motionless and the reflected intensity 
distribution was directly measured in 2 – coordinates then recalculated for current x- 
coordinates . This procedure is similar to the scanning with slit method, however, if PSD has 
good resolution enough, allows a much faster data acquisition. 

 
Figure 2. The layout of the experiment: A and B are forming and analyzing slits, respectively; PSD is 
position sensitive detector; PT is a piezo transducer; H is the vector of the reciprocal lattice; ks is AW 
wave number; y is direction of samples movements (slit B is not moving), x is a current coordinate in 
the base of Borrmann’s fan and a direction of slit B movement. In this case, the sample is not moving. 

2.3. Acoustic field in the sample 

The transverse AW propagated perpendicular to the scattering vector (ks  H, u H). 
Polarized AW with amplitude w was parallel to the vector H. Piezotransducer was glued to 
the sample by salol. As shown below, the diffraction intensity is proportional to |Hw|, 
where w is the AW amplitude, therefore its values could be used for estimation of the 
acoustic field inside the crystal. Owing to the diffractive divergence of acoustic waves this 
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field is concentrated not only in the region around the piezotransducer but is distributed 
uniformly enough through the whole sample, especially at the levels of the weak and 
moderate excitation.  

 
Figure 3. Diffraction intensity distribution in relative units at sample displacement along y-axis: 1 - in 
the absence of ultrasonic excitation; 2 - VG=0.1V; 3- VG=0.8V. The Is value is proportional to the AW 
amplitude. 

The uniformity of acoustic field distribution in the region of Borrmann’s fan is an important 
prerequisite to a sure observation of spatial oscillations of the diffraction intensity (see 
below). Assume that in the diffraction process a finite volume of the sample participates, in 
which the amplitude w of AW oscillations is distributed in the interval w ± Δ w. This leads 
to a smearing of the pulse (ks± Δ ks), therefore the phase difference on the crystal surface will 
be Δφ = Δ ks T= Δ k0 H T(w ± Δ w). Since the intensity oscillations are approximately 
described by the function I ~cos2( Δ  ksT), the n-th intensity maximum corresponds to the 
condition Δφ  =Δ k0 H wT. At a phase shift of / 21 Δφ π  the maximum of Is becomes its 
minimum. Therefore, to observe oscillations it is necessary that the phase shift 1Δφ  be less 
than / 2π . From this follows the estimation Δ w/ w <1/2n. At reasonable w values and Δ w/ 
w ≈ 10% this leads to the situation when in the experiment only few first oscillations could 
be observed (see below). From the data shown in Fig. 3 it is seen that these conditions are 
fulfilled well at low amplitudes of AW (curve 2, Fig. 3). 

2.4. Acoustic waves velocities 

The evidence of the standing AW existence in the single crystals is shown on the Figs. 4 and 
5 (a-c). As a rule, theoretical estimations of the AW effect on the diffraction intensity were 
made for the case of coherent sound. As follows from Fig. 4a, in our experiment a wide 
enough frequency spectrum of excitations and AW cannot be considered as single mode. 
However, as was previously shown [28], the assumption of sound coherence is not always 
necessary for the correct interpretation of experimental results. When the diffraction 
intensity depends on frequency under scanning with a smaller step (Fig. 4b), a fine structure 
appears which is the evidence of the presence of an AW standing wave in a crystal. When 
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w ≈ 10% this leads to the situation when in the experiment only few first oscillations could 
be observed (see below). From the data shown in Fig. 3 it is seen that these conditions are 
fulfilled well at low amplitudes of AW (curve 2, Fig. 3). 

2.4. Acoustic waves velocities 

The evidence of the standing AW existence in the single crystals is shown on the Figs. 4 and 
5 (a-c). As a rule, theoretical estimations of the AW effect on the diffraction intensity were 
made for the case of coherent sound. As follows from Fig. 4a, in our experiment a wide 
enough frequency spectrum of excitations and AW cannot be considered as single mode. 
However, as was previously shown [28], the assumption of sound coherence is not always 
necessary for the correct interpretation of experimental results. When the diffraction 
intensity depends on frequency under scanning with a smaller step (Fig. 4b), a fine structure 
appears which is the evidence of the presence of an AW standing wave in a crystal. When 
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the diffraction intensity depends on frequency under scanning with a smaller step (Fig. 4b), 
a fine structure appears which is the evidence of the presence of an AW standing wave in a 
crystal. For AW standing waves the relation  

 L=iλ /2s  (6) 

should be fulfilled, where i is an integer of AW half-waves, sλ  is the AW wavelength, and L 
is the distance of wave propagation (Fig.2). Knowing L and the distance between the 
maxima (minima) of the fine structure of the frequency dependence   s si s(i±1)Δν = ν - ν (Fig. 
4b), it is possible to determine the velocity of sound propagation in the[100] direction. 
Determining =(0.08±0.01)Δνs MHz from Fig. 4b data we obtain i = 517-524, which is 
testimony to a very high quality of the sample, and vs[100]= (3.52±0.03)105 cm/s. This value is 
in very good agreement with the reference data 3.55.105 cm/s [36] for the velocity of a shear 
AW for Ge in the indicated direction. 

 
Figure 4. Dependence of the Laue diffraction’s intensity Is at the Bormann’s fan center on the 
ultrasound frequency ( n =0.410 nm, S=1 mm, L=22 mm): a) the frequency scanning step is 0.5 MHz; the 
solid curve is a result of data fitting by Gaussian with FWHM=6.34 MHz; the region in which the 
detailed frequency scanning was carried out is shaded (41.2-41.8 MHz); b) the same as in (4a) only for 
the narrow frequency range, shown in the Fig. 4a as a shaded. The frequency scanning step is ~0.01 
MHz; the solid curve was obtained using the averaging on three points data (spline approximation). 

The presence of frequency satellites shown in Fig. 5(a–c), which exist at equal distance from 
the main peak independently of the chosen frequency interval, is the one more evidence for 
excitation of standing waves in the crystal. And the sound velocity νs in the [111] direction 
parallel to the scattering plane can be determined. Defining Δνs from the dependences 
shown in Fig. 5a–c, where Δνs = = (1.475. ± 0.046) MHz one can see that the number of 
transverse half-waves i=10-12 for νs= 14.84 MHz and νs[111] = 5.13 105 cm/s. This value is very 
close to the reference data of 5.09 105 cm/s [39]. This means that the values of US wave 
velocities in crystals can be determined with neutron and X-ray diffraction technique, and 
that this method is applicable for, e.g., determination of the sound velocity at phase 
transitions. 
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Figure 5. Standing AW observation in the single thin Si crystal (T=1.73 mm):a) for main transducer 
harmonic (15 MHz); b) the same for third harmonic; c) the same for fifth harmonic. Solid curves were 
obtained using the averaging on three points data (spline approximation). 

3. Spatial intensity distribution of diffracted neutron beam 

Owing to the interference of Bloch’s waves the distribution of diffracted neutron beam 
intensity in a crystal arising on its outside surface has characteristic beats at the center and 
intensity is increasing toward the edges of the Bormann fan. These effects are described by 
the expression (7) [40]: 

   2 1/2 2 2 1/2
0I Γ c(1 Γ ) cos (A(1 Γ ) )     (7) 

where Γ =x/(2T tg ΘB) is the deviation of a neutron wave from the atomic plane trace; 
A=πT/τ; с is a normalized constant, and x is a current coordinate in the base of Bormann’s 
fan. Expression (7) is valid for the diffraction of a plane monochromatic wave in the 
symmetrical Laue case. A more rigorous expression for the shape of the reflected beam 
distribution can be obtained with the help of spherical neutron waves [40,41]: 

 A 2 2I (Γ)= J (A( 1-Γ )0 02
 (8) 

where J0 is Bessel function of the zeroth order. According to Exprs. (7,8) the intensity of a 
diffracted beam oscillates on the exit surface of a crystal, with the oscillation period 
depending on parameter πТ/τ and fast decreases outward from the center of profile (Г=0). 
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3. Spatial intensity distribution of diffracted neutron beam 

Owing to the interference of Bloch’s waves the distribution of diffracted neutron beam 
intensity in a crystal arising on its outside surface has characteristic beats at the center and 
intensity is increasing toward the edges of the Bormann fan. These effects are described by 
the expression (7) [40]: 
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where Γ =x/(2T tg ΘB) is the deviation of a neutron wave from the atomic plane trace; 
A=πT/τ; с is a normalized constant, and x is a current coordinate in the base of Bormann’s 
fan. Expression (7) is valid for the diffraction of a plane monochromatic wave in the 
symmetrical Laue case. A more rigorous expression for the shape of the reflected beam 
distribution can be obtained with the help of spherical neutron waves [40,41]: 

 A 2 2I (Γ)= J (A( 1-Γ )0 02
 (8) 

where J0 is Bessel function of the zeroth order. According to Exprs. (7,8) the intensity of a 
diffracted beam oscillates on the exit surface of a crystal, with the oscillation period 
depending on parameter πТ/τ and fast decreases outward from the center of profile (Г=0). 
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Figure 6. Normalized intensity distribution for Si single crystal (reflection reflex (111)), slit B width S≤ 
0.2 mm. T=11 mm. Neutron wavelength λn is equal 0.1 nm. The Shull’s fringe is clearly seen at the center 
of profile [42]. 

 
Figure 7. Normalized intensity distribution for reflection (111) Ge (T=20 mm) (Bormann fan) for 
different neutron wavelengths without sound: 1- λn= 0.471 nm; 2- λn =0.410 nm; 3- λn=0.243 nm. Curve 2 
was obtained using a slit with S= 1 mm. Curves 1 and 3 were obtained without analyzing slit (PSD 
only). 

3.1. High-frequency sound effect on the spatial distribution of diffracted 
neutron intensity  

The presence of new energy gaps ks (Fig. 1) on the dispersion surface under ultrasound 
should lead to the appearance of an additional structure in the intensity distribution of 
diffracted neutrons at the exit of a crystal. The new distribution, as is shown below, depends 
on the AW amplitude, w, while “sound” oscillations are superimposing on the initial ones. 
The size of the first soundless oscillation for the Ge (111) reflex according to formula (7) is 
Δх1=(T τ)0.5tgΘB≈1.5 mm (in the vicinity of Г=0). The numerical analysis of experimental data 
based on the known theoretical expressions involves difficulties, since they have been 
obtained in the plane neutron wave approximation. Such approximation cannot be applied 
to description of the intensity distribution of diffracted neutrons on the Bormann fan’s base 
when the whole dispersion surface is excited. 
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We have derived expressions for the diffraction intensity of a spherical neutron wave in an 
ideal crystal under ultrasound excitation. In this case the total diffraction intensity It is 
composed of the elastic and inelastic components: 
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I I I
 
  

 (9) 

where ΔIel and Iin are the elastic and inelastic addends, respectively; I0 is determined from 
expression (8), while the elastic addend to the diffraction intensity is given by the expression 
(10): 
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where J1 is Bessel function of the first order, δq is the shift of the DS at absorption or 
emission of an ultrasound phonon. The main contribution to the intensity of inelastic (one-
phonon) scattering is made by the term: 
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where 
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Formulas (10-12) describe the central part of a Bormann fan: 

 
0.5 0.52 2 2 21 ΔK /δ Γ 1 ΔK /δ0 0q q          

   
 (13) 

besides, these are valid at ΔK0 Hw<<(δq-ΔK0), which corresponds to the weak interaction of 
satellites with the main Bragg maximum. At νs >> νres, (δq>> ΔK0), i.e. under the conditions of 
our experiment, Iin far exceeds Δ Iel , which was previously confirmed by our experiments 
with measuring the spin-echo in a silicon single crystal under ultrasound pumping [43]. The 
spatial distribution of diffraction intensity is described by the expression:  

   0,   s inI Г Hw I I   (14) 

where Iin is taken in the form of equation (11), and I0 ─ of equation (8). The general character of 
the spatial distribution of diffraction intensity is dictated by three parameters: А, Hw, and the 
δq/ΔK0 ratio. The choice of a thick (T ≈70 τ) Ge crystal is not quite optimal, since the first AW 
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We have derived expressions for the diffraction intensity of a spherical neutron wave in an 
ideal crystal under ultrasound excitation. In this case the total diffraction intensity It is 
composed of the elastic and inelastic components: 
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with measuring the spin-echo in a silicon single crystal under ultrasound pumping [43]. The 
spatial distribution of diffraction intensity is described by the expression:  

   0,   s inI Г Hw I I   (14) 

where Iin is taken in the form of equation (11), and I0 ─ of equation (8). The general character of 
the spatial distribution of diffraction intensity is dictated by three parameters: А, Hw, and the 
δq/ΔK0 ratio. The choice of a thick (T ≈70 τ) Ge crystal is not quite optimal, since the first AW 
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oscillations will appear when the “acoustic” extinction length becomes equal τs=τ │H w│-1. On 
the other hand, a thick crystal provides long enough Bormann fan, which allows for easy and 
detailed measurements of the spatial distribution of diffracted beam intensity (see Fig. 8) 

 
Figure 8. Spatial distribution of a diffracted beam intensity vs AW amplitude w and Γ value. Dashed 
curves and points – averaged experimental data, solid curves is a result of data fitting by Exprs. (11 and 8) 

Already at a small amplitude of the acoustic wave Hw=0.26 (w=0.013 nm) the diffraction 
intensity in the center starts rising noticeably. The width of the first oscillation (Fig. 8) on the 
x-axis (close to Г=0) at Hw=0 could be estimated from expression (8): Δ х1=(2T τ)1/2tg ΘB and 
Δ х1 ≈6 mm for the Ge (111) reflex. Since at the appearance of sound a new extinction length 
is τs=τ │Hw│-1, at Hw <<1 the linear size of the first “sound” fringe will be increasing as Δ х 
s= Δ х1 │Hw│-0.5. As follows from Fig. 8, at Hw=0.26 the length of the first acoustic fringe is 
11.4 mm, which coincides well with the calculated value of 12 mm. Besides, at least two next 
oscillations could be clearly discerned. As Hw is further increasing, at the profile center a 
linear intensity rise is observed, while the diffraction intensity on the Bormann fan edges (Г= 
±1) remains practically unchanged. To compare the theoretical and experimental data a 
high-precision determination of the А and Hw parameters is needed, since the Bessel 
function is fast oscillating at large values of the argument. The calculated А value is 2071, i.e. 
close to А=2060, at which “soundless” distribution of the diffraction intensity (Hw=0) is 
described most satisfactorily by expression (8), taking into account integration over the 
width of analyzing slits and correct averaging. The AW amplitude can be determined by 
changes in relative intensity variations at the center of the spatial profile (Г=0): 

 
     

 

2 2 2 2 2Hw 1 δq δq ΔK J HwAI I I 0 0s 0 inη 2I I J A0 0 0

         (15) 
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At large values of argument 

    J z 2 πzcos z π 4 ,0    (16) 

and the relative contribution of the neutron inelastic scattering by AW of the lattice with a 
frequency above resonant is: 

  
 

2cos HwA
η (Hw) 4Hw 4Hw2cos A

   (17) 

The experimental data shown in Fig. 9 were obtained for one and the same sample but on 
different neutron diffractometers using different RF-generators and wide-band amplifiers. 
Besides, every time the piezotransducer was glued again; however, in all cases a linear 
dependence of η on the generator voltage VG was observed , which makes it possible to find 
a calibration constant C and to determine the AW amplitude w from the relationship: η=С 
VG= │Hw│.  

 
Figure 9. Diffraction intensity at the center of a Bormann fan (Г=0) vs. acoustic wave amplitude for 
neutrons of different wavelength: 1) λ n=0.41 nm; 2) λn= 0.471 nm; 3) λn=0.243 nm. Solid curves: fitting 
with eq.(18) taking into account νs>> ν res (ΔK0 << δq) 

The effect of saturation was observed in the η dependence versus VG for large Hw. The 
heating of the organic salol gluing leads to the decrease of its viscosity and brings about 
violation of the proportionality between VG and w. This fact was taken into account, and the 
measurements were considered reliable up to Hw ≤ 5 

Fig. 10 shows the spatial distribution of diffraction intensity It depending on the acoustic 
wave amplitude for the neutrons of different wavelength. Independently on the neutron 
waves length, It at the Bormann fan centers increases with Hw growth.  
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waves length, It at the Bormann fan centers increases with Hw growth.  
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Figure 11 demonstrates a sharp decrease in the spatial half-width of the central peaks in 
dependence on the AW amplitude. This result is seems to be unexpected, since in some 
earlier works where the possibility to create the ultrasound-driven/controlled 
monochromators was discussed [12,27,44] the gain in intensity with rising AW amplitude is 
always compensated by a loss in resolution (due to FWHM rise). In contrast, in our 
experiments the FWHM decreases 3-4 times at the Hw increased twice. To study this effect in 
more detail, additional investigations are needed − for example, measuring the FWHM of 
double-crystal rocking curves in dependence on the Hw at the center of Bormann’s fan. 

 
Figure 10. The neutron diffraction intensity as a function of acoustic wave amplitudes Hw and running 
coordinate x in the base of a Bormann fan for neutrons of different wavelength: a) λn=0.410 nm; b) λn= 
0.243 nm; c) λn= 0.471 nm. 

 
Neutron Diffraction on Acoustic Waves in a Perfect and Deformed Single Crystals 61 

 
Figure 11. Full width at half maximum of the central peaks vs AW amplitude for neutron with different 
waves length: 1) λn=0.410 nm, 2) λn=0.243 nm 

4. Diffraction - Deformed crystal 

4.1. Theoretical background 

In contrast to a perfect crystal where the US effect leads, as a rule, to an increase in the 
diffraction intensity, in a bent smoothly deformed sample a drastic decrease in the intensity 
Ids is observed already for very small AW amplitudes. In deformed crystals, which are of 
great practical interest, the effect of US on diffraction has been investigated much less. In 
[14, 45, 46] the results of theoretical and experimental investigations of neutrons and X-rays 
for the case of Laue diffraction in deformed silicon single crystals under high-frequency (νs 
>> νres) and in conditions of the neutron (X-ray) - acoustic resonance (νs≈νres) are reported. 
The analysis has shown that in a deformed Si crystal ultrasound results in violation of the 
adiabatic conditions for the movement of tie points on the dispersion surfaces. Owing to 
this, a drastic decrease in the diffraction intensities was observed for low acoustic wave 
amplitudes. With the AW amplitudes increasing the diffraction intensity also increases, 
reaching the kinematical limit. In absolute values, the influence of the US is much stronger 
manifested in the diffraction on a deformed crystal than on a perfect one. A substantial role 
is played by multiphonon processes. The presence of static strains leads to the appearance of 
a new type of oscillations, which depend on the deformation gradient. 

As distinguished from the perfect crystal case where for the whole crystal a unitary DS 
exists, in the Penning–Polder–Kato model [47,48] to each point of a bent crystal an own two-
sheet dispersion surface corresponds, and the neutron is travelling adiabatically inside the 
crystal without transitions of the excited tie point between the effective DS sheets (Fig. 12) 

The role of ultrasound in this model consists in the resonant suppression of adiabatic 
movement of the tie points. The one-phonon absorption corresponds to path 1–2–6–7–8 of 
the tie point along the dispersion surface. The neutron incident on the crystal excites points 1  
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Figure 12. Dispersion surfaces of a crystal modified by ultrasound. Dynamics of travelling of tie points 
in a deformed crystal. Laue geometry. Directions of tie points and neutron group velocities are shown 
by arrows. 

and 8 on the DS. In the absence of ultrasound, point 1 travels along path 1–2–3–4 and passes 
into the state corresponding to a diffracted wave. Point 8 makes no contribution to the 
diffraction. When US is switched on, the movement of point 8 is not disturbed. As concerns 
point 1, it can reach state 4 by two ways: a) 1–2–6–7–3–4 or b) 1–2–3–4. If the probability for 
the excitation point to remain on DS sheets at points 2, 3 6, and 7 is P, and the probability to 
pass onto another DS sheet owing to the US disturbance is M (P+M = 1), then the probability 
of the former process is equal to M2, the probability of the latter process is equal to P2.The 
change in the relative diffraction intensity will be 

 ds d0 d0
2 2η=(I -I ) / I =P +M -1=-2MP<0.  (18) 

The probability of transition for the excitation point 1 in the case of Laue’s diffraction is 
approximately described as 

 2M=1-exp[-π(Hw) / 2B]  (19) 

where B is the deformation gradient . 

The maximum transition probability is 0.5, (for νs >ν res) and, correspondingly, η max= 0.5 
according to expression (19). Interference between the trajectories of the two scattering 
process leads to the oscillating dependence on B-1 of the maximum “dip” of the diffraction 
intensity. These oscillations modify the expression (19) as follows: 

  2 1  2MP cos     (20) 

with phase factor φ [14]: 

 2 0.5
0( )( )  / 1 ; /  sa B a a k K      (21) 

For the Laue-symmetrical diffraction of neutrons and X-rays in a two-wave approximation 
when the propagation of neutron waves in a crystal with static and/or dynamic (US) 
deformations is described by the Takagi–Taupin equations (Expr. 3-5), where the 
displacement of nuclei, u, is introduced in forms [46] 
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where a, b, and c are numerical constants describing inhomogeneous deformation; us is the 
nuclear displacement in the acoustic field, and ud is the nuclei static displacement associated 
with the lattice deformation. 

In the quasi-classical approximation (B <<1 but BT >>1), for Hw< 1 we will have analytical 
expressions (24-26) obtained by method of successive approximations for relative intensity 
variations depending on the relationship between ks and k0. If the frequency of acoustic 
waves νs is higher than the resonance frequency νres, (> 1) the second term in (26) describes 
the so-called “deformations oscillations” whose period depends on В and 
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where =k s /k0  

The experimental verification of the qualitative validity of expressions (23-26) is presented 
on the Figs. 13-15 

 
Figure 13. Variations in the relative intensity of diffraction in a deformed crystal vs. voltage on 
piezotransducer for α =3.13 (νs = 46.04 MHz) and different B: 1 – 0.023(▲); 2 – 0.052 (□); 3 – 0.083 (■); 4 – 
0.124 (*); 5 –0.166 (♦); I0 is the diffraction intensity in a perfect crystal without sound; Ids the same for a 
deformed one. 
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Figure 14. Relative diffraction intensity νs. piezo transducer voltage for different values of parameter B: 
1) – 0.06, 2) – 0.11, 3) –0.23, 4) –0.89; νs=14.84 MHz (α≈1). The best fitting is obtained using series 

expansion of the Bessel functions 
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 (solid curves). 

 
Figure 15. The module of “dip” maximum depth η = |Ids-I d0|/I d0 vs. the inverse value of the 
deformation gradient B: 1(■) – for νs = 14.84 MHz (near to neutron acoustic resonance, ν res = 14.71 MHz; 
  1); 2(♦)– for ν s = 46.04 MHz;   3. Arrows show the maxima positions calculated by Eqs. 20 and 21  

The solid (1) and dashed (2) curves in Fig. 15 were obtained from experimental data by the 
least squares method. The best fitting is at |ηmin| = 0.53(1/B) for curve (2) and |ηmin| =–0.04B-

1 +0.74 for curve (1). From these it follows that at В ~ 1 the “dip” of the relative diffraction 
intensity η reaches the maximum of ~0.5 for νs >> νres and of 0.7 for νs ≈ νres. The strong effect 
near the neutron-acoustic resonance (  1) follows from Eq. 25 and by analogy with the 
resonance destruction of Bormann’s effect [31] at the X-ray – acoustic resonance can be 
qualitatively explained by the fact that the transitions between DS branches in the case of 
their contact occur in a much greater volume of the pulse space. 
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4.2. Ultrasound effect on neutron bragg diffraction in a deformed silicon single 
crystal [23] 

The scheme of the bending device, the neutron scattering geometry, and the US wave’s 
propagation direction are shown in Fig. 16. The (220) and (440) reflections intensities were 
simultaneously measured at a standard single-crystal spectrometer by the time-of-flight 
technique [15]. The neutron wave lengths were 0.96 and 1.92 Å. The radius of curvature R of 
the reflecting surface was determined by sag h measured by a micrometer (R= L2/8 h), where 
L is the sample length equal to 12 cm. A sag was measured from 0 to 40 μm and R from 6 km 
to 51 m. 

 
Figure 16. Scheme of experiment: H is the reciprocal lattice vector; K0 is the wave vectors of neutron 
and ultrasound wave.u=w cos (ωst) cos (ksx) is nuclei displacement in a US wave with amplitude w. PT is 
piezotransducer. M is micrometer. R=L2/8h, where L=12 cm is a samples length, h is the sag.  

The transversal US wave (ks K0 ,Hw; w‖H), where H is the reciprocal lattice vector, ks and w 
are the US wave vector and amplitude, was excited in the [111] direction by a LiNbO3 piezo 
transducer glued to the sample by salol. The fundamental piezoelectric transducer harmonic 
(νs= 26.5 MHz) was used. Fig. 17 shows typical plots of the relative diffraction intensities 
η=(Is-I0)/I0 vs the piezo transducer voltage for the two reflections (220) and (440) in the 
“perfect” crystal (without bending). It is seen that linear dependence is a good 
approximation. 

 
Figure 17. Relative changes of the diffraction intensities η = (Is –I0)/I0 for perfect crystal for two 
reflections: 1-(▲) for (440), 2-(♦) for (220) 
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approximation. 

 
Figure 17. Relative changes of the diffraction intensities η = (Is –I0)/I0 for perfect crystal for two 
reflections: 1-(▲) for (440), 2-(♦) for (220) 
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Figure 18. Common result of the simultaneous effect of ultrasound wave and bending of a crystal on 
the diffraction intensity of neutrons. 

The total change in the intensity Ids with a simultaneous increase in Vs and h is shown in Fig. 
18. The appearance of dips (minima) in these dependences is a characteristic phenomenon 
similar same as for Laue case. The changes in Ids (440 reflection) as a function of Vs are shown 
in details in Figs. 19a and b for a bent crystal for different values of the sag h. Instead of the 
linear increase in Ids for h = 0 (line 1), a dip in Ids reaches 30% for h =0.3 μm (R ≈ 51 m) at Vs = 
1.1 V (w ≈ 0.05 Å) (curve 2). With a further decrease in the bending radius the dip depth 
reaches the maximal value of 52% (Fig. 19a, curve 3), flattening out (Fig. 19b, curves 3–10). 
Curve 11 demonstrates the shift of the Ids minimum over Vs with an increase in h. 

 
Figure 19. Diffraction intensity of the (440) reflection as a function of the US wave amplitude for 
different h, (a) (1) h = 0 (perfect crystal); (2) 1 μm; (3) 3 μm; (4) 5 μm; (5) 7 μm. (b) (1) 5 μm; (2) 7 μm; (3) 
9 μm; (4) 12 μm; (5) 16 μm; (6) 20 μm; (7) 25 μm;(8) 30 μm; (9) 35 μm; (10) 40 μm; (11) displacement of 
the diffraction minimum along Vs as a function of h. 
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The simultaneous effect of both deformation types of a crystal lattice, static bending and 
dynamic atomic displacement in an US wave, on the neutron diffraction in the Laue 
geometry was taken into account in [14,46] where numerically (by the method of successive 
approximation) and, for separate cases, analytically by a modified Takagi–Taupin equation 
was solved. In [49], for this purpose Green’s functions were used for Laue case. In the case 
of the Bragg geometry the mathematical task is substantially complicated because of specific 
boundary conditions and, as we know, has no analytical solutions up to now. The semi-
phenomenological model explaining qualitatively the experimental results and allowing us 
to obtain quantitative characteristics in some cases is considered below in the framework of 
the dynamic scattering theory. The problem solution for the case of Laue diffraction in 
smoothly deformed crystals was described by us above and this model is also applied for 
the case of the Bragg geometry.  

The role of US in a modified PPK model is the resonance suppression of adiabatic motion of 
tie points by analogy to Laue diffraction and schematically transition to the Bragg case can 
be done if to turn the Fig. 12 on 90○ [23]. The relative change in the diffraction intensity η can 
be again written in the form: 

 ds d0 d0
2 2η=(I -I ) / I =P +M -1=-2MP<0  (27) 

    2 2
0 0 – / –  1  –  0,ds d dI I I P M F B MP       (28) 

where 0 < F(B) < 2 for the case ν s > ν res.. 

One can see that Expr. 27,28 coincides closely with Expr. 18,19 for the Laue diffraction.  

Then we obtain (Hw)min, the position of the η minimum depending on the deformation 
gradient.  

    0.5  2
min

Hw ln B  (29) 

The changes of η as a function of Hw are shown in Figs. 20a and 20b for comparison of the 
experimental data to the described model. Expressions (27-29) satisfactory describe the 
experiment only for the case of small Hw and small B (large bending radii) (Hw < 0.3 and h < 
7 μm). With an increase in both parameters these expressions do not correspond to the 
experimental data shown in Fig. 21b which are rather well described by the Bessel functions 
expanded in the alternating series.  

Expressions (27-29) are valid for one-phonon processes of the energy exchange between the 
neutron and US phonon. 

Using relation Hw=cV and assuming B = α h, Eq. (29) can be rewritten in the form 

 1 m
sminV h  (30) 

The graphs of the positions of minima η as a function of h are shown in Fig. 21 for the (220) 
and (440) reflections. The exponent m is 0.49 for the (220) reflection (curve 2) and 0.46 for the 
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dynamic atomic displacement in an US wave, on the neutron diffraction in the Laue 
geometry was taken into account in [14,46] where numerically (by the method of successive 
approximation) and, for separate cases, analytically by a modified Takagi–Taupin equation 
was solved. In [49], for this purpose Green’s functions were used for Laue case. In the case 
of the Bragg geometry the mathematical task is substantially complicated because of specific 
boundary conditions and, as we know, has no analytical solutions up to now. The semi-
phenomenological model explaining qualitatively the experimental results and allowing us 
to obtain quantitative characteristics in some cases is considered below in the framework of 
the dynamic scattering theory. The problem solution for the case of Laue diffraction in 
smoothly deformed crystals was described by us above and this model is also applied for 
the case of the Bragg geometry.  

The role of US in a modified PPK model is the resonance suppression of adiabatic motion of 
tie points by analogy to Laue diffraction and schematically transition to the Bragg case can 
be done if to turn the Fig. 12 on 90○ [23]. The relative change in the diffraction intensity η can 
be again written in the form: 
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The changes of η as a function of Hw are shown in Figs. 20a and 20b for comparison of the 
experimental data to the described model. Expressions (27-29) satisfactory describe the 
experiment only for the case of small Hw and small B (large bending radii) (Hw < 0.3 and h < 
7 μm). With an increase in both parameters these expressions do not correspond to the 
experimental data shown in Fig. 21b which are rather well described by the Bessel functions 
expanded in the alternating series.  

Expressions (27-29) are valid for one-phonon processes of the energy exchange between the 
neutron and US phonon. 

Using relation Hw=cV and assuming B = α h, Eq. (29) can be rewritten in the form 
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The graphs of the positions of minima η as a function of h are shown in Fig. 21 for the (220) 
and (440) reflections. The exponent m is 0.49 for the (220) reflection (curve 2) and 0.46 for the 
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(440) reflection (curve 1) and α1(440)/α1 (220) = 1.83, which is rather close to the theoretical 
estimations of the exponent of 0.5 and ratio H440/H220 = 2. The value of the deformation 
gradient B is easily determined from here.  

 

 

 

Figure 20. Relative changes in the diffraction intensity as a function of the US wave amplitude for 
different h: (a) (1) h = 0.4 μm; (2) 1 μm; (3) 3 μm; (4) 7 μm; curve 5 corresponds to Eq. (5) for F(B) = 2.0, 
F(B) = 1.3 for curve 6. Solid curves 1–4 are fitting (Exprs.(27-29)) (b)1- h = 9 μm; 2- h =16 μm  

 

 

 

Figure 21. Shift of the minimum of Vs min for relative changes in the diffraction intensity η with an 
increase in the value of bending deflection h: 1: (1) for (220) reflection; (2) for (440) reflection. 
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Figure 22. Dependence of the value of maximal dip of the relative diffraction intensity of neutrons ηmax 

on the value of bending of a crystal: (1) for (220) reflection; (2) for (440) reflection. Solid curves are 
fitting obtained by an expansion of the Bessel function in a Taylor series. 

As it follows from Eq. (29), the maximal dip of the relative deformation’s intensity ηmax 

shown in Fig. 22 is close to 0.5 for the (220) reflection and is reached for the bending radius 
R =200–600 m. Thus, the PPK model modified for the case of ultrasound excitation 
satisfactorily describes some features of the neutron Bragg scattering from a bent silicon 
single crystal. The intensity dip of the Bragg diffraction is caused by the resonance 
transitions of the tie points between the sheets of dispersion surface related to the presence 
of ultrasound phonons. The position of the maxima depending on the investigated 
reflections and bending radius of a crystal is determined by the most probable single-
phonon scattering of neutrons. With an increase in the US wave’s amplitude and the value 
of crystal bending the role of less probable multi -phonon processes is enhanced, which 
results in the formation of a plateau in the curves of the voltage dependence of intensity on a 
piezoelectric transducer and bending radius.(Fig. 18). 

5. Conclusion 

For describing the diffraction in single perfect crystals the theory of dynamical neutron 
scattering has been employed. This approach considers the neutron wave pattern 
propagating in the periodic potential of an ideal lattice, and a variety of features is explained 
by this time, including an oscillating form for the distribution of the diffracted intensities 
within the Bormann fan in the case of Laue diffraction. One of the most important 
dynamical diffraction effects being the strongly limited intensity diffracted by an ideal 
crystal in Bragg’s position. While, the interference effects disappear very quickly if the 
translation symmetry in a perfect crystal is violated due to any disturbance (static 
deformation strain, low-frequency sound excitations, etc.) and the Bragg-reflected intensity 
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increase in the value of bending deflection h: 1: (1) for (220) reflection; (2) for (440) reflection. 
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Figure 22. Dependence of the value of maximal dip of the relative diffraction intensity of neutrons ηmax 

on the value of bending of a crystal: (1) for (220) reflection; (2) for (440) reflection. Solid curves are 
fitting obtained by an expansion of the Bessel function in a Taylor series. 
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reflections and bending radius of a crystal is determined by the most probable single-
phonon scattering of neutrons. With an increase in the US wave’s amplitude and the value 
of crystal bending the role of less probable multi -phonon processes is enhanced, which 
results in the formation of a plateau in the curves of the voltage dependence of intensity on a 
piezoelectric transducer and bending radius.(Fig. 18). 
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For describing the diffraction in single perfect crystals the theory of dynamical neutron 
scattering has been employed. This approach considers the neutron wave pattern 
propagating in the periodic potential of an ideal lattice, and a variety of features is explained 
by this time, including an oscillating form for the distribution of the diffracted intensities 
within the Bormann fan in the case of Laue diffraction. One of the most important 
dynamical diffraction effects being the strongly limited intensity diffracted by an ideal 
crystal in Bragg’s position. While, the interference effects disappear very quickly if the 
translation symmetry in a perfect crystal is violated due to any disturbance (static 
deformation strain, low-frequency sound excitations, etc.) and the Bragg-reflected intensity 
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increases. In our work it is shown that even a very sharp rising diffraction intensity at the 
center of Bormann’s fan (Is /I0 ≥ 10) can be described quantitatively using the dynamic 
diffraction model for the neutrons propagating in a thick crystal as spherical wave. 

The PPK model modified for the case of ultrasound excitation satisfactorily describes some 
features of the neutron Bragg scattering from a bent silicon single crystal. The intensity dip 
of the Bragg diffraction is caused by the resonance transitions of the imaging points between 
the sheets of dispersion surface related to the presence of ultrasound phonons. The position 
of the maxima depending on the investigated reflection and bending radius of a crystal is 
determined by the most probable single-phonon scattering of neutrons. With an increase in 
the US wave’s amplitude and the value of crystal bending the role of less probable 
multiphonon processes is enhanced, which results in the formation of a plateau in the 
curves of the voltage dependence of intensity on a piezoelectric transducer. These effects 
described phenomenological in the given work are not taken into consideration by the 
simple PPK model. 
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increases. In our work it is shown that even a very sharp rising diffraction intensity at the 
center of Bormann’s fan (Is /I0 ≥ 10) can be described quantitatively using the dynamic 
diffraction model for the neutrons propagating in a thick crystal as spherical wave. 

The PPK model modified for the case of ultrasound excitation satisfactorily describes some 
features of the neutron Bragg scattering from a bent silicon single crystal. The intensity dip 
of the Bragg diffraction is caused by the resonance transitions of the imaging points between 
the sheets of dispersion surface related to the presence of ultrasound phonons. The position 
of the maxima depending on the investigated reflection and bending radius of a crystal is 
determined by the most probable single-phonon scattering of neutrons. With an increase in 
the US wave’s amplitude and the value of crystal bending the role of less probable 
multiphonon processes is enhanced, which results in the formation of a plateau in the 
curves of the voltage dependence of intensity on a piezoelectric transducer. These effects 
described phenomenological in the given work are not taken into consideration by the 
simple PPK model. 
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1. Introduction 
In 1944, Bethe found the transmittance of electromagnetic (EM) waves through a tiny hole in 
a perfectly conducting screen varies as being proportional to (kr)4, where k=2π/λ, λ is the 
wavelength and r is the hole radius [1]. This result shows that a small hole has extremely 
low transmission or negligible cross section for EM waves of very long wavelength. For a 
hole of finite thickness, the transmittance is found to be reduced further, because no 
propagating mode exists inside the hole [2].   

However, in 1998, Ebbesen et al. has observed enhanced transmission of light through either 
a lattice of subwavelength holes or a single hole surrounded by surface periodical patterns 
on thin metallic films, where the optical transmission can be much larger than the area 
fraction of the holes at specific frequencies [3-13]. The holes, once organized or decorated, 
have the transmission cross section larger than themselves’ area, which is different radically 
from the theory by Bethe. Since then, the remarkable phenomenon has inspired a 
tremendous amount of attention and works on resonant transmissions of EM waves through 
various apertures on either metallic or dielectric structure [14-25]. Phenomenologically, 
various observed transmission resonances are associated with two geometrical factors: 
structural factor (SF) emerging globally from the lattice periodicity and aperture factor 
owned locally by the individual unit [26-29]. Structural-factor-related resonances typically 
have the transmission wavelength comparable to the lattice constant and are dependent 
strongly on the incidence angle. In sharp contrast, aperture-factor-related resonances have 
the wavelength determined mainly by the transversal/longitudinal dimensions of the 
aperture and are not sensitive to the incidence angle.  

It is well known that acoustic and EM waves share a lot of wave phenomena, but they have 
something in difference. In nature, acoustic wave is a scalar longitudinal wave in inviscid 
fluids, while EM wave is a vector transverse wave. Consequently, a subwavelength hole has 
no cutoff for acoustic wave, but does for EM wave, which underlies the distinct 
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transmissions of acoustic/EM waves through a hole in an ideally rigid/conducting screen. 
The acoustic transmission of a single hole approaches a constant, 8/2, dislike the EM case, 
with decreasing the ratio r/ [30].   

Transmission/diffraction by an acoustical grating is an old problem, and the previous 
investigations addressed some cases: one-dimensional (1D) periodic slits in a rigid screen 
[31,32], a single hole in a thick wall [33,34], and a 1D grating composed of parallel steel rods 
with finite grating thickness [35,36]. Here we studied the acoustic transmissions through 
two structures: (1) a two-dimensional array (square lattice) of subwavelength hole and (2) a 
single hole surrounded by the surface periodic grooves. It is found that the acoustic 
transmission phenomenon for the structured thin plates is analogous completely to the case 
of EM wave, except for the transmission phase. For the hole array in thick plates, the 
transmission peaks are related to the Fabry-Perot-like (FP-like) resonances inside the holes 
and can occur to the frequencies well below Wood’s anomalies. 

2. Ultrasonic measurements 
In our experiments, the measurements of far field transmissions of acoustic waves in the 
ultrasonic frequency regime (0.2–2.0 MHz) were performed in a large water tank. Two 
immersion transducers were employed as ultrasonic generator and receiver, and the sample 
was placed at a rotation stage located between the two transducers at an appropriate 
distance. The sample could be rotated, so that the oblique incidences were measured. The 
ultrasonic pulse was incident upon the sample and the transmitted signal was collected by 
the receiver, collinear with the incident wave. Transmission magnitude, T, and transmission 
phase, , of the sample were obtained by normalizing the Fourier transformed spectra of the 
signal through the sample,    exps sA f j f    , with respect to the signal through the water 

background (without the sample in place),    expb bA f j f    , where f is the frequency and 
2 1j   . Consequently,    /s bT A f A f , and     2 /s bf f f t c       (c =1490 m/s 

being the speed of acoustic wave in water, t being the sample thickness) .  

In the context, the term “transmission” when referring to the spectrum means the amplitude 
ratio, T, of the transmitted and the incident waves. To figure out whether the transmission is 
enhanced, we need calculate the ratio of transmitted energy flow to the energy flow incident 
on all holes. Within a unit cell of the hole array, the ratio can be expressed by: 
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where It (At) and Ii (Ai) denote the intensities (amplitudes) of transmitted and incident 
acoustic waves, respectively, a is the lattice constant, d is the hole diameter, and 

 2 2/ 4d a   is the area fraction of the holes. We call the squared transmission magnitude 

2T  as transmittance   representing the acoustic intensity transmission. If > 1  , then the 
enhanced transmission is obtained.   
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Apart from measuring the transmission spectrum, we also implemented point-by-point 
scanning to detect the pressure field distribution in the transmission process. A pinducer 
(1.5 mm in diameter) replaced the receiving transducer and was located at a distance, z, 
from the rear surface of the sample to detect the pressure field distribution there. The 
pinducer was mounted on a two-dimensional translation stage. The scanning was done 
along the x-y plane parallel to the sample surface, with a spatial step of 0.1mm×0.1mm.   

3. Experimental results  

3.1. Enhanced transmission of acoustic waves through hole array structure 

First we measured the acoustic transmission of a hole array with the hole diameter d = 0.5 
mm, the lattice constant a = 1.5 mm, and the plate thickness t = 0.5 mm. Figure 1 shows the 
transmittance of the hole array at normal incidence, compared to the transmittance of a 
smooth brass plate with identical thickness. For the smooth brass plate, very low 
transmittance is seen because of the acoustic impedance mismatch (ηbrass / ηwater ≈ 25). It is 
noticed that the transmittance rises at lower frequencies, which indicates a thin brass plate 
can not block acoustic waves of very long wavelength or very low frequency. This fact is 
different from the EM case where a sheet of metal as thin as skin depth works well. For the 
hole array, a pronounced peak is seen at 0.85 MHz and followed by a transmittance zero close 
to 1.0 MHz which is just Wood’s anomaly λ=a. The peak has the transmittance (68%), much 
lager than the area fraction (8.7%) of holes occupation in the array structure, and shows an 
acoustic transmission enhancement through the hole array, similar to the EM case.    

 
Figure 1. Transmittance of the acoustic waves at normal incidence through a hole array (solid line) and 
a smooth brass plate (dashed line) with the same thickness. The hole array has the parameters: the hole 
diameter d = 0.5 mm, the lattice constant a = 1.5 mm, and the plate thickness t = 0.5 mm. A schematic 
picture of the unit cell is illustrated as the inset. The level dot line represents the area fraction of holes in 
the array. Reprinted with permission from J. Appl. Phys. 104, 014909 (2008). Copyright 2008 American 
Institute of Physics. 
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where It (At) and Ii (Ai) denote the intensities (amplitudes) of transmitted and incident 
acoustic waves, respectively, a is the lattice constant, d is the hole diameter, and 
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We also investigated the dependence of the transmission peak on the lattice constant. Figure 
2 shows the normal transmissions of the hole arrays with identical lattice constant a = 2.0 
mm and different hole diameters. The transmission peak and two Wood’s anomalies 
(pointed by arrows) are identified at ~0.75 MHz and ~1.1MHz. With the larger diameter 
holes (d = 1.2 mm), the peak becomes more pronounced. Comparing with the array of a = 1.5 
mm in Figure 1, it is clear to show that the peaks and Wood’s anomalies downshift to lower 
frequencies as the lattice constant increases. In Figure 2, we also plotted the measured 
transmission phase   for the hole array of d = 1.2, a = 2.0, and t = 0.5 mm, and found 

0.98    at the peak frequency. The approximate    phase change reveals the 
oscillations of the acoustic field on the front and rear surfaces of the plate are out-of-phase, 
which is distinct from the corresponding characteristic in the EM case. For EM wave 
transmitted through a hole array, the hole acts as barrier due to the transmission frequency 
much lower than the cutoff frequency of the hole, and the wave has to tunnel through the 
hole in a form of evanescent field. So the phase change of the EM wave across the holey 
film/plate assumes nearly zero [37].  This difference in transmission phase bares the distinct 
behaviors of a hole to acoustic and EM waves, again.   

 
Figure 2. Acoustic transmissions at normal incidence through the hole arrays with the same lattice 
constant, 2.0 mm, and the same thickness, 0.5 mm, but different diameters as denoted. The measured 
transmission phase curve is for the hole array: d = 1.2, a = 2.0, and t = 0.5 mm. The arrows indicate the 

Wood’s anomalies, a  and / 2a  . Reprinted with permission from J. Appl. Phys. 104, 014909 
(2008). Copyright 2008 American Institute of Physics. 

Figure 3 shows the transmission spectra at oblique incidence measured with the incident 
angle θ varying from 0o to 25o for the hole array of d = 1.2, a = 2.0, and t = 0.5 mm. The 
transmission map is plotted as a function of both the frequency and the incidence angle. The 
predicted variation of Wood’s anomalies versus angle is plotted as solid lines and is 
superposed on the map. Derived from the conservation of momentum, the variation relation 
reads: 

    , 2 2 2 2/ sin cos / cosl maf c l l m       (2) 

for the Wood’s anomaly frequency f (l,m) of order (l, m). It is seen from the map that the 
measured shifting of Wood’s anomalies with the incidence angle agrees well with the solid 
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lines. On the other hand, the peaks exhibit a strong angle-dependent behavior in the same 
way as Wood’s anomalies. 

 
Figure 3. (a) The schematic picture of oblique incidence of acoustic waves. The wave vector kinc 
represents the incident wave illuminating the hole array at the incidence angle θ. The obliquity occurs 
along the [1,0] direction of the array. The wave vector k(0,0) represents the (0,0)-order transmitted wave. 
The wave vector kdiff(l,m) represents the (l,m)-order diffraction wave. (b) Acoustic transmission 
magnitude plotted as a function of the wave frequency and the incidence angle for the hole array, d = 
1.2, a = 2.0, and t = 0.5 mm. The solid lines superposed are the variation curves of Wood’s anomalies 
with the incidence angle. Reprinted with permission from J. Appl. Phys. 104, 014909 (2008). Copyright 
2008 American Institute of Physics. 

In recent investigations, it is demonstrated that the SF resonance can be responsible for 
enhanced transmissions of EM waves through subwavelength hole arrays [26,27].  We have 
considered that the acoustic surface wave at the brass-water interface might play no role in 
the present transmission phenomenon, and shown that the SF resonance holds for acoustic 
waves by generalizing the proof of EM waves [38,39]. The SF resonance has some spectral 
features: the resonant wavelength is determined essentially by the lattice constant and is 
very sensitive to the incidence angle with accompanied by Wood’s anomalies. Here, the 
experimental results for the enhanced acoustic transmission through the hole array in the 0.5 
mm thick plate manifests the features of SF resonance.  

When the plate thickness becomes larger, the situations begin to divide for two types of 
waves.  For EM wave, the transmission peak will diminish after the metallic film/plate 
becomes thick enough, because the holes have the cutoff. In sharp contrast, there is no cutoff 
for acoustic waves to propagate through the holes. When the thickness is large enough, for 
instance t = 2.3 mm, there can be multiple transmission peaks well below the Wood’s 
anomaly, as shown in Figures 4(a) and 4(b). The measured spectra show the typical 
characteristics of FP resonance in terms of the phase values at the transmission maxima and 
minima. From Figure 4(c), the peaks are not sensitive to the incidence angle. In fact, these 
transmission peaks are caused by standing-wave-formed resonances of the acoustic wave 
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establishing inside the hole channel. However, these resonances undergo a tuning, to some 
degree, by diffraction evanescent waves parasitical to a grating, and consequently deviate 
from the ordinary FP conditions while the plate thickness becomes comparable to the lattice 
constant, which will be further discussed later.   

 
Figure 4. (a) Normal transmission of acoustic waves through the hole array (open circles), d = 1.2, a = 
2.0, and t = 2.3 mm, immersed in water and through the effective fluid layer (solid line) immersed in 
water alike. Open circles are the measurement data, and the solid lines are the calculation based on the 
effective fluid model with 1.19n   and 0.28 water  . (b) Normal transmission for the hole array, d = 
0.5, a = 2.0, and t = 2.3 mm. Open circles are the measurement data, and the solid lines are the 
calculation based on the effective fluid model with 1.19n   and 0.05 water  . (c) Acoustic 
transmission magnitude plotted as a function of the wave frequency and the incidence angle for the 
hole array d = 1.2, a = 2.0, and t = 2.3 mm. The obliquity occurs along the [1,0] direction of the array. The 
solid line superposed are the variation curve of Wood’s anomaly (-1,0) with the incidence angle. The 
open circles superposed denote the variation of the transmission peaks, calculated from the FP 
resonance condition of the effective fluid model at oblique incidence. Reprinted with permission from J. 
Appl. Phys. 104, 014909 (2008). Copyright 2008 American Institute of Physics. 

3.2. Enhanced transmission of acoustic waves through bull’s eye structure 

Soon after the discovery of extraordinary optical transmission through a metallic film with 
two-dimensional array of sub-wavelength holes, it was found that there can be enhanced 
and collimated transmission through a single sub-micron hole surrounded by finite periodic 
rings of indentations (denoted as bull’s eye) [4]. We also examined the transmission of a 
bull’s eye structure for acoustic waves. The bull’s eye structure, shown in the inset of Figure 
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5, was fabricated by patterning both sides of a thin brass plate with concentric periodic 
grooves around a single cylindrical hole. The thickness of the brass plate is 1.6 mm, and 
the diameter of the central hole is 0.5 mm. The groove period is 2.0 mm, and there are a 
total of 15 grooves. The width and depth of each groove are 0.5 mm and 0.3 mm, 
respectively.  

In Figure 5, we showed the measured transmittances as a function of frequency for both 
bull’s eye structure and the reference sample (a smooth brass plate of the same thickness). It 
can be seen that there is a transmission peak at 0.71 MHz for bull’s eye structure, while such 
peak is missing for the reference sample. In Figure 5, we also plotted the power 
transmittance calculated by using COMSOL MULTIPHYSICS, a commercial finite-element 
solver. It can be seen that the predicted peak position agrees well with the experimental 
data. However, the measured transmittance is much lower than that predicted and the 
precise reason for this disagreement is yet to be uncovered.    

 
Figure 5. Measured transmittances for both the bull’s eye structure and the reference sample, together 
with calculated power transmittance for bull’s eye. Inset shows an image of the sample, fabricated by 
patterning both sides of a thin brass plate with concentric periodic grooves around a single cylindrical 
hole. The thickness of the brass plate is 1.6 mm, and the diameter of the central hole is 0.5 mm. The groove 
period is 2.0 mm, and the groove width and depth are 0.5 mm and 0.3 mm, respectively. Reprinted with 
permission from Appl. Phys. Lett. 92, 124106 (2008). Copyright 2008 American Institute of Physics.  

For ultrasonic waves in water, wavelength corresponding to 0.71 MHz is 2.1 mm, which is 
slightly larger than the groove period of bull’s eye, 2.0 mm. This close correspondence is a 
strong clue indicating that the enhanced transmittance is due to the diffraction effect. It has 
been shown that enhanced acoustic wave transmission through hole arrays in perfectly rigid 
thin plate, where there can be no surface wave, may be related (and understood via 
Babinet’s principle) to “resonant” reflection by its complementary structure, i.e., planar 
arrays of perfectly rigid disks [26, 39]. In fact, both were found to be associated with the 
divergence in the scattering structure factor, owing to the coherent addition of the Bragg 
scattering amplitudes from the periodic array of holes or disks. As a result, a quasi surface 
mode with frequency close to the onset of the first diffraction order (wavelength λ slightly 
larger than the lattice constant a) always exists. Such modes are denoted “structure-factor-
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establishing inside the hole channel. However, these resonances undergo a tuning, to some 
degree, by diffraction evanescent waves parasitical to a grating, and consequently deviate 
from the ordinary FP conditions while the plate thickness becomes comparable to the lattice 
constant, which will be further discussed later.   

 
Figure 4. (a) Normal transmission of acoustic waves through the hole array (open circles), d = 1.2, a = 
2.0, and t = 2.3 mm, immersed in water and through the effective fluid layer (solid line) immersed in 
water alike. Open circles are the measurement data, and the solid lines are the calculation based on the 
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0.5, a = 2.0, and t = 2.3 mm. Open circles are the measurement data, and the solid lines are the 
calculation based on the effective fluid model with 1.19n   and 0.05 water  . (c) Acoustic 
transmission magnitude plotted as a function of the wave frequency and the incidence angle for the 
hole array d = 1.2, a = 2.0, and t = 2.3 mm. The obliquity occurs along the [1,0] direction of the array. The 
solid line superposed are the variation curve of Wood’s anomaly (-1,0) with the incidence angle. The 
open circles superposed denote the variation of the transmission peaks, calculated from the FP 
resonance condition of the effective fluid model at oblique incidence. Reprinted with permission from J. 
Appl. Phys. 104, 014909 (2008). Copyright 2008 American Institute of Physics. 
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thin plate, where there can be no surface wave, may be related (and understood via 
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arrays of perfectly rigid disks [26, 39]. In fact, both were found to be associated with the 
divergence in the scattering structure factor, owing to the coherent addition of the Bragg 
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mode with frequency close to the onset of the first diffraction order (wavelength λ slightly 
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induced surface modes,” or SF resonances. Since diffraction is the ultimate mechanism for 
the SF resonances, we expect the same to also apply to bull’s eye structure, which can be 
viewed as having 1D periodicity along the radial direction.  

Besides the transmission enhancement, the collimation effect of the bull’s eye structure is 
very striking [4,40]. As shown in Figure 6(a), the far-field acoustic wave on the transmission 
side is also in the form of a tight beam with a lateral dimension not exceeding the groove 
periodicity. The full width at half maximum (FWHM) divergence is  ±2o. As analyzed above, it 
is the coherent scattering which leads to the emergence of a strongly collimated beam in the 
far-field region. In Figures 6(b) and 6(c) we also plotted the scanned results at a distance of 
about 15 wavelengths from the transmission side of the surface, for both the bull’s eye 
structure and the reference sample. Compared with the reference sample, the collimation effect 
for bull’s eye structure is very evident. In addition, it is found by simulation that both the 
intensity of the acoustic wave field around the central hole region, as well as the collimation 
effect, would increase with the number of concentric grooves. This is reasonable, since the 
coherent scattering effect becomes stronger if more concentric grooves are involved.  

 
Figure 6. (a) Calculated far-field pressure amplitude distribution at 0.71 MHz in the axial symmetry 
coordinates. (b) Experimentally scanned far-field (~15 wavelengths from the transmission side of the 
plate surface) pressure magnitude distributions in an area of 40×40 mm2, for the bull’s eye structure at 
0.71 MHz. (c) Same as (b), for the reference sample. Reprinted with permission from Appl. Phys. Lett. 
92, 124106 (2008). Copyright 2008 American Institute of Physics. 

4. Discussions 

4.1. Fabry-Perot resonances tuned via diffraction evanescent waves 

For the hole arrays, we measured the acoustic samples with various plate thicknesses 
ranging from 0.5 mm to 3.1 mm, as plotted in the inset of Figure 7. In theory, we employed 
the mode expansion method to calculate analytically the transmission [39]. We found that 
the observed transmission peaks are the manifestation of a type of resonance mode that has 
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FP and SF resonances as the two limits. The diffraction evanescent modes play an important 
role in interpolating between the two limits. To make explicit the role of diffraction 
evanescent waves, we retained the lowest cylindrical mode inside the holes and 5 lowest 
plane wave modes outside the holes, and obtained the resonant mode equation as 
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wavevector, and J1 is the first order Bessel function. Equation (3) is instructive, since a 
vanishing right-hand side would directly yield the FP resonance condition t =nλ/2, λ being 
the wavelength. A combination of hole and periodic diffraction evanescent wave effects 
constitute the correction to the usual FP condition in the form of a non-zero right hand side, 
implying that the FP resonance can be tuned by varying the periodicity and area fraction of 
holes. We denote such resonances the FPEV resonances. 

 
Figure 7. Solid symbols (measurement) and black solid lines (calculation) are the resonant transmission 
frequencies of normally incident acoustic wave through a square lattice of holes with r = 0.3a. Star 
symbols (measurement) and red dashed lines (calculation) denote the case of acoustic wave at 20o 
incidence angle along [0,1] direction, for which the Wood’s anomaly frequency is the horizontal dot 
line. Black dashed lines delineate the FP condition with the order n denoted. Blue line is determined by 
Equation (3), with a slope of ~0.42 (i.e. t≈0.42λ). Open symbols represent the measured transmission 
peaks of normally incident microwave on a metallic grating, 1D periodic slits, with area fraction 0.32. 
The inset shows the measured acoustic transmittances at normal incidence for various plate thicknesses, 
with a = 2.0 mm and r = 0.6 mm. The thickness (in mm) of each plate is given to the right of the 
spectrum. Reprinted with permission from Phys. Rev. B 76, 054303 (2007). Copyright 2007 by The 
American Physical Society. 

In Figure 7 we show the measured and calculated FPEV resonance frequencies plotted as a 
function of inverse plate thickness. The FP condition is indicated by the black dashed 
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induced surface modes,” or SF resonances. Since diffraction is the ultimate mechanism for 
the SF resonances, we expect the same to also apply to bull’s eye structure, which can be 
viewed as having 1D periodicity along the radial direction.  

Besides the transmission enhancement, the collimation effect of the bull’s eye structure is 
very striking [4,40]. As shown in Figure 6(a), the far-field acoustic wave on the transmission 
side is also in the form of a tight beam with a lateral dimension not exceeding the groove 
periodicity. The full width at half maximum (FWHM) divergence is  ±2o. As analyzed above, it 
is the coherent scattering which leads to the emergence of a strongly collimated beam in the 
far-field region. In Figures 6(b) and 6(c) we also plotted the scanned results at a distance of 
about 15 wavelengths from the transmission side of the surface, for both the bull’s eye 
structure and the reference sample. Compared with the reference sample, the collimation effect 
for bull’s eye structure is very evident. In addition, it is found by simulation that both the 
intensity of the acoustic wave field around the central hole region, as well as the collimation 
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In Figure 7 we show the measured and calculated FPEV resonance frequencies plotted as a 
function of inverse plate thickness. The FP condition is indicated by the black dashed 
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straight lines, for n=1, 2, 3, 4, with slopes of 0.5, 1, 1.5 and 2, respectively. The FPEV 
frequencies are shown as solid black (normal incidence), and red dashed (20o oblique 
incidence) lines. Compared with the FP resonances, it is seen that the FPEV resonances 
always occur at lower frequencies, as though the effective plate thickness is greater than t. 
The prediction of Equation (3), for the n=1 FPEV resonance, is shown as the blue line. Except 
in the region of very small a/t values, the blue line has a slope of 0.42. Thus the effect of the 
diffraction evanescent waves is to shift the resonance condition by ~16%, in the direction of 
smaller channel length. The difference between the prediction of Equation (3) and the black 
lines appears at the small t limit, where the transmission peak frequency shows a clear 
dependence on the incidence angle. This is characteristic of the surface-wave-like mode 
induced by the SF resonance. In fact, these transmission peak frequencies all occur at close 
to the Wood’s anomaly, as required by the SF resonance condition. Thus the lowest 
frequency FPEV resonance, which shows little or no dependence on the incidence angle, is 
smoothly converted to the structure-factor-induced surface mode in the thin-plate limit. The 
diffraction evanescent wave contributions are dominant at the intermediate values of a/t. To 
a lesser degree, similar behavior can be observed for the higher order FPEV’s. 

It is seen that as the ratio a/t increases, the lowest order evanescent waves (Equation (3)) can 
no longer account for the resonant frequency trajectory. Also, in the large a/t limit the curves 
also display pronounced incident angle dependence, in contrast to FP resonances which are 
nearly independent of the incidence angle. These are the signals for (1) the lateral scattering 
interaction is contributing much more to the resonant modes, hence the lowest order 
evanescent modes are no longer sufficient to account for such strong lateral interactions, and 
(2) with the increased lateral interaction, SF effect becomes more pronounced, implying 
incidence angle dependence. These spectral features also correspond to the different field 
distributions, as shown in Figure 8, where the surface field is localized on the holes for FP-
like resonances and the interference pattern is seen in the region between the holes for SF 
resonances.  

 
Figure 8. The measured distribution of pressure field at the rear surface of the hole array a =2.0, r =0.6, 
and t =1.6 mm for two resonance frequencies 0.38MHz (a/λ=0.51) and 0.69MHz (a/λ=0.93). The holes are 
delineated by dashed lines.  
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It is interesting to note that the transmission of microwave through a metallic grating of 1D 
slits has the similar FPEV resonances for the incident polarization with E-field 
perpendicular to the silts, see open symbols in Figure 7 [37]. This is because the slits have no 
cutoff to the perpendicular polarization of EM waves, in the same physics as the holes to 
acoustic waves. 

4.2. The effective fluid model for thick plates 

For a very small a/t ratio, these resonance wavelengths are much larger than the lattice 
constant, allowing us to take a view of effective media. Here we employ a simple argument 
in the same fashion as the EM case [41] with the assumption of brass plate being rigid, and 
find that the hole array structure fabricated in a rigid plate and filled with a fluid (mass 
density 0  and bulk modulus  ) may be viewed as an effective fluid with the same 
thickness, effective mass density 0  and bulk modulus  . It is known that the acoustic 
wave is characterized by the pressure field, p  , and velocity field, u . Averaging the 
pressure field in the holes, we get the effective pressure field in the effective fluid p p  . 
Requiring the acoustic energy flow across the surface to be the same for the hole array and 
the effective fluid, i.e. 2 2/ 4p d p a  u u  , we obtain the effective velocity u = u  . Also the 
total acoustic energy for both systems are required to be the same, 
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effective fluid are 0/      and 0      , where v and η are the acoustic speed 
and impedance of the filling fluid, respectively. The relations indicate the acoustic speed 
remains unchanged and the impedance is scaled by a factor of the area fraction of holes for 
the effective fluid. 

The above argument is applicable under long wavelength limit (a/→0) where diffraction 
evanescent waves are negligible. For the sample with thickness comparable to lattice 
constant, the diffraction evanescent waves tune the FP resonances and the resultant 
transmission resonances can occur for channel length ~16% thinner than required by the FP 
resonances. Superficially, this diffractive effect is substitutable by a slowing of acoustic wave 
propagation inside the holes, i.e. 0.84c   . Based on the above argument, the effective fluid 
equivalent to a 2.3 mm thick sample has the acoustic speed 0.84c   , or the acoustic 
refractive index / 1.19n c    , and the effective impedance water     . With these 
two effective parameters at hand, we calculated the transmission spectra, both magnitude 
and phase, of the effective fluid layer at normal incidence according to the formula: 
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straight lines, for n=1, 2, 3, 4, with slopes of 0.5, 1, 1.5 and 2, respectively. The FPEV 
frequencies are shown as solid black (normal incidence), and red dashed (20o oblique 
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always occur at lower frequencies, as though the effective plate thickness is greater than t. 
The prediction of Equation (3), for the n=1 FPEV resonance, is shown as the blue line. Except 
in the region of very small a/t values, the blue line has a slope of 0.42. Thus the effect of the 
diffraction evanescent waves is to shift the resonance condition by ~16%, in the direction of 
smaller channel length. The difference between the prediction of Equation (3) and the black 
lines appears at the small t limit, where the transmission peak frequency shows a clear 
dependence on the incidence angle. This is characteristic of the surface-wave-like mode 
induced by the SF resonance. In fact, these transmission peak frequencies all occur at close 
to the Wood’s anomaly, as required by the SF resonance condition. Thus the lowest 
frequency FPEV resonance, which shows little or no dependence on the incidence angle, is 
smoothly converted to the structure-factor-induced surface mode in the thin-plate limit. The 
diffraction evanescent wave contributions are dominant at the intermediate values of a/t. To 
a lesser degree, similar behavior can be observed for the higher order FPEV’s. 

It is seen that as the ratio a/t increases, the lowest order evanescent waves (Equation (3)) can 
no longer account for the resonant frequency trajectory. Also, in the large a/t limit the curves 
also display pronounced incident angle dependence, in contrast to FP resonances which are 
nearly independent of the incidence angle. These are the signals for (1) the lateral scattering 
interaction is contributing much more to the resonant modes, hence the lowest order 
evanescent modes are no longer sufficient to account for such strong lateral interactions, and 
(2) with the increased lateral interaction, SF effect becomes more pronounced, implying 
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It is interesting to note that the transmission of microwave through a metallic grating of 1D 
slits has the similar FPEV resonances for the incident polarization with E-field 
perpendicular to the silts, see open symbols in Figure 7 [37]. This is because the slits have no 
cutoff to the perpendicular polarization of EM waves, in the same physics as the holes to 
acoustic waves. 

4.2. The effective fluid model for thick plates 

For a very small a/t ratio, these resonance wavelengths are much larger than the lattice 
constant, allowing us to take a view of effective media. Here we employ a simple argument 
in the same fashion as the EM case [41] with the assumption of brass plate being rigid, and 
find that the hole array structure fabricated in a rigid plate and filled with a fluid (mass 
density 0  and bulk modulus  ) may be viewed as an effective fluid with the same 
thickness, effective mass density 0  and bulk modulus  . It is known that the acoustic 
wave is characterized by the pressure field, p  , and velocity field, u . Averaging the 
pressure field in the holes, we get the effective pressure field in the effective fluid p p  . 
Requiring the acoustic energy flow across the surface to be the same for the hole array and 
the effective fluid, i.e. 2 2/ 4p d p a  u u  , we obtain the effective velocity u = u  . Also the 
total acoustic energy for both systems are required to be the same, 
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transmission resonances can occur for channel length ~16% thinner than required by the FP 
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propagation inside the holes, i.e. 0.84c   . Based on the above argument, the effective fluid 
equivalent to a 2.3 mm thick sample has the acoustic speed 0.84c   , or the acoustic 
refractive index / 1.19n c    , and the effective impedance water     . With these 
two effective parameters at hand, we calculated the transmission spectra, both magnitude 
and phase, of the effective fluid layer at normal incidence according to the formula: 

  
   0 0

1exp
cos sin

2
water

water

T j
jk nt k nt




 


 

   
 

 (4) 



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 84 

where 0 2 /k f c  is the wavenumber of the incidence wave. The calculated results (solid 
lines) are shown in Figures 4(a) and 4(b) to compare with the experimental data (open 
circles) for two samples with identical thickness 2.3 mm, and identical lattice constant 2.0 
mm, but different hole diameters 1.2 and 0.5 mm. Good agreement between the calculations 
and the experiments is seen at the frequencies below the Wood’s anomaly (0.75 MHz), 
which verifies the applicability of the effective fluid model at normal incidence.  

In Figure 4(c), we see two flat bands appear below 0.75 MHz, and they are the first and 
second FP resonances, see Figure 4(a) where the phase values indicate the order of FP 
resonances. The open circles superimposed are the variations of the transmission peaks of 
the effective fluid layer which are obtained from the FP resonance condition at oblique 

incidence,  2sin 1 sin / 0ok nt n 
  

 
 . The agreement between the calculated variations of 

the transmission peaks and the measured results indicates the applicability of the effective 
fluid model persists to a range of incidence angle. The discrepancy at θ >15o for the second 
FP transmission peak is due to the emerging of the (-1,0) diffraction order nearby, and the 
red flat band is seen to terminate upon crossing with Wood’s anomaly (-1,0). Where the 
cross happens, there will be the strong coupling interaction between SF resonance of the 
array and FP-like resonance localized at each hole, which possibly gives rise to the 0.48 MHz 
band at θ =25o.  

The effective fluid model allows us to use the holey or slotted hard plate to realize an 
acoustic medium, and provides some freedom to design acoustic materials, because some 
material parameters, difficult to be tuned, are related simply to the structural factors of the 
hole array or the slits. In Figure 9, we illustrated conceptually an acoustic prism made of 
such slotted hard plate. A detailed discussion is seen in reference [42].  

 
Figure 9. Simulation results for a structured hard plate (upper) with tapered thickness to function as 
the acoustic prism. The pressure field is compared with a fluid with the effective parameters (lower). 
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5. Conclusion 

We investigated experimentally the acoustic transmission through subwavelength holes 
fabricated on brass plates at normal and oblique incidence within ultrasonic frequencies 
regime. The transmission phenomena for both hole array and bull’s eye structure in thin 
brass plates, analogous to the observed enhanced transmission of EM waves through 
subwavelength hole arrays in a metallic film, exhibit the transmission enhancement because 
of the SF resonance. At the peak frequency, the transmission phase is nearly , indicating 
the out-of-phase oscillations of the acoustic field at two surfaces of the plate. For the hole 
array in thick brass plates, the transmission peaks of acoustic waves are related to the FP-
like resonances inside the holes and therefore occur well below Wood’s anomaly, since a 
hole has no cutoff frequency for acoustic propagation. By varying the plate thickness or 
channel length, one makes the transition from the FP resonance (thick plate limit) to the SF 
resonance (thin plate limit). Between the two limits there can be interesting deviation from 
FP resonance conditions, owing to the interaction of the diffraction evanescent waves. In the 
case of thick plates, the structure can be viewed as a new fluid with effective mass density 
and bulk modulus scaled, under long wavelength limit, by a factor of area fraction of the 
holes. The effective medium model describes well the transmission properties of the hole 
array within a range of incidence angle. 

Our discussion assumed the approximation of hard plates and did not take acoustic surface 
waves into account. With acoustic surface waves being involved, transmissions of acoustic 
waves through structured plates have found far richer and more complicated physical 
phenomena in the past few years and will attract more attentions in the future [43-45]. 
Although this subject is an old problem, its new phenomena may appear from time to time 
and the underlying mechanism waits to be unlocked.   
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1. Introduction 

An ever-growing interest in the physical properties of the semiconductor surface results 
both from the influence of processes occurring at the surface, on the properties of 
semiconductors, and from the influence of the physical surface structure on the operation of 
semiconductor devices. Among the methods of investigations of semiconductor surfaces, 
there are no methods of investigating the dynamic properties of electrical carries in fast and 
very fast energetic surface states [1-5]. Up to now the existing methods allow only to 
investigate the surface sates with a carrier life-time τ of above 10-6s [6]. In the case of 
extrinsic semiconductors the surface states may, however, be considerably faster (the carrier 
life-time in surface traps is usually less than 10-8s). In such cases the existing methods of 
determining the parameters of fast surface states allow only to estimate these parameters, 
since the obtained results exhibit a considerable uncertainty. Therefore investigations of the 
kinetic properties of fast surface states are not popular and there are no new results 
concerning their determination.  

For some years attention has been paid to the influence of the physical state of the near-
surface region of a semiconductor on the results of investigations of the acoustoelectric 
effects in piezoelectric-semiconductor systems. Recently also attention has been paid to the 
possibility of applying Rayleigh’s acoustic surface waves in investigations of various 
parameters of solid states [7-9].  

Theoretical and experimental investigations of the application of acoustoelectric effects for 
the determination of carrier properties in the near surface region (e.g. the electrical surface 
potential, carrier concentration, electrical conductivities,…) are being run all the time. 
Problems of the influences of chemical and mechanical surface treatments realized in the 

© 2013 Urbańczyk and Pustelny, licensee InTech. This is a paper distributed under the terms of the Creative 
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.



 

Chapter 5 

 

 

 
 

© 2013 Urbańczyk and Pustelny, licensee InTech. This is an open access chapter distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits 
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 

The Application of Surface Acoustic Waves  
in Surface Semiconductor Investigations  
and Gas Sensors 

Marian Urbańczyk and Tadeusz Pustelny 

Additional information is available at the end of the chapter 

http://dx.doi.org/10.5772/53717 

1. Introduction 

An ever-growing interest in the physical properties of the semiconductor surface results 
both from the influence of processes occurring at the surface, on the properties of 
semiconductors, and from the influence of the physical surface structure on the operation of 
semiconductor devices. Among the methods of investigations of semiconductor surfaces, 
there are no methods of investigating the dynamic properties of electrical carries in fast and 
very fast energetic surface states [1-5]. Up to now the existing methods allow only to 
investigate the surface sates with a carrier life-time τ of above 10-6s [6]. In the case of 
extrinsic semiconductors the surface states may, however, be considerably faster (the carrier 
life-time in surface traps is usually less than 10-8s). In such cases the existing methods of 
determining the parameters of fast surface states allow only to estimate these parameters, 
since the obtained results exhibit a considerable uncertainty. Therefore investigations of the 
kinetic properties of fast surface states are not popular and there are no new results 
concerning their determination.  

For some years attention has been paid to the influence of the physical state of the near-
surface region of a semiconductor on the results of investigations of the acoustoelectric 
effects in piezoelectric-semiconductor systems. Recently also attention has been paid to the 
possibility of applying Rayleigh’s acoustic surface waves in investigations of various 
parameters of solid states [7-9].  

Theoretical and experimental investigations of the application of acoustoelectric effects for 
the determination of carrier properties in the near surface region (e.g. the electrical surface 
potential, carrier concentration, electrical conductivities,…) are being run all the time. 
Problems of the influences of chemical and mechanical surface treatments realized in the 

© 2013 Urbańczyk and Pustelny, licensee InTech. This is a paper distributed under the terms of the Creative 
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 92 

first step of preparations of semiconductor plates (wafers) on kinetic and electron features of 
electrical carriers have not often been taken up. The quantitative data concerning the 
effective life-time τ and the velocity of carrier trapping g are presented very seldom. Results 
of investigations have shown that acoustic methods based on the acoustoelectric effects with 
using surface acoustic waves can be applied to determine the parameters of fast and very 
fast surface states in semiconductors. An analysis of the methods shows that the accuracy of 
the obtained surface parameters are standard about some presents, which is a rather good 
accuracy in the determination of the parameters of fast surface states. By means of acoustic 
methods both element-semiconductors and compound semiconductors can be investigated 
(among others – semiconductors of the III-V group). 

There are many methods of gas detection and a comprehensive review can be found in 
literature [10-17]. Since the early MOS field transistors and Schottky diodes sensors through 
the first SAW devices made by D’Amico [18] we have now many different fiber optic 
hydrogen sensors [19,20]. For example, hydrogen gas is used as a reducing agent and as a 
carrier gas in the process of manufacturing semiconductors and it has been increasingly noted 
as a clean source of energy or a fuel gas. A leak of hydrogen in large quantities should be 
avoided because if mixed with air in a ratio of 4.65 - 93.9 vol. %, hydrogen is explosive. Thus a 
fast and precise detection of hydrogen near and especially before the explosive concentration 
and at room temperature is still a great problem. In nowadays very important problem is 
connected with detection extremely low concentration of explosives material. 

Surface acoustic wave gas sensors are especially attractive because of their remarkable 
sensitivities due to changes of the boundary conditions for propagating acoustic Rayleigh 
waves, introduced by the interaction of a thin active sensor layer with specific gas 
molecules. This unusual sensitivity results from the simple fact that most of the wave energy 
is concentrated near the crystal surface within one or two wavelengths. Consequently, the 
surface wave is in its first approximation highly sensitive to changes of the physical or 
chemical properties of the thin active sensor layer placed on the surface of the piezoelectric 
delay line. As long as the whole thickness of the sensor material is much smaller than the 
surface wave wavelength one can speak of a perturbation of the Rayleigh wave [21, 22]. 
Otherwise, we have to take into account other types of waves, such as Love waves, which 
can propagate in layered structures [23]. 

A very interesting feature of SAW sensors is the fact that the layered sensor structure on a 
piezoelectric substrate provides new possibilities of detecting gas in a SAW sensor system 
by using the acoustoelectric coupling between the surface wave and the free charges in a 
semiconductor sensor layer [24]. For selective detection gas particles must be used with 
specific chemical sensor layers placed on the piezoelectric acoustic line. Any change in the 
physical properties of this sensor layer results from changes of gas atmosphere, varies the 
conditions of acoustic wave propagation. Therefore, the propagation velocity and 
attenuation of the acoustic wave are changed, too. Mass and electrical effects, such as 
perturbations in mechanical and electrical boundary conditions, will be considered 
separately. Perturbations of the mechanical boundary conditions are important in a sensor 
with a dielectric sensor layer. Perturbations in electrical boundary conditions are important 
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in a sensor with a conducting or semiconducting sensor layer. These two effects occur 
simultaneously in the interaction time of an active film with a specific gas and are additive 
because of their small values. For instance, in thin phtalocyanine films as organic 
semiconductors both of these exist, but the electric effect is much greater (several times, 
depending on the gas concentration) [25]. 

For sensor construction and optimization conditions of working it is important to get an 
analytic model of the SAW sensor. Here we provide theoretical information concerning the 
acoustoelectric effect in the piezoelectric acoustic delay line and semiconducting sensor 
layer configuration. This will be the starting point to construct a multilayer analytical model, 
because a sensor layer with absorbed gas molecules may be treated as the sum of partial 
layers with a different electrical conductivity. Inside the sensor layer Knudsen’s model of 
gas diffusion was used [26-28]. The analysis summarizes the acoustoelectric theory, i.e. 
Ingebrigtsen’s formula [23,29], the impedance transformation law and gas concentration 
profiles, and predicts the influence of a thin semiconductor sensor layer with Knudsen’s gas 
diffusion model on the SAW wave velocity in a piezoelectric acoustic waveguide in steady-
state and non-steady-state conditions [30]. Basing on these results the sensor structure can 
be optimized. Some numerical and experimental results will be shown in the part 2 of this 
chapter. 

2. Surface acoustic wave for semiconductor surface investigations 

The fast development of micro- and nanoelectronics is connected with the development of 
various sensor and measurement techniques for semiconductor characterizations, and requires 
searching of new research methods. It seems that, the acoustic methods provide prospective 
possibilities of their applications in the technology of micro- and nanoelectronic devices. The 
surface acoustic wave methods may prove to be a useful, non-destructive tool for researches of 
the semiconductor surface in high and very high frequency ranges. Generally, these SAW 
methods are based on the interaction between the surface acoustic waves of the Rayleigh type 
and the free carriers in a semiconductor. This interaction is realised in the layered structure: 
the piezoelectric waveguide and the semiconductor [31-35] (Figure 1). 

 
 Piezoelectric-semiconductor structure for investigation of acoustoelectric interactions [35] Figure 1.
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The electrical and electronic semiconductor surface properties may be determined by means 
of such parameters as: the surface potential, the carrier trapping velocity by fast and slow 
energetic surface states, the type of impurities of atoms and molecules, their concentration 
and location in the energy bandgap in the target material, as well as by the surface mobility 
of carriers and the lifetime of majority and minority carriers, the velocity of carriers trapping 
into surface states in semiconductor, and the effective live time of electrical carriers in fast 
surface states [36-39].  

In the technology of electronic devices, silicon is a commonly applied material, but the III-V 
group semiconductors become more and more popular and important. This follows from 
the very interesting optical properties of these new materials. The coherent and non-
coherent light sources were elaborated by using the electroluminescence effect observed in 
GaAs, GaP, InAs, InSb. Nowadays, special interest is devoted to the InAs semiconductor. 
The special electrical and electronic InAs properties arise mainly from the very high 
mobility of carriers, makeing it possible to construct electronic devices in very high 
frequency ranges. Applying the galvanomagnetic effect in InAs the hallotrons and 
gaussotrons were constructed [36]. This material is also often used in various sensors 
applications [6, 40]. 

Among the methods of semiconductor surface investigations, there are no methods which 
determine the surface parameters in high frequency ranges. The existing high frequency 
field effect method is used to deremine the kinetic parameters of near-surface regions, but 
its possibility of measurements is practically restricted to some MHz [1,5,41]. 

For this reason surface investigations of silicon and composed semiconductors in the high 
frequency range have not been performed. This gap can fill the methods based on SAWs. 

2.1. Changes of SAW propagation conditions in results of acoustoelectric 
interaction 

When the surface acoustic wave (SAW) propagates in a layered structore: piezoelectric – 
semiconductor, the electric field which accompanies this wave, penetrates the near- surface 
region of the semiconductor (Figure 1). The penetration depth of the electric field inside the 
semiconductor is of the order of the semiconductor extrinsic Debye length or the acoustic 
wavelength (whichever is shorter) [33, 42]. This electric field changes the free carrier 
concentration in the near-surface region of the semiconductor and causes a drift of the 
carriers [34,43]. Interaction of a surface acoustic wave (propagating on the border: 
piezoelectric crystal - semicondictor) with electrical carriers in the semiconductor may cause 
two types of effects. The first type forms effects observed in piezoelectric – changes of the 
velocity of SAW and changes of its attenuation [44]. The second type of effects are so called 
the acoustoelectric effects, observed in semiconductors [45,46].  

Below the acoustic method of determining some parameters of fast surface states in 
semiconductors will be presented. This method is based on so-called interactions of the 
phonon-electron type [47] for determining both the effective carrier life-time τ influenced by 
the fast surface energetic states and the velocity g of the carrier trapped by the surface states.  
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As mentioned above, among the methods of investigations of semiconductor surfaces, there 
are no methods of investigating the kinetic properties of electrical carriers in fast and very 
fast surface states [1]. The existing methods allow only to investigate the surface sates with a 
carrier life-time τ of above 10-6s [5,6]. In the case of extrinsic semiconductors the surface 
states may, however, be considerably faster (the carrier life-time in surface traps is usually 
less than 10-8s). The existing electrical and spectroscopic methods of determining the 
parameters of fast surface states allow only to estimate these parameters, since the obtained 
results exhibit a considerable uncertainty. For this reason, investigations of the kinetic 
properties of fast surface states are not popular and there are not any new results concerning 
their determinations.  

Problems connected with the determination of the chemical and mechanical procedures of 
surface treatments in the first step of preparation of semiconductor plates (wafers) for 
technology on their electron kinetic properties have rarely been taken up. The elaborated 
method is based on the phenomena of surface acoustic wave SAW propagation in the 
system: piezoelectric waveguide-semiconductor. The electric field, which accompanies a 
surface wave in the piezoelectric waveguide, penetrates the semiconductor to a depth equal 
to Debye’s screening length [32,33]. Thus, the interactions of the acoustic wave and electrical 
carriers are manifested in the semiconductor in the form of acoustoelectric effects [34] and in 
the piezoelectric waveguide - by an additional SAW attenuation (the so called - electron 
attenuation) and by changing the velocity of the acoustic wave [38] Figure 2. 

 

 
 

 The idea of the piezoelectric waveguide-semiconductor system for investigations of the near-Figure 2.
surface region in semiconductors [33] 

Let us consider the surface wave which propagates on a piezoelectric waveguide in the 
system presented in Figure 2. The external electric drift field is applied to the semiconductor 
in the same direction. The coefficient of the electron attenuation of the surface wave αe in 
such a system may be presented by the formula [33]: 
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and vw is the velocity of SAW, Ed the electric drift field, µo the mobility of electrons inside 
semiconductor, LD the Debye length, k the wave number of SAW, ω the angular surface 
wave frequency, ωc the so called “frequency of Maxwell’s conductivity relaxation,” η the 
square of the electromechanical coupling coefficient, γ the drift parameter, ε1, ε2 the 
permittivity of waveguide and semiconductor, respectively, g the velocity of carriers 
trapping into surface states in semiconductor, τ – the effective live time of electrical carriers 
in fast surface states, H – constant, the value of which depends on the elastic and 
piezoelectric properties of the waveguide and investigated semiconductor. 

The process of electrical carriers trapped in the surface states in a semiconductor, under the 
influence of a surface wave which propagates in a piezoelectric crystal, was considered in 
detail in the paper [47]. Figure 3 presents changes of electron attenuation in the external 
electric field Ed in the semiconductor. 

The critical electrical drift field is a field at which the electron attenuation of the wave is 
equal to zero: 

 ( )cr dkrE   (6) 

In [47] it was shown that the equation for the critical drift field takes the following form: 
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where 0
krdE  is the critical drift field for the theoretical case, when no surface states exist in the 

semiconductor surface. From equations (7) and (8) it follows that the relative change of the 
critical drift field in real structure, caused by surface states, is given by: 
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This relation is presented in Figure 4. 
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The idea of assigning the parameters τ and g of surface states consists in the determination 
of the electron attenuation coefficient as the drift field function for different frequencies of 
the surface waves. From the characteristics αe = f(Ed) can be determined Edkr for each angular 

frequency ω; the next one determines the characteristics  dkr
o
dkr

E f
E

   and the last one 

calculates the carrier life-time τ in the surface states as (Figure 4): 
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The velocity of trapping of the carriers g in fast surface states is defined by the relation (Fig. 3): 
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If, therefore the surface wave propagates in the structure of a piezoelectric waveguide-
semiconductor, two essential parameters of surface states in a semiconductor can be 
determined by measurements of the velocity and attenuation of the SAW. 

2.1.1. Experimental set-up 

As piezoelectric waveguides the lithium niobate LiNbO3 plates (propagation plane [Y] with 
the wave propagation direction [Z]) were used. The idea of the experimental set-up is 
presented in Figure 5. The waveguide system permitted to perform the investigations at the 
frequency range: 2 – 350 MHz, by using some LiNbO3 plates with the SAW transducers, 
obtained photolithographically. The application of a monochromator in the set-up permits 
to illuminate the semiconductor surface and to realise investigations of semiconductor 
plates for various semiconductor photoconductivities.  

 
 The scheme of the system for monitoring the electron attenuation coefficient αe as a function Figure 5.

of the drift field Ed; (SG – synchronous generator, CWG – continuous wave generator, FPS – forming 
packet system, AT –attenuator, OSC – digital oscilloscope) [47] 
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The presented results concerning the plates of Si with the following parameters were 
obtained: 

- Si[111], n-type, electrical conductivity σ = 1,2[Ωm]-1, volumetric mobility of the carrier μo = 
0,13[m2/V·s], and the geometrical dimensions 10×7×0,05mm3. 

The characteristics of αe = f(Ed) for the real Si(111) surfaces after changing their electrical 
conductivity by means of optical excitations are presented in Figure 6. The measurements 
were performed for the following photoconductivities of the Si sample: σ1 = 1,2 [Ωm]-1; σ2 = 
1,6 [Ωm]-1; σ3 = 1,9[Ωm]-1. 

 
 The experimental characteristics αe = f(Ed) for the real surfaces of Si(111) concerning various Figure 6.

photoconductivities: (1) σ1 = 1,2 [Ωm]-1; (2) σ2 = 1,6 [Ωm]-1; (3) σ3 = 1,9 [Ωm]-1 [47] 

2.1.2. Results of investigations of fast surface state parameters in the Si single-crystal 
samples  

By means of the method presented above the parameters τ and g for the Si single-crystal 
samples were determined whose surfaces were treated in various way. 

Figure 7 presents the characteristics  dkr
o
dkr

E f
E

   of the Si samples, but after their 

heating in vacuum at elevated temperature (~600K) as well as after heating at elevated 
temperature (~600K) but in atmosphere with saturated vapour. On the base of these 
investigations one can see that the parameters τ and g in Si are essentially different.  

The results of these investigations are presented in Table 1. 

The approximate values of the fast surface states concentrations Nt are quoted in Table 1. 
The procedure of Nt determination is based on the well known relation [1]: 

 g n T tS V N    (12) 

where: VT is the thermal velocity of electrons in semiconductors and Sn is the effective cross-
section for electron trapping. 
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The velocity of trapping of the carriers g in fast surface states is defined by the relation (Fig. 3): 
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If, therefore the surface wave propagates in the structure of a piezoelectric waveguide-
semiconductor, two essential parameters of surface states in a semiconductor can be 
determined by measurements of the velocity and attenuation of the SAW. 

2.1.1. Experimental set-up 

As piezoelectric waveguides the lithium niobate LiNbO3 plates (propagation plane [Y] with 
the wave propagation direction [Z]) were used. The idea of the experimental set-up is 
presented in Figure 5. The waveguide system permitted to perform the investigations at the 
frequency range: 2 – 350 MHz, by using some LiNbO3 plates with the SAW transducers, 
obtained photolithographically. The application of a monochromator in the set-up permits 
to illuminate the semiconductor surface and to realise investigations of semiconductor 
plates for various semiconductor photoconductivities.  

 
 The scheme of the system for monitoring the electron attenuation coefficient αe as a function Figure 5.

of the drift field Ed; (SG – synchronous generator, CWG – continuous wave generator, FPS – forming 
packet system, AT –attenuator, OSC – digital oscilloscope) [47] 
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The presented results concerning the plates of Si with the following parameters were 
obtained: 

- Si[111], n-type, electrical conductivity σ = 1,2[Ωm]-1, volumetric mobility of the carrier μo = 
0,13[m2/V·s], and the geometrical dimensions 10×7×0,05mm3. 

The characteristics of αe = f(Ed) for the real Si(111) surfaces after changing their electrical 
conductivity by means of optical excitations are presented in Figure 6. The measurements 
were performed for the following photoconductivities of the Si sample: σ1 = 1,2 [Ωm]-1; σ2 = 
1,6 [Ωm]-1; σ3 = 1,9[Ωm]-1. 

 
 The experimental characteristics αe = f(Ed) for the real surfaces of Si(111) concerning various Figure 6.

photoconductivities: (1) σ1 = 1,2 [Ωm]-1; (2) σ2 = 1,6 [Ωm]-1; (3) σ3 = 1,9 [Ωm]-1 [47] 

2.1.2. Results of investigations of fast surface state parameters in the Si single-crystal 
samples  

By means of the method presented above the parameters τ and g for the Si single-crystal 
samples were determined whose surfaces were treated in various way. 

Figure 7 presents the characteristics  dkr
o
dkr

E f
E

   of the Si samples, but after their 

heating in vacuum at elevated temperature (~600K) as well as after heating at elevated 
temperature (~600K) but in atmosphere with saturated vapour. On the base of these 
investigations one can see that the parameters τ and g in Si are essentially different.  

The results of these investigations are presented in Table 1. 

The approximate values of the fast surface states concentrations Nt are quoted in Table 1. 
The procedure of Nt determination is based on the well known relation [1]: 

 g n T tS V N    (12) 

where: VT is the thermal velocity of electrons in semiconductors and Sn is the effective cross-
section for electron trapping. 
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 Relative changes of the critical field  dkr

o
dkr

E f
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   in Si(111): (1) in vacuum; (2) after Figure 7.

heating in vacuum at ~600K; and (3) heating in steam at ~600K [47] 

In the case of the Si single-crystals at room temperature the parameter Sn is approximately 
equal to ~3·10-16cm2 [1,6]. Therefore the surface concentration Nt of the fast surface states can 
be estimated in tested semiconductors. The concentrations Nt are of the order 1013cm-2 and 
depend considerably on the type of surface treatments.  
 

Parameters of Si(111) in vacuum after heating
in vacuum 

after heating 
in water vapour 

τ, s 8,0·10-9 1,6·10-8 1,8·10-9 
g, m/s 1000 450 3400 

Nt, cm-2 ~3·1013 ~1·1013 ~8·1013 

Table 1. Parameters of the fast surface states in Si(111) [33] 

2.1.3. Conclusion 

The results presented above concerning the interaction between the surface acoustic wave in 
piezoelectric crystal and the electrical carriers in semiconductor have shown that the 
acoustic method can be applied to determine the parameters τ and g in investigations of the 
fast surface states in semiconductors.  

The analysis of the method shows that the accuracy of the obtained results is better 5%, 
which is a rather good accuracy in the determination of the parameters of fast surface states. 
It can be pointed out that this method permits dynamic measurements of the surface state 
parameters over the frequency range up to several hundreds MHz (or even to some GHz), 
also for different, programmable changed photoconductivity of the tested semiconductors. 

2.2. Acoustlectric effects in applications for semiconductor surface investigations 

In a semiconductor, as a result of interaction between the electric carrier and the surface 
acoustic waves (SAW) the followning phenomena may be observed (Figure 1):  
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a. an electric current in the direction of surface wave propagation (i.e. longitudinal 
acoustoelectric effect LAE) [34], 

b. a difference of electric potential between the semiconductor surface and its bulk (i.e. 
transverse acoustoelectric voltage TAV) [43]. 

In [26] the theoretical analysis of both acoustoelectric effects (LAE and TAV) was presented. 
These results formed the theoretical basis for new acoustic methods of determining the 
surface potential in semiconductors [46].  

The experimental results of the surface potential as well as the lifetime of minority carrier 
investigations in some GaAs and GaP crystals performed by means of longitudinal and 
transverse acoustoelectric methods have been presented in [44,45]. 

The transverse acoustoelectric effect seems to be particularly important in semiconductor 
investigations. From its theoretical analysis [34, 44] it results that in the semiconductors in 
which one type of conductivity is predominant (n- or p-type), the sign of the acoustoelectric 
voltage depends on the type of electrical conductivity in the near-surface region. If the 
surface conductivity is negative (n-type), the transverse acoustoelectric voltage (TAV) has a 
positive value and if the surface conductivity is of the p-type, the value of TAV is negative. 
The results of investigations of the conductivity type in GaP and InP crystals have been 
presented in [46]. The measurement of the sign of TAV voltage is a fast and very easy 
method of determining the surface conductivity type. 

The transverse acoustoelectric method of semiconductor surface investigations (based on the 
transverse acoustoelectric effect) is nondestructive. It does not require ohmic contacts on the 
investigated samples but, first of all, the method provides values of the surface parameters 
obtained at high frequencies.  

Some samples of semiconductors of the III-V group were investigated by means of the TAV 
method. In [35] the investigations of semi-insulating GaAs at a low temperature and with a 
different surface wave power were reported.  

Using the TAV methods we studied different semiconductor crystals, such as: GaAs [32], 
GaP [48], InP [45] crystals. To our knowledge, there are no papers dealing with these 
methods of surface investigations.  

Further on, in this chapter the experimental results of the surface investigations of InAs 
(111) crystals after various surface treatments are quoted, as well as the results of the 
theoretical analysis of TAV concerning the surface electrical conductivity and surface 
potential. 

2.2.1. Experimental  

The set-up for investigations of the surface semiconductor by means of the transverse 
acoustoelectric method is shown in Figures 8 and 9. The layered structure consists of the 
tested semiconductor is presented in Figures 8a and 8b [42,48]. 
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Further on, in this chapter the experimental results of the surface investigations of InAs 
(111) crystals after various surface treatments are quoted, as well as the results of the 
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potential. 

2.2.1. Experimental  

The set-up for investigations of the surface semiconductor by means of the transverse 
acoustoelectric method is shown in Figures 8 and 9. The layered structure consists of the 
tested semiconductor is presented in Figures 8a and 8b [42,48]. 
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The short (some μ-seconds) impulses of 134 MHz are applied to the input interdigital 
transducer to generate surface acoustic waves (SAWs) on the Y-cut, Z- propagating in 
LiNbO3 delay line. The semiconductor is placed on the surface of the delay line in an 
isolating distance bars in order to assure a non-acoustic contact between the semiconductor 
and the piezoelectric waveguide. The transverse acoustoelectric signal (TAV) across the 
semiconductor is detected by placing one Al plate on the back surface of the semiconductor 
(TAV electrode 2), and another one under the semiconductor sample placed on the acoustic 
wave guide (TAV electrode 1). The thickneses of the TAV electrode 1 and the isolating 
distance bars amounts to about 400 nm. 

In order to provide the best contact between the investigated semiconductor surface and the 
TAV electrode 1, this electrode consists of narrow strips (Figure 8b). The width of a single 
metallic strip is ~ 2 ּ◌10-2 mm and the distances between them are about 0.5 mm.  

 
 a,b. Schematic presentation of the layered structure: piezoelectric wave guide and Figure 8.

investigated semiconductor [42] 

The distance between the strips is much larger than the acoustic waveength (λ≈2.5 ּ◌10-2 

mm), and for this reason the TAV electrode 1 is not essential for the SAW propagation and 
does not disturb it. The TAV electrode 1 in the form of a grating provides a good electric 
field distribution between both TAV electrodes. It relates to acoustoelectric voltage as well 
as to external voltage Ud.  

In order to change the value of the surface potential in the investigated semiconductor, we 
applied to the semiconducter a d.c. voltage or the pulse voltage across the TAV electrodes. 
The set-up is shown in Figure 9. 

For registration of the acoustoelectric voltage, in our set-up we used the digital scope 
(IWATSU DS-86359 ) and the computer scope converter( PFS-20). 
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 The experimental set-up for investigations of the semiconductor surface by means of theTAV Figure 9.

method [42] 

Using the higher harmonics of the acoustic transducer it is possible to investigate 
semiconductors above one GHz. 

The interdigital transducers and the aluminium TAV electrode 1 are produced by standard 
evaporation and photolithography techniques.  

The transverse acoustoelectric voltage method was used to investigate the InAs (111) crystal 
samples with the following bulk parameters:  

- n-type electrical conductivity; 

- carrier mobilities: μn = 33 000 cm2V-1s-1; μp = 460 cm2V-1s-1permittivity: ε= 11.5; 
- band gap : Eg = 0.44 eV, 
- electron concentration: Nd = 1.6 ּ◌1015 cm-3, 

- resistivity: ρ= 2.5 ּ◌105 Ωcm. 

2.2.2. Results and discussion 

In [49] we presented the results of our theoretical analysis of the acoustoelectric effects 
(longitudinal acoustoelectric current and transverse acoustoelectric voltage) in a layered 
piezoelectric - semiconductor structure. We have shown the theoretical relations between 
the acoustoelectric voltage and the semiconductor surface parameters such as the surface 
electrical conductivity and the surface potential. Figure 10 presents the transverse 
acoustoelectric voltage (TAV) as a function of surface electrical conductivity in the 
investigated InAs sample. 

This function was calculated by means of our theoretical results presented in [49]. At some 
values of the p-type surface conductivity the minimum transverse acoustoelectric voltage is 
observed (about σ≈10-4 1/Ωcm). In the case of the p-type surface electrical conductivity the 
TAV amplitudes have negative values. Then, starting from σ≈10-2 1/Ωcm, the amplitude  
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acoustoelectric voltage (TAV) as a function of surface electrical conductivity in the 
investigated InAs sample. 

This function was calculated by means of our theoretical results presented in [49]. At some 
values of the p-type surface conductivity the minimum transverse acoustoelectric voltage is 
observed (about σ≈10-4 1/Ωcm). In the case of the p-type surface electrical conductivity the 
TAV amplitudes have negative values. Then, starting from σ≈10-2 1/Ωcm, the amplitude  
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 Transverse acoustoelectric voltage as a function of the electrical surface conductivity in InAs [49] Figure 10.

TAV is equal to zero up to σ≈10-8 1/Ωcm n-type surface conductivity. Next, the TAV starts to 
grow, it has positive values of TAV amplitude and reaches the maximum at σ≈10-5 1/Ωcm. 
For higher values of conductivity the TAV grows small and for σ≈10-2 1/Ωcm it is practically 
equal to zero. The qualitative explanation of the dependence of this kind is simple. For very 
high carrier concentrations, near the intrinsic region, the interactions between the electric 
field (accompanied the acoustic wave in piezoelectric waveguide) and carriers in the near-
surface region are very weak. The TAV, as the results of these interactions are also very 
small. In the opposite case, if the carrier concentration in the semiconductor is high, the 
electric field of the wave is practically complet screened by these carriers. Then, the TAV 
amplitude is also small. One can see in Figure 10. that the transverse acoustoelectric voltage 
spectroscopy is a very sensitive method for high resistivity semiconductors. It is an ideal 
technique to study the InAs samples, because their electrical properties (high resistivity and 
high carrier mobility) are just in the high sensitivity TAV range.  

As it was mentioned before, the electronic properties of the near-surface region may be 
changed by external electrical voltage perpendicular to the surface. It is a very simple 
method of influencing the surface semiconductor properties. In Figure 11 the experimental 
dependence of the amplitude of the transverse acoustoelectric voltage UAE upon the external 
voltage Ud for InAs sample is presented. 

Figure 12 shows the theoretical function of the amplitude of TAV versus the surface 
potential US for InAs singlecrystals.  

US denotes the value of the surface potential in kT units: US = eS/kT and S denotes the 
surface potential in the semiconductor [6] (in Volt unites). 

The function presented in Figure 12 was calculated basing on the theoretical relations 
quoted in [49]. In order to determine this relation, we had to know the following bulk 
parameters presented above: the mobility concentration of the carriers, the permittivity and 
the electrical conductivity for the investigated InAs crystals. 
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[    ]  
 The experimental dependence of UAE on the external voltage Ud for InAs surface Figure 11.

[     ]

[       ]  
 The theoretical dependence of UAE on the surface potential US for InAs (US=eS/kT) [49] Figure 12.

By using both functions: the experimental relation UAE = f(Ud) and the theoretical relation 
UAE = f(US), one may propose the method of determining the surface potential value in 
semiconductors (for zero external bias voltage). This method of determining the surface 
potential was discussed in detail in [45]. 

The theoretical dependence of the TAV amplitude upon the surface potential US is 
calculated with an accuracy up to an arbitrary constant multiplier K [45]. (The constant K 
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may be interpreted as a so called aperture constant). For K we may substitute the value for 
which the maximum in the theoretical relation UAE = f(US) and the maximum in the 
experimental relation have the same values. For the experimental characteristic UAE = f(Ud), 
the value UAE = 1 corresponds to the case for which the external voltage Ud is equal to zero. 
For the theoretical relation UAE = f(US), the value UAE = 1 corresponds to the surface potential 
of the investigated semiconductor sample. 

For the investigated InAs sample, the value of the surface potential S obtained by applying 
this method was equal to S = - 0.11  0.02 V [49]. 

The transverse component of the electric field of the acoustic wave in the piezoelectric 
waveguide acting on electrical carriers in semiconductors changes its concentration in the 
near-surface region. The new steady state of the concentration is reached after the time 
period which depends on the carrier lifetime. The properties of the electrical surface 
semiconductor differ from the bulk ones. Therefore, the values of lifetime in the bulk and in 
the surface may be quite different, too.  

The lifetime of the minority carriers may be determined from the shape of the transverse 
acoustoelectric signal. It was shown in [49] that the transverse acoustoelectric signal uAE(t) 
is described by the following mathematical formula:  

 / /( ) a et t
AE AE

a e

tu t U e e 
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where: 
UAE - transverse acoustoelectric amplitude, 
a  - time constant of the experimental set-up, 
e  - effective life time of the minority carriers. 

For the case, when the time constant of the experimental set up a is much longer than the 
life time of minority carriers (a>>e), the value of the time constant of the acoustoelectric 
signal is practically equal to the life time of minority carriers e. 

(The condition a >>e is usually easy to be satisfied). The life time e was determined making 
use of this method. For the InAs sample under investigation the life time of the minority 
carriers is equal to e = 2.0 ּ◌10-4 s (before the surface treatment). 

The experimental measurements of the TAV amplitude versus the surface acoustic wave 
power allow to estimate the intensiy of the influence of the surface processes on the total 
conductivity of the investigated samples. If the interactions between the electric carriers and 
surface traps are not intensive, the amplitude UAE versus the acoustic power of the surface 
acoustic wave is a linear function. If the interactions of the electric carriers with the surface 
tarps are intensive, relation UAE = f( Pak) is non-linear [42]. 

The very important advantage of the method based on the transverse acoustolectric effect is 
the possibility of checking the semionductor surface in the course of the alteration of the 
surface properties. We think that this fact will allow to control the changes of the surface 
parameters after various surface treatments due to the technological process. 
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In [44,45] we presented the results of the determination of the surface potential, the life time 
of the minority carriers, and the type of electrical conductivity obtained for Si, GaP and 
GaAs single-crystal samples, which vary in their bulk and surface properties. 

The main purpose of these investigations was to explore the influence of the surface 
treatments for the values of the surface parameters. The samples were measured after 
mechanical and chemical surface treatments which are applied during the technology of 
electronic devices. We also tested the surface parameters after mechanical grinding with 
alumna powders of various granulations and after polishing with diamond paste. We also 
tested the surface parameters after the cleaning of the sample in acetone, benzene, methanol 
and after chemical etching in HF acid or in 3HNO3 + 10H2O2. After the surface treatments, 
the samples were rinsed in methanol and deionized water. We applied various 
combinations of simultaneous mechanical and chemical treatments. 

Figure 13 presents the changes of life time of the minority carriers in the InAs sample after: 
a) grinding with alumna powder (grains No100) , b) diamond paste polishing, c) HF acid 
etching [49]. 

t [h]





e

 
 The life time of minority carriers in InAs after different surface treatment: a) alumna powder Figure 13.

grinding, b) diamond paste polishing, c) HF acid etching [49] 

In these studies we observed that the life time of the carriers changed very essentially after 
alumna powder grinding. 

The changes of e stopped after some hours, but with different steady state values than 
before the surface treatments.  

The steady state value of the minority carriers life time after grinding with alumna powder 
is equal to e = 2.5 ּ◌10-4 s. In Figure 13, the time 0 denotes the steady state of life time of the 
minority carriers before the surface treatments, equal to o = 2.0 ּ◌10-4 s. 

The very long time of the transient state of the life time shows that in the surface processes 
not only fast surface states take part but also slowl surface states in the oxide layer. 
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where: 
UAE - transverse acoustoelectric amplitude, 
a  - time constant of the experimental set-up, 
e  - effective life time of the minority carriers. 

For the case, when the time constant of the experimental set up a is much longer than the 
life time of minority carriers (a>>e), the value of the time constant of the acoustoelectric 
signal is practically equal to the life time of minority carriers e. 

(The condition a >>e is usually easy to be satisfied). The life time e was determined making 
use of this method. For the InAs sample under investigation the life time of the minority 
carriers is equal to e = 2.0 ּ◌10-4 s (before the surface treatment). 

The experimental measurements of the TAV amplitude versus the surface acoustic wave 
power allow to estimate the intensiy of the influence of the surface processes on the total 
conductivity of the investigated samples. If the interactions between the electric carriers and 
surface traps are not intensive, the amplitude UAE versus the acoustic power of the surface 
acoustic wave is a linear function. If the interactions of the electric carriers with the surface 
tarps are intensive, relation UAE = f( Pak) is non-linear [42]. 

The very important advantage of the method based on the transverse acoustolectric effect is 
the possibility of checking the semionductor surface in the course of the alteration of the 
surface properties. We think that this fact will allow to control the changes of the surface 
parameters after various surface treatments due to the technological process. 
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In [44,45] we presented the results of the determination of the surface potential, the life time 
of the minority carriers, and the type of electrical conductivity obtained for Si, GaP and 
GaAs single-crystal samples, which vary in their bulk and surface properties. 

The main purpose of these investigations was to explore the influence of the surface 
treatments for the values of the surface parameters. The samples were measured after 
mechanical and chemical surface treatments which are applied during the technology of 
electronic devices. We also tested the surface parameters after mechanical grinding with 
alumna powders of various granulations and after polishing with diamond paste. We also 
tested the surface parameters after the cleaning of the sample in acetone, benzene, methanol 
and after chemical etching in HF acid or in 3HNO3 + 10H2O2. After the surface treatments, 
the samples were rinsed in methanol and deionized water. We applied various 
combinations of simultaneous mechanical and chemical treatments. 

Figure 13 presents the changes of life time of the minority carriers in the InAs sample after: 
a) grinding with alumna powder (grains No100) , b) diamond paste polishing, c) HF acid 
etching [49]. 
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2.2.3. Conclusion  

It follows from the presented results that the transverse acoustoelectric method (TAV) is 
useful tool for studying the electrical and electron surface properties of semiconductors. On 
the example of IaAs (111) it was shown, that the TAV method allows to determine 
experimentally the surface potential and the effective live time of minority carriers, as well 
as the type of the surface conductivity in the near-surface segion. Indium arsenide is a 
relatively new semiconductor material. This material is used, among others, in the 
technology of luminescence and electroluminescense devices, as well as target material for 
laser diodes, hallotrons and gaussotrons.  

Basing on the theory of acoustoelectric effects, one can present also the results of the 
theoretical analysis ofr TAV versus the surface potential. These theoretical results and the 
experimental relation UAE versus the external voltage Ud allowed to determine the value of 
the surface potential in the investigated InAs sample by zero bias voltage.  

In the case of the IaAs (111) sample the surface potential determined by means of our 
acoustic method was equal to US = - 0.110.01 V. 

We presented the theoretical results of the acoustoelectric voltage versus the electrical 
conductivity in the near-surface region. It follows from this result that TAV is a very strong 
function of the carriers concentration and only in the case of restricted concentration 
partitions the TAV amplitude differs from zero value. In the investigated InAs (111) sample 
these concentrations are in the range: 1.3 ּ◌1015  7.0 ּ◌1016 cm-3. 

We proved that the values of e depends on technology the type of technology of the surface 
preparation. The largest changes of e in the InAs sample were observed in the case of 
mechanic alumna grinding (No 100) and for HNO3 acid etching. The changes of e after 
these surface treatments were of some tens percents. After cleaning and boiling in different 
alcoholes, benzene and acetone the changes of life times were less, only about some 
percents. The smallest changes of e were observed after benzene cleaning (2-3 ). After 
diamond paste polishing the changes of e amounted to about ten percents. 

The Transverse Acoustoelectric Voltage Method is non destructive. Moreover, this method 
does not require ohmic contacts with the tested semiconductor samples. This method 
provides the possibility of determining the values of the parameters in high and very high 
frequency ranges.  

The results presented above were obtained for surface acoustic wave frequency of 134 MHz. 
The surface semiconductors may be investigated by means of the SAW techniques up to 
some GHz. Results of the semiconductors surface investigations of III-V group in a very 
high frequency range have been presented in [48,49]. 

From the presented measurements it follows, that acoustic methods may be very useful 
complement for existing electrical, photospectroscopy and photoemission methods of 
semiconductor surface investigations. 
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3. SAW application in gas sensors 

The SAW sensor set-up is based on frequency changes in a surface acoustic wave dual delay 
line system, which is nowadays well known – Figure 14. 

 
 The SAW dual delay line system based on frequency changes. The abbreviations: ΦA ,Φtr - Figure 14.
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On a piezoelectric substrate (usually LiNbO3) two identical acoustic paths were formed 
using interdigital transducers [50]. Next an active multilayer sensor structure is formed in 
the measuring line by vacuum deposition processes. The second path serves as a reference 
and can compensate small variations of ambient temperature and pressure. Both delay lines 
are placed in the feedback loop of oscillator circuits and the response to the particular gas of 
the active multilayer is detected as a change in the differential frequency Δf, i.e. the 
difference between the two oscillator frequencies f and f0.  

Principally, any change in the physical properties of a thin active multilayer, due to its 
interaction with gas molecules on a piezoelectric surface can affect SAW propagation. 
However, from the practical point of view only the two following effects have a potential 
meaning. Namely, a change in the mass density of the multilayer, and a change in its 
electrical conductivity cause significant changes in the velocity and attenuation of the SAW 
and consequently changes in the frequency f and Δf . 

At first, according to D'Amico [51], we used a palladium (Pd) layer as a sensitive material in 
experimental results. A palladium film absorbs easily hydrogen molecules and is a well 
known material for the detection of hydrogen. Hydrogen absorption and desorption cause 
changes in the density, elastic properties and conductivity of the Pd film. The process is 
completely reversible. The obtained result was unfortunately very weak – Figure 15. The 
changes of the frequency Δf do not exceed 50 Hz for 0.5 % and 1 % for hydrogen in nitrogen 
at 30 oC and this is almost the detection limit of the equipment. At higher temperatures there 
were no better results. When a 720 nm CuPc layer was used the sensor response amounted 
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to about 600 Hz, but only at higher temperatures than70 oC. The result is shown in Figure 
16. It is also a well- known fact, that phthalocyanine films must be thermally activated to 
detect gas. The investigated CuPc layer with a thickness of about 720 nm was obtained by 
means of the vacuum sublimation method, using a special aluminium mask. 

 
 Changes of the differential frequency versus time at two concentrations of hydrogen for 20 Figure 15.

nm of palladium at 30 0C [51] 

The source temperature was about 600 oC and the thickness was measured by the 
interference method. Before the specific process of sublimation, CuPc powder (Aldrich) was 
initially out-gassed at 200 oC for 15 to 20 min in vacuum (10-4 Torr). The CuPc vapour source 
was a crucible placed in a properly formed tungsten spiral. A copper-constantan 
thermocouple was used to control the temperature. In the case of multilayer structure the 
obtained results are very promising. We can observe recurrent changes of the differential 
frequency of the measurements system in the function of the medium hydrogen 
concentration in nitrogen at 30 oC and 50 oC of interaction – Figure 16. 

 
 Changes of the differential frequency Δf versus time concerning a multilayered sensor Figure 16.

structure at 30 0C with different concentrations of hydrogen in nitrogen [24] 
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Such a good work of the sensor may be explained as follows. As already mentioned above, it 
is well known, that the palladium film easily absorbs hydrogen molecules. However, when 
we use only a metal (palladium) layer on a piezoelectric substrate (which was LiNbO3 Y-Z), 
the metal layer shortens the electric field associated with the surface wave. Consequently, 
the sensor can detect only the mass loading. When only a CuPc layer is used, the sensitivity 
of this compound is too weak to detect hydrogen molecules, besides, the conductivity of the 
layer at room temperature is too high and this sensor must be temperature-activated. 
Nowadays it is well established, that in the case of phthalocyanine compounds in a SAW 
system the electric effect is much greater than the mass loading. So that, to take full 
advantage of the high sensitivity offered by the SAW sensor, the thin film conductivity must 
be in some particular range [25,52,53]. The multilayer structure (CuPc 720 nm + 20 nm Pd) 
on a LiNbO3 Y-Z substrate has probably its resultant electrical conductivity well fitted to the 
high sensitivity range of the SAW device and can detect hydrogen molecules even at room 
temperature.  

We have also used hydrogen phtalocyanine covered with a thin palladium film. Interaction 
results with hydrogen gas are shown in Figure 17. 

 
 Changes of the differential frequency Δf versus time in a multilayered sensor structure at 23 Figure 17.

0C and at different concentrations of hydrogen in nitrogen [52,53] 

3.1. Acoustoelectric effect in the piezoelectric – semiconductor layer 

In the case of small disturbances, both mass and the electric load mentioned above may be 
considered separately, assuming that the total effect of a relative change of the wave vector 
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Δk/k0 and the velocity of propagation Δv/v0, is the sum of both these component 
disturbances [22].  
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Making use of the theory of disturbances [54], the contribution of each of these effects can be 
determinates theoretically. From the physical point of view it seems to be essential that the 
influence of each effect (mass and electrical) should be considered separately from its 
reaction to the interaction of the layer with gas. In the case of an electric effect we may 
assume that the mass of the layer is m=0. The electric “load” results from the effect of the 
interaction of the electric potential associated with the surface wave with mobile charge 
carriers in the layer.  

3.2. Electrical surface perturbations 

In these problems the mechanical boundary conditions are unperturbed. If the electrical 
boundary conditions are perturbed only at the upper surface y=0, the perturbation formula 
is [23,54]: 
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where the index σ refers to the change of the wave number due to disturbances, electrical 
surface perturbations.  

In these problems the mechanical boundary conditions (T=0) are unperturbed. Unperturbed 
electrical boundary conditions are usually neither a short-circuit [σ(0) = 0] nor an open-
circuit [Dy(0)=0]. The best agreement between the perturbation theory and exact numerical 
calculations is obtained by using the so-called weak coupling approximation, in which the 
stress field T is assumed to be unchanged by the perturbation. 

We can define an impedance per unit area [30,55]: 
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It will be assumed, that unperturbed problem provides free electrical boundary conditions 
at the substrate surface, that is, the region above the substrate (y<0 in Figure 18) is a vacuum 
and extends to y→ ∞. The space-charge potential satisfies the general form of Laplace. For 
this region Laplace’s equation is reduced to [30]: 

 2 0    (17) 

The unperturbed potential function is therefore: 
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 Electrical surface perturbations [30] Figure 18.
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and the normal component of electrical displacement is: 
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Consequently, the unperturbed surface impedance is: 
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The perturbed boundary conditions will be specified in terms of the normalized surface 
impedance: 
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The potential of the perturbed fields ϕ’(0) and the electrical displacement Dy(0) are now 
related to the unperturbed fields: 
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and the approximation k0’ = k0 has been made. The electrical displacements Dy(0) and Dy’(0) 
are expressed in terms of potential. At the end the electrical potential and induction may be 
expressed as: 
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Δk/k0 and the velocity of propagation Δv/v0, is the sum of both these component 
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At the end we obtain: 
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for the unperturbed boundary conditions (electrically free), and perturbation of the velocity 
due to an electrical short-circuit on the boundary (sc): 
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This is the Ingebrigtsen formula for electrical surface perturbations of SAW Rayleigh waves. 
It is also applicable to other types of piezoelectric surface waves when the appropriate 

normalized surface wave potential is used in
0 sc
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free electrical boundary conditions, then Δk→0 in (2.13) when: 
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The influence of the effect between the electric potential associated with the acoustic wave 
and the carriers of the electric charge in this layer leads to a decrease of the velocity. This 
effect depends on the electromechanical coupling factor K2. The Ingebrigtsen formula for 
electrical surface perturbations of SAW Rayleigh waves is reduced to the form [23,30]:  
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3.3. Infinitesimally thin semiconducting sensor layer 

We consider first the RF interaction with an infinitesimally thin semiconductor, regarded to 
be thinner than the Debye length. For the width w in the x direction, the one-dimensional 
equation of motion is: 

 1
01z z

d
I E D

dz
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where Iz is the total RF current in the direction z, ρ1 and ρ01 are, respectively, the RF and dc 
charge density per unit length. The quantities µ and D are, respectively, the carrier mobility 
and diffusion parameters. By combining the one-dimensional equation of continuity: 

 1 0zdI
i

dz
   (30) 

with (2.17) and assuming that all RF quantities vary as exp[i(ωt - kz)], it follows that the RF 
charge field is related by: 
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Although thin, the semiconductor layer has a finite thickness h, width w and the volume dc 
charge density is: 
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where 1
s w

   

3.4. Surface impedance of single semiconducting sensor layer 

Figure 19 presents the schematic diagram of the layered SAW gas sensor. 
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At the end we obtain: 
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for the unperturbed boundary conditions (electrically free), and perturbation of the velocity 
due to an electrical short-circuit on the boundary (sc): 
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This is the Ingebrigtsen formula for electrical surface perturbations of SAW Rayleigh waves. 
It is also applicable to other types of piezoelectric surface waves when the appropriate 
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where 1
s w

   

3.4. Surface impedance of single semiconducting sensor layer 

Figure 19 presents the schematic diagram of the layered SAW gas sensor. 
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When y < 0 in Figure 19, we assume isotropic conditions. The space-charge field boundary 
conditions for single semiconductor layer in the plane y=0 are respectively: ϕ(0-) = ϕ(0+) and 
Dy(0-) – Dy (0+) = ρs, where Dy(0-) = ε0 Ey(0-). Since we assume that the field solution has an 

electrostatic form E 

  , we imply that  0 ,zE ik y z  . 

By applying Gauss’ law and potential continuity in the plane y=0, the impedance zE’(0) can 
be expressed in the following form: 
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 Schematic diagram of the layered SAW gas sensor [30] Figure 19.
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where σs = σ h is the surface conductivity of the layer. 

In the case of the diffusion effects are small (D~0), the surface conductivity is independent of 
the frequency of the wave propagation and surface impedance zE’(0)is only function of the 
surface conductivity σs 
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3.5. Dependence of the SAW velocity vs. surface layer conductivity 

Imaginary and real parts in the equations indicate changes in the attenuation and velocity of 
an acoustic wave [22]:  
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When the diffusion effect vanishes (D=0), the perturbation of velocity will be independent of 
the frequency of the propagated wave. 

The reduction of the velocity of propagation is mainly caused by two phenomena [22,30]:  

a. The mass load on the crystal surface, resulting this time from the phenomenon of 
adsorption of gas particles on the layer surface, the surface density may be disturbed 
due to the additional mass of absorbed gas particles and the elastic modulus of the 
isotropic layer and  

b. The electric “load” resulting from the interaction of the electric potential associated with 
the surface wave with mobile charge carriers in the layer. This results of changes in the 
electric conductivity of the layer due to the interaction of this chemically active layer 
with gas.  

The electric effect has one very interesting feature, namely it causes significant changes in 
the propagation velocity of the SAW only in some particular range, which depends only on 
the properties of the piezoelectric substrate (which was LiNbO3, Y-Z); the metal layer 
shortens the electric field associated with the surface wave [22,30]. According to this theory 
we can prove that surface conductivity influences the detection features of SAW gas sensors. 
The initial value of the conductivity determines the point of sensor work. The value of 
acoustoelectric interaction in the sensor configurations fulfill an important role in the 
sensitivity of the sensor. Figure 20 presents the characteristics of the relative change of a 
surface acoustic wave and its attenuation in the function of conductivity. In the case of 
LiNbO3 the cuts Y-Z as piezoelectric substrate the high sensitivity range of the sensor in the 
region: 

 
 Velocity and attenuation of the SAW wave propagation versus the electrical conductivity of Figure 20.

the sensor layer [22] 
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3.6. Analytical model of the SAW gas sensor 

The concentration profile of the gas molecules in the sensor layer depends on the 
phenomena of gas diffusion in porous material. The mechanism of gas diffusion through a 
porous material depends on the size of the pores and the type of surface diffusion: 
Knudsen’s diffusion and a molecular one. If the pores ranging from 1 to 100 nm in radius 
the Knudsen diffusion occurs. The Knudsen diffusion constant, DK, depends on the 
molecular weight of the diffusing gas, M, the pore radius, r, temperature, T, and the 
universal gas constant, R, as follows [26,28]:  

 4 2
3K
r RTD

M
  (37) 

Two assumptions, i.e. Knudsen diffusion and first-order surface reaction, allow to formulate 
the well-known diffusion equation [26-28]: 
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where CA – is the concentration of target gas, t - time, y distance from the bottom layer, 
counted from the piezoelectric substrate, k is the rate constant. 

The general solution of this equation in the steady–state condition 0AC
t





 is: 
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here C1 and C2 are integral constants. 

For boundary conditions at the surface (y =-h): CA = CA,s and ∂C/∂y = 0 the following equation 
can be obtained [26,28]: 
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CA,s is the target gas concentration outside the film at the surface y = -h. The concentration 
profile depends on the thickness of the sensor layer and the constants k and DK. The gas 
concentration inside the film is not constant. As in resistance sensors of the gas we may 
assume that the electrical conductance  y  of the sheet exposed to the target gas is linear 

 
The Application of Surface Acoustic Waves in Surface Semiconductor Investigations and Gas Sensors 119 

to the gas concentration ( AC ) [26]:    0 1 Ay a C    , where 0  is the layer conductance 

in the air, a is the sensitivity coefficient. In resistance sensors the electrical conductance of 
the whole film is given by integrating  y over the whole range of y (y = -h; -0). That 

treatment has been proposed by Sakai, Williams and Hilger [26,56]. We can’t treat a 
semiconductor layer in a homogeneous way of thinking, because the profile of molecule gas 
concentration in a semiconducting sensor layer changes with the distance from the 
piezoelectric substrate and may influence the acoustoelectric interaction differently. To 
analyze such a sensor layer in SAW configuration we have to assume that the film is a 
uniform stack of infinitesimally thin sheets with a variable concentration of gas molecules 
and with a different electric conductance. Each sublayer is in another distance from the 
piezoelectric wave-guide (Figure 21). 

 
 Model of a sensor layer in SAW system (n-sublayers) [57] Figure 21.

Figure 22 presents blocks whose common admittance is calculated basing on the law of 
impedance transformation and electronic equations. Then we applied the common 
impedance to the Ingebrigtsen formula. 

 
 Diagram analysis of saw-type sensor [57] Figure 22.
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 Diagram analysis of saw-type sensor [57] Figure 22.
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The common admittance was applied in compliance with the Ingebrigtsen formula, which 
consisted in the defined impedance ' (0)Ez on the surface at y = 0. The main problem was the 
calculation of the common normalized admittance which can be easy apply in the 
Ingebrigtsen formula. By using the impedance transformation law we counted the common 
admittance “which is seen” by an acoustoelectric wave on the plane y = 0. 

We can see, that impedance transformation law takes the form [57]: 
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The Ingebrigtsen formula for „n” sublayers is as follows [57]: 
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and 
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,    0 A1i iy a C y       ,  0s  , kB – Boltzman 

constant, Eg – band gap energy 

3.7. Numerical results  

According to the transformation law we calculated the common admittance on the surface 
y=0. The gas concentration profile was counted basing on the concentration of the profiles 
[58], which are different for gases, depending on Knudsen diffusion constants, temperature, 
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molecular weight, the gas constants R and the thickness of the porous sensing materials 
with an assumed porous radius. A simple model of a structure consisting of porous sensing 
material is shown in Figure 19. Molecular hydrogen dissociated to atomic hydrogen on the 
outer catalytic surface of Pd. Adsorbed hydrogen atoms then act as electrical dipoles at the 
metal semiconductor interface and involve changes in the work function in the surface 
conductivity of the semiconductor material [53,58]. The target gas, diffusing in the sensing 
layer, is gradually consumed in the surface reaction. Under steady-state conditions the gas 
concentration inside the sensing layer decreases with the increasing diffusion depth, 
resulting in a gas concentration profile which depends on the rates of the surface reaction 
and diffusion reaction. Other gases like NH3, CO2, NO2 can diffuse similarly as hydrogen 
into porous sensing material depending on its temperature, molecular weight and the 
physical parameters of the sensing layers. 

Some numerical results concerning the gases mentioned above are presented in Figures 23, 
24, 25. We assume the following values for the involved constant 8 1

0 1.6 10 [ ]s Sv C x     , 
sensitivity coefficient a=1 [ppm-1], thickness of the sensor layer 100 [nm], temperature 300 
[K], pore radius 5 [nm]. As a sensor layer we use thin film of WO3. 
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 Velocity changes of the SAW wave propagation vs. gas concentration [58] Figure 23.



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 120 

The common admittance was applied in compliance with the Ingebrigtsen formula, which 
consisted in the defined impedance ' (0)Ez on the surface at y = 0. The main problem was the 
calculation of the common normalized admittance which can be easy apply in the 
Ingebrigtsen formula. By using the impedance transformation law we counted the common 
admittance “which is seen” by an acoustoelectric wave on the plane y = 0. 

We can see, that impedance transformation law takes the form [57]: 

 
 

 
'

0'
'

0

( )
(0)

1 ( )
E

E
E

i tgh k h z h
z

i z h tgh k h

  


   
 (41) 

The Ingebrigtsen formula for „n” sublayers is as follows [57]: 

 

 

2 2 2

2 2 2 2

0 0
21

A, 0 T T2
1

2 21 1 2

A, 0 T T T 0 S
1 1

Re

(1 ) ( ) ( , ( ))
.

2
(1 ) ( ) ( , ( )) 1 ( , ( ))

n

T y i i i
i

n n

T y i i i i i
i i

v k
v k

aC y f y y
K

aC y f y y g y y v C






 


 

      
  

 
     
 

   
          
   



 

 (42) 

where: 0
T

S pC      

     
 

2

2
2

0 0

1 tgh
,

1 tgh( ) tgh( )
ε

i
i i

i
i i

ky
f y y

y
ky ky

v




   
 

     
  

 (43) 

   
   

 

2
2

0 0
2

2

0 0

1 tgh( ) tgh
ε

,

1 tgh( ) tgh( )
ε

i
i i

i i

i
i i

y
ky ky

v
g y y

y
ky ky

v






 
       

 
 

     
  

 (44) 

and 
2 1

g 2 1
T T

B 1 2
exp

2k
E T T

T T
 

 
   

 
,    0 A1i iy a C y       ,  0s  , kB – Boltzman 

constant, Eg – band gap energy 

3.7. Numerical results  

According to the transformation law we calculated the common admittance on the surface 
y=0. The gas concentration profile was counted basing on the concentration of the profiles 
[58], which are different for gases, depending on Knudsen diffusion constants, temperature, 

 
The Application of Surface Acoustic Waves in Surface Semiconductor Investigations and Gas Sensors 121 

molecular weight, the gas constants R and the thickness of the porous sensing materials 
with an assumed porous radius. A simple model of a structure consisting of porous sensing 
material is shown in Figure 19. Molecular hydrogen dissociated to atomic hydrogen on the 
outer catalytic surface of Pd. Adsorbed hydrogen atoms then act as electrical dipoles at the 
metal semiconductor interface and involve changes in the work function in the surface 
conductivity of the semiconductor material [53,58]. The target gas, diffusing in the sensing 
layer, is gradually consumed in the surface reaction. Under steady-state conditions the gas 
concentration inside the sensing layer decreases with the increasing diffusion depth, 
resulting in a gas concentration profile which depends on the rates of the surface reaction 
and diffusion reaction. Other gases like NH3, CO2, NO2 can diffuse similarly as hydrogen 
into porous sensing material depending on its temperature, molecular weight and the 
physical parameters of the sensing layers. 

Some numerical results concerning the gases mentioned above are presented in Figures 23, 
24, 25. We assume the following values for the involved constant 8 1

0 1.6 10 [ ]s Sv C x     , 
sensitivity coefficient a=1 [ppm-1], thickness of the sensor layer 100 [nm], temperature 300 
[K], pore radius 5 [nm]. As a sensor layer we use thin film of WO3. 

 

 

 

Gas concentration [ppm]

0 200 400 600 800

V
el

oc
ity

 c
ha

ng
e 

[%
]

-2.0

-1.5

-1.0

-0.5

0.0
H2
CO2
NO2
NH3

 

 
 

 Velocity changes of the SAW wave propagation vs. gas concentration [58] Figure 23.



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 122 

Layer thickness [nm]

0 500 1000 1500 2000 2500 3000 3500 4000

R
el

at
iv

e 
ch

an
ge

 o
f v

el
oc

ity
 [%

]

-2.4000

-2.3998

-2.3996

-2.3994

-2.3992

-2.3990

-2.3988

-2.3986

-2.3984

H2
CO2 
NO2
NH3

300 ppm
T = 320 K
r = 2 nm

 
 SAW wave propagation velocity changes vs. thickness of the sensor layer for 300 ppm H2, Figure 24.

CO2, NO2 or NH3 [58] 
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 SAW wave propagation velocity changes vs. temperature of the sensor layer [58] Figure 25.

3.8. Conclusions 

a. Experimental studies have shown high sensitivity dual sensor layer system especially: 
semiconducting polymer layer (CuPc) and palladium catalyst thin layer for hydrogen 
detection. It is also observed in the palladium phase transition at concentrations above 
2% hydrogen in synthetic air. 
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b. The designed mathematical model of a SAW sensor is based on the electric effect which 
results from changes in the electric surface conductivity of the layers σs(y), due to the 
interaction of this chemically active layer with gas.  

c. In the analytical model we introduce sheet conductance which is assumed to be linear 
to the gas concentration. 

d. We divided the porous semiconductor layer into sublayers. According to the 
transformation law we calculated the influence of the impedance above the 
piezoelectric substrate on the relative change of velocity versus the concentration, 
thickness, size of the pores and temperature. 

e. We assumed the Knudsen diffusion in porous sensing materials in which pores in the 
range from 1 to 100 nm in radius do prevail. 

f. The analytical model allows the optimization of sensor parameters of a sensor layer and 
the correct choice of sensor conditions 
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3.8. Conclusions 
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detection. It is also observed in the palladium phase transition at concentrations above 
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1. Introduction

A porous material is a two-phase medium consisting of a solid part (skeleton) and a fluid
part (pore space). During the propagation of a sound wave in such a medium, interactions
between these two phases of different nature take place, giving various physical properties
that are unusual in classical media. The large contact area between solid and fluid, which is
the main characteristic of porous media induces new phenomena of diffusion and transport
in the fluid, in relation to micro-geometry of the pore space. Many applications are concerned
with understanding the behavior of acoustic waves in such media. In geophysics, we are
interested in the propagation of acoustic waves in porous rocks, for information on soil
composition and their fluid content. Oil companies have greatly contributed to the study
of acoustic properties of natural porous media. In medicine, the characterization of porous
media such as trabecular bone, is useful for diagnosing osteoporosis, bone disease that
is manifested by the deterioration of bone microarchitecture. Acoustic characterization of
materials is often achieved by measuring the attenuation coefficient and phase velocity in
the frequency domain [1] or by solving the direct and inverse problems directly in the time
domain [2–4]. The attractive feature of a time domain based approach is that the analysis is
naturally limited by the finite duration of ultrasonic pressures and is consequently the most
appropriate approach for the transient signal. The objective of this chapter is to show the
most recent theoretical and experimental methods developed by the authors for the acoustic
characterization of porous materials. The direct and inverse scattering problems are solved in
time domain using experimental reflected and transmitted signals. The physical parameters
of the porous medium are recovered by solving the inverse problem at the asymptotic domain
corresponding to the high frequency range (ultrasound), and at the viscous domain (low
frequency range). Figures 1 and 2 give an example of porous materials commonly used in
the characterization. The figure 1 shows a sample of air-saturated plastic foam used for sound
absorption, and figure 2 shows a sample of cancellous bone used in the diagnosis of the disease
of osteoporosis.
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Figure 1. Air saturated Plastic foam

Figure 2. Human cancellous bone sample

2. Porous materials in rigid structure: Equivalent fluid model

2.1. Introduction

The air saturated porous materials are often used as a sound absorber in the fight against noise
pollution. The polyurethane foam, felt or glass wools are three examples of common materials
used in aerospace and automotive industries and in building construction. Generally, when
a sound wave propagates through a porous material saturated with air, the structure remains
stationary and non-deformable with respect to the acoustic excitation, this is due to the
heaviness and stiffness of the skeleton of the structure relative in air. This is called porous
rigid structure and, in this case, we use the equivalent fluid model where viscous and
thermal effects are disconnected [5]. The fluid-structure interactions responsible for the
sound attenuation (particularly important in porous media), are described by two dynamic
susceptibilities, the dynamic tortuosity and compressibility. The dynamic tortuosity [6]
decribes the viscous and inertial effects, the dynamic compressibility [7–9] represents the
thermal effects. A prediction of the acoustic behavior of porous material requires the
determination of both dynamic susceptibilities. The latter can depend only on the physical
characteristics of the fluid and the geometry of the fluid domain. Sound propagation in the
saturating fluid involves both transport and diffusion characteristics. The phenomenon of
transport is the fact that a global movement fluid/solid is induced during the propagation.
The phenomenon of diffusion is related to the expansion/compression of the fluid. They
result in a change in temperature fluid/solid (the latter remaining at room temperature)
driving a heat diffusion, not negligible if the fluid is a gas. Moreover, in the case of sound
propagation, the frequency of movement is important. It is clear that the character of the
movement is changed to different frequencies, the fluid probe different aspects of micro
geometry. In principle one should expect that there are an infinite number of geometric
parameters. But on the other hand, a practical viewpoint, the information provided by a
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finite set of parameters low and high frequencies may be sufficient to describe the dynamic
susceptibilities. For a given frequency, one can define a boundary layer thickness, respectively
viscous and thermal δ = (2η/ωρ f )

1/2, δ′ = (2κ/ρ f Cpω)1/2, where η is the viscosity, ρ f the
fluid density, κ the coefficient of thermal conduction, Cp the specific heat at constant pressure
and ω the angular frequency. The quantities δ and δ′ are respectively the penetration depths
of isothermal viscous and rotational movement. The boundary layer is small if the penetration
depth is small compared to a "radius" characteristic pore. It is then at high frequencies. The
opposite situation corresponds to low frequencies. In the high frequencies, inertial effects are
described by the tortuosity α∞, the visco-thermal losses by viscous and thermal lengths Λ et
Λ′, respectively. At low frequencies, inertial effects are represented by the viscous tortuosity
α0, and visco-thermal exchanges by the visco-thermal permeabilities k0 and k′0. Porosity φ is a
parameter playing an important role both in high in low frequency.

2.2. Parameters describing the porous materials

There are several geometrical parameters that can be associated with a porous structure. Some
depend only on the shape of the porous solid and do not vary when it expands or changes
the scale of the solid. This is the case of the porosity and tortuosity. Others depend on the
dimensions, in the case of viscous and thermal permeabilities that vary in shape as an equal
surface, and viscous and thermal characteristic lengths that vary as lengths.

• Porosity φ: The porosity of a porous material saturated with a fluid is defined by the ratio
of the volume of fluid saturating the porous medium to the total volume of the sample.
This quantity is dimensionless and can vary from 0 (non-porous solid material) to 1 (free
fluid).

• Tortuosity α∞: The tortuosity is a geometric parameter describing the appearance of
tortuous pores, and inertial coupling between the fluid and the structure of the material in
high-frequency regime. Tortuosity takes its lowest value (α∞ = 1) in the case of porous
materials having a straight pores, and large values (α∞ = 1.5, 2) for the most resistive
material.

• Inertial factor α0 (low frequency tortuosity): The inertial factor α0 corresponds to the low

frequency approximation of the dynamic tortuosity given by Norris [10]; α0 = <v(r)2>

<v(r)>2 ,

where < v(r) > is the average velocity of the viscous fluid for direct current flow within
an elementary volume, small compared to the relevant wavelength, but large compared
to the individual grains/pores of the solid. Note that the tortuosity α∞ (high frequency
parameter) has a similar definition than α0, the difference is that for α∞, v(r) corresponds
to the velocity of the perfect incompressible fluid.

• Thermal tortuosity α′0: This low frequency parameter is the thermal counterpart of α0. Its

definition is given by: α′0 =
<θ2

0>
<θ0>2 , where θ0 is the scaled response excess temperature field

in the low frequency range.

• The specific flow resistivity σ: When a porous material placed in a tube sealed to the walls,
is traversed by a fluid, it is a pressure difference between the two free faces. This means
that a proportional relationship exists between flow rate Qv and pressure drop ΔP given by
the ΔP = RQv, the coefficient R is the resistance to fluid flow and can therefore be defined
as the ratio ΔP/Qv. For a homogeneous porous material, the resistance is proportional to
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thermal effects. A prediction of the acoustic behavior of porous material requires the
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transport is the fact that a global movement fluid/solid is induced during the propagation.
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driving a heat diffusion, not negligible if the fluid is a gas. Moreover, in the case of sound
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depth is small compared to a "radius" characteristic pore. It is then at high frequencies. The
opposite situation corresponds to low frequencies. In the high frequencies, inertial effects are
described by the tortuosity α∞, the visco-thermal losses by viscous and thermal lengths Λ et
Λ′, respectively. At low frequencies, inertial effects are represented by the viscous tortuosity
α0, and visco-thermal exchanges by the visco-thermal permeabilities k0 and k′0. Porosity φ is a
parameter playing an important role both in high in low frequency.

2.2. Parameters describing the porous materials

There are several geometrical parameters that can be associated with a porous structure. Some
depend only on the shape of the porous solid and do not vary when it expands or changes
the scale of the solid. This is the case of the porosity and tortuosity. Others depend on the
dimensions, in the case of viscous and thermal permeabilities that vary in shape as an equal
surface, and viscous and thermal characteristic lengths that vary as lengths.

• Porosity φ: The porosity of a porous material saturated with a fluid is defined by the ratio
of the volume of fluid saturating the porous medium to the total volume of the sample.
This quantity is dimensionless and can vary from 0 (non-porous solid material) to 1 (free
fluid).

• Tortuosity α∞: The tortuosity is a geometric parameter describing the appearance of
tortuous pores, and inertial coupling between the fluid and the structure of the material in
high-frequency regime. Tortuosity takes its lowest value (α∞ = 1) in the case of porous
materials having a straight pores, and large values (α∞ = 1.5, 2) for the most resistive
material.

• Inertial factor α0 (low frequency tortuosity): The inertial factor α0 corresponds to the low

frequency approximation of the dynamic tortuosity given by Norris [10]; α0 = <v(r)2>

<v(r)>2 ,

where < v(r) > is the average velocity of the viscous fluid for direct current flow within
an elementary volume, small compared to the relevant wavelength, but large compared
to the individual grains/pores of the solid. Note that the tortuosity α∞ (high frequency
parameter) has a similar definition than α0, the difference is that for α∞, v(r) corresponds
to the velocity of the perfect incompressible fluid.

• Thermal tortuosity α′0: This low frequency parameter is the thermal counterpart of α0. Its

definition is given by: α′0 =
<θ2
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<θ0>2 , where θ0 is the scaled response excess temperature field

in the low frequency range.

• The specific flow resistivity σ: When a porous material placed in a tube sealed to the walls,
is traversed by a fluid, it is a pressure difference between the two free faces. This means
that a proportional relationship exists between flow rate Qv and pressure drop ΔP given by
the ΔP = RQv, the coefficient R is the resistance to fluid flow and can therefore be defined
as the ratio ΔP/Qv. For a homogeneous porous material, the resistance is proportional to
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the length d of the sample and inversely to his section S. Then can be defined, the resistivity
as the specific resistance to the passage of a fluid. Denoted σ, the resistivity is defined by
σ = (S/d)R.

• Viscous permeability k0: Static viscous permeability is related to the flow resistivity by
the relation k0 = η/σ, where η is the dynamic viscosity of the fluid. Viscous permeability
is a geometrical parameter, homogeneous to a surface (it is expressed in m2), independent
of the nature of the saturating fluid and depending only on the internal geometry of the
porous material. This parameter represents the effective pore section for the flow of fluid,
it is connected to the low frequency behavior of the fluid exchange between viscous and
saturating the porous structure.

• Viscous characteristic length Λ: The work of Johnson et al [6] in 1987 on the
characterization of viscous effects at high frequencies has introduced the viscous

characteristic length Λ given by 2
Λ =

�
S u2dS�
V u2dV where u is the speed of a microscopic

incompressible perfect fluid, S the area of the interface between solid and fluid phases
and V the volume of fluid. The length Λ is a geometrical parameter. This definition
applies to a smooth interface fluid/solid, and for a low boundary layer thickness to the
radius of curvature characteristic of the interface. When the pore surface has singularities
(peaks), this definition of the characteristic length is no longer valid. The parameter Λ is
an indicator of the size of the narrow neck of the pore, i.e. the privileged place of viscous
exchanges.

• Thermal characteristic length Λ�: In 1991, Allard and Champoux [8], introduced by
analogy with Johnson et al [6], a geometric parameter called thermal characteristic length

given by 2
Λ� =

�
S dS�
V dV . In other words Λ� is twice the ratio of fluid volume on the total

contact surface between the solid and fluid. The factor 2 is introduced so that in the case
of cylindrical pores, Λ� is the pore radius. The length Λ� is an indicator of the size of large
pores, privileged place of heat exchange.

• Thermal permeability k�0: The study of viscous and thermal effects shows that there are
similarities between these two effects. Starting from the equation of heat diffusion, Lafarge
[9] introduced the equivalent of Darcy’s law for the temperature excess, by introducing a
new parameter: the thermal permeability k�0, which is the inverse of the constant trapping.

2.3. Models of dynamic susceptibilities

There are several models describing the inertial viscous and thermal exchanges between the
fluid and the structure. We present here the most elaborate.

2.3.1. The model of Johnson et al. for the dynamic tortuosity

Johnson et al [6] have proposed a simple model describing the function α(ω), which is the
dynamic tortuosity, when the porous structure is saturated with a Newtonian viscous fluid.
This model can be applied to the case of our porous structures saturated with air. Two
model parameters, the tortuosity α∞ and the viscous characteristic length Λ are involved in a
high-frequency limit:

α(ω) = α∞

⎛
⎝1 − 2

Λ

�
η

jωρ f

�1/2
⎞
⎠ , ω −→ ∞. (1)
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where j2 = −1, η is the dynamic viscosity of the fluid, ω the angular frequency, ρ f the
density of the fluid. In the low frequency limit, the expression of the dynamic tortuosity
in the frequency domain is given by:

α(ω) = − ηφ

ρ f k0 jω
, ω −→ 0, (2)

where, k0 is the viscous permeability given by: k0 =
η
σ (with the dimension of a surface), σ

is the specific resistance passage of the fluid. The meaning of the quantities α∞, Λ, k0 have
been given previously. Johnson et al [6] imply that these three geometric parameters provide
sufficient information about the microgeometry. The proposed general expression for α(ω) is
then that of the simplest analytic function verifying these limits:

α(ω) = α∞

(
1 − 1

jx

√
1 − M

2
j x

)
where x =

ωα∞ρ f

σφ
and M =

8k0α∞

φΛ2 . (3)

2.3.2. The equivalent model for the dynamic compressibility

A model similar to the previous one has been set for the frequency dependence of the thermal
exchanges between the fluid and the structure, because of the heat capacity of the solid part is
significant. The result is a two-parameter model, Λ� and k�0/φ, the quantities Λ� and k�0/φ for
thermal effects playing respectively the role of Λ and k0 for viscous effects. In a high-frequency
limit, Allard and Champoux [7, 8] showed the following behavior of β(ω):

β(ω) = 1 − 2(γ − 1)
Λ�

(
η

Prρ f

)1/2 (
1

jω

)1/2
, ω −→ ∞, (4)

where Pr is the number of Prandt and γ the adiabatic constant. As before, this behavior
implies that the thermal boundary layer thickness δ� becomes small compared to any
characteristic radius of curvature of the interface. One can see that there is no equivalent
of the tortuosity α∞ for thermal effects, at very high frequency β(ω) tends to 1 as α(ω) tends
to the tortuosity α∞.

In a low frequency limit, Lafarge [9] showed that:

β(ω) = γ +
(γ − 1)ρ f k�0Pr

ηφ jω
, when ω −→ 0. (5)

where k�0, which has the same size (area) that the Darcy permeability of k0, is a parameter
analogous to the parameter k0, but adapted to the thermal problem. The proposed general
expression for β(ω) is then that of the simplest analytic function satisfying the limits ((4) and
(5):

β(ω) = γ − (γ − 1)/

[
1 − 1

j x�

√
1 − M�

2
j x�

]
where x� =

ωρ f k�0Pr

ηφ
and M� =

8k�0
φΛ�2 .

the parameter k�0 introduced by Lafarge called thermal permeability by analogy to the viscous
permeability.
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pores, privileged place of heat exchange.

• Thermal permeability k�0: The study of viscous and thermal effects shows that there are
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2.3.1. The model of Johnson et al. for the dynamic tortuosity

Johnson et al [6] have proposed a simple model describing the function α(ω), which is the
dynamic tortuosity, when the porous structure is saturated with a Newtonian viscous fluid.
This model can be applied to the case of our porous structures saturated with air. Two
model parameters, the tortuosity α∞ and the viscous characteristic length Λ are involved in a
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where j2 = −1, η is the dynamic viscosity of the fluid, ω the angular frequency, ρ f the
density of the fluid. In the low frequency limit, the expression of the dynamic tortuosity
in the frequency domain is given by:

α(ω) = − ηφ

ρ f k0 jω
, ω −→ 0, (2)

where, k0 is the viscous permeability given by: k0 =
η
σ (with the dimension of a surface), σ

is the specific resistance passage of the fluid. The meaning of the quantities α∞, Λ, k0 have
been given previously. Johnson et al [6] imply that these three geometric parameters provide
sufficient information about the microgeometry. The proposed general expression for α(ω) is
then that of the simplest analytic function verifying these limits:
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jx
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1 − M

2
j x

)
where x =
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and M =

8k0α∞

φΛ2 . (3)

2.3.2. The equivalent model for the dynamic compressibility

A model similar to the previous one has been set for the frequency dependence of the thermal
exchanges between the fluid and the structure, because of the heat capacity of the solid part is
significant. The result is a two-parameter model, Λ� and k�0/φ, the quantities Λ� and k�0/φ for
thermal effects playing respectively the role of Λ and k0 for viscous effects. In a high-frequency
limit, Allard and Champoux [7, 8] showed the following behavior of β(ω):
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where Pr is the number of Prandt and γ the adiabatic constant. As before, this behavior
implies that the thermal boundary layer thickness δ� becomes small compared to any
characteristic radius of curvature of the interface. One can see that there is no equivalent
of the tortuosity α∞ for thermal effects, at very high frequency β(ω) tends to 1 as α(ω) tends
to the tortuosity α∞.

In a low frequency limit, Lafarge [9] showed that:
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(γ − 1)ρ f k�0Pr
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where k�0, which has the same size (area) that the Darcy permeability of k0, is a parameter
analogous to the parameter k0, but adapted to the thermal problem. The proposed general
expression for β(ω) is then that of the simplest analytic function satisfying the limits ((4) and
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the parameter k�0 introduced by Lafarge called thermal permeability by analogy to the viscous
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2.3.3. Extensions of models by pride and Lafarge

The development of Johnson et al in high frequency for the tortuosity dynamics stops after
the term 1√

jω
, Pride et al [11] proposed a second correction term which is 1

jω . The asymptotic

expansion of the dynamic tortuosity now is written as follows:

α(ω) = α∞

⎛
⎝1 − 2

Λ

�
η

jωρ f

�1/2

− σφ(1 − ℘)

jωρ f α∞

⎞
⎠ , ω −→ ∞. (6)

The Pride parameter ℘ [11] is a geometrical parameter, dimensionless, connected to a
correction term α0 playing the role of inertia of fluid at low frequencies:

℘ =
M

4
�

α0
α∞

− 1
� , where M =

8k0α∞

φΛ2 .

The expansion of low frequency dynamic tortuosity is given by:

α(ω) = − ηφ

ρ f k0 jω
+ α0, ω −→ 0 (7)

The new expression of the analytic function taking into account developments of (6) and (7) is
given by:

α(ω) = α∞

�
1 − 1

jx

�
1 − ℘+ ℘

�
1 − M

2℘2 j x

��
.

The value of ℘ depends on the geometry of the pores, for example in the case of cylindrical
pores of circular section, it is shown that ℘ = 3/4. For rectangular sections, one obtains values
close to 3/4.

For thermal effects, Lafarge [9] suggested a similar expression for the dynamic thermal
compressibility, also introducing a dimensionless parameter ℘� and gives a correction to
the Allard and Champoux model at high frequencies. The expression of the dynamic
compressibility is then given by:

β(ω)=1−(γ−1)

⎡
⎣ 2

Λ�

�
η

Prρ f

�1/2 �
1

jω

�1/2
+

�
η

ρ f Pr jω

�
.
�
(1 − ℘�)φ

k�0
− 4

Λ�2

�⎤
⎦ , ω −→ ∞.

(8)

The parameter ℘� is connected to α�0, thermal equivalent of α0, which describes the thermal
inertia of fluid at low frequency:

℘� = M�
4(α�0 − 1)

.

The general expression for the dynamic compressibility is then given by:

β(ω) = γ − (γ − 1)/

�
1 − 1

j x�

�
1 − ℘� + ℘�

�
1 − M�

2℘�2 j x�
��

.
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One can notice that the models of Pride and Lafarge are reduced to those of Johnson and
Allard when ℘ = 1 and ℘� = 1. We will see later the influence of these parameters on the
propagation.

2.4. Temporal modeling of propagation: asymptotic regime

The use of transient signals in the acoustic characterization of porous media is widely used
experimentally. These signals have a wide frequency content making some complicated
frequency approaches. The frequency methods are very effective for monochromatic signals,
however, for transient signals, the temporal approach [2, 12–15] is best suited for several
reasons:

• Time domain analysis is naturally bounded (limited) by the finite duration of impulses.

• Time-modeling is often easier to develop because it is closer to the reality of experiments.

• In many situations, the introduction of the "time" parameter make easier the analysis of
experimental results.

• For certain applications, it is fast because it avoids back and forth operations between time
and frequency domains by FFT.

• It provides an elegant solution of the direct problem necessary for the resolution of the
inverse problem.

• It is well suited for comparison between theory and experiment.

In return for these benefits, it is necessary to use a new mathematical formalism. In the
frequency domain approach, the relevant quantities for the characterization of porous media
are functions of frequency which can be interpreted as susceptibilities. While frequency
methods lead to the frequency responses of the medium, in the temporal approach, one is
interested in these impulse responses.

2.5. Concept of fractional derivative and propagation equation

In the asymptotic regime corresponding to high frequencies, the fluid-structure interactions
are described by expressions (1) et (4) according to the Johnson-Allard model. Writing the
equations in the time domain is equivalent to taking the inverse Fourier transform of (1)
and (4). The temporal equivalent of jω is ∂/∂t, while the temporal equivalent of

√
jω is a

fraction0al derivative of order 1/2. The definition of fractional derivative of order ν is given
by [16]:

Dν[x(t)] =
1

Γ(−ν)

∫ t

0
(t − u)−ν−1x(u)du, (9)

where Γ is the Eulerian function of the second kind [17]. From the definition (9), the
expressions of response factors α(ω) and β(ω) are then given in the time domain by [2]:

α(ω)
t−→ α∞δ(t) +

1
ρ f

χv(t),

β(ω)
t−→ δ(t) + Kaχth(t),
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The value of ℘ depends on the geometry of the pores, for example in the case of cylindrical
pores of circular section, it is shown that ℘ = 3/4. For rectangular sections, one obtains values
close to 3/4.
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compressibility, also introducing a dimensionless parameter ℘� and gives a correction to
the Allard and Champoux model at high frequencies. The expression of the dynamic
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�1/2
+

�
η

ρ f Pr jω

�
.
�
(1 − ℘�)φ

k�0
− 4

Λ�2

�⎤
⎦ , ω −→ ∞.

(8)

The parameter ℘� is connected to α�0, thermal equivalent of α0, which describes the thermal
inertia of fluid at low frequency:

℘� = M�
4(α�0 − 1)

.

The general expression for the dynamic compressibility is then given by:

β(ω) = γ − (γ − 1)/

�
1 − 1

j x�

�
1 − ℘� + ℘�

�
1 − M�

2℘�2 j x�
��

.
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One can notice that the models of Pride and Lafarge are reduced to those of Johnson and
Allard when ℘ = 1 and ℘� = 1. We will see later the influence of these parameters on the
propagation.

2.4. Temporal modeling of propagation: asymptotic regime

The use of transient signals in the acoustic characterization of porous media is widely used
experimentally. These signals have a wide frequency content making some complicated
frequency approaches. The frequency methods are very effective for monochromatic signals,
however, for transient signals, the temporal approach [2, 12–15] is best suited for several
reasons:

• Time domain analysis is naturally bounded (limited) by the finite duration of impulses.

• Time-modeling is often easier to develop because it is closer to the reality of experiments.

• In many situations, the introduction of the "time" parameter make easier the analysis of
experimental results.

• For certain applications, it is fast because it avoids back and forth operations between time
and frequency domains by FFT.

• It provides an elegant solution of the direct problem necessary for the resolution of the
inverse problem.

• It is well suited for comparison between theory and experiment.

In return for these benefits, it is necessary to use a new mathematical formalism. In the
frequency domain approach, the relevant quantities for the characterization of porous media
are functions of frequency which can be interpreted as susceptibilities. While frequency
methods lead to the frequency responses of the medium, in the temporal approach, one is
interested in these impulse responses.

2.5. Concept of fractional derivative and propagation equation

In the asymptotic regime corresponding to high frequencies, the fluid-structure interactions
are described by expressions (1) et (4) according to the Johnson-Allard model. Writing the
equations in the time domain is equivalent to taking the inverse Fourier transform of (1)
and (4). The temporal equivalent of jω is ∂/∂t, while the temporal equivalent of

√
jω is a

fraction0al derivative of order 1/2. The definition of fractional derivative of order ν is given
by [16]:

Dν[x(t)] =
1

Γ(−ν)

∫ t

0
(t − u)−ν−1x(u)du, (9)

where Γ is the Eulerian function of the second kind [17]. From the definition (9), the
expressions of response factors α(ω) and β(ω) are then given in the time domain by [2]:

α(ω)
t−→ α∞δ(t) +

1
ρ f

χv(t),

β(ω)
t−→ δ(t) + Kaχth(t),
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where δ(t) is the Dirac distribution and the operators, Ka the modulus of the fluid, χv(t) and
χth(t) are given by:

χv(t) =
2ρ f α∞

Λ

√
η

πρ f
t−1/2,

χth(t) =
2(γ − 1)

KaΛ�

√
η

πPrρ f
t−1/2,

In this model, the time convolution of t−1/2 with a function, is interpreted as an operator
of fractional derivative. The acoustic fields satisfy the Euler equation and the constitutive
equation [2] given by:

ρ f α∞ ∂tv(r, t) +
∫ t

0
χv(t − t�) ∂tv(r, t�) dt� = −∇p(r, t), (10)

1
Ka

∂t p(r, t) +
∫ t

0
χth(t − t�) ∂t p(r, t�) dt� = −∇.v(r, t). (11)

These constitutive relations in the time domain satisfy the principle of causality. In these
equations, p is the acoustic pressure, v the particle velocity. The term α∞δ(t) reflects the
instantaneous response of the porous medium and describes the inertial coupling between
fluid and structure. For instantaneous responses, we mean that the time response is smaller
than the characteristic time scale of the change in the acoustic field. The susceptibilities χv
and χth are operators of memory that determine the dispersion of the medium.

We assume that the medium varies with the thickness x only, and that the incident wave is
plane and normal to the surface of the material. Sound pressure is denoted by p(x, t). We
assume that the pressure field is zero for moments earlier to 0. The wave equation for acoustic
pressure field of a porous medium having a dispersive rigid structure is obtained from the
constitutive equations (10, 11), and is of the form:

∂2
x p(x, t)− 1

c2
0

[
α∞∂2

t p(x, t) +

(
α∞Kaχth +

χv

ρ f
+ c2

0χth ∗ χv

)
∗ ∂2

t p(x, t)

]
= 0, (12)

where c0 = (Ka/ρ f )
1/2 is the sound speed in the free fluid. The following notation is used for

convolution integrals of two causal functions f (x, t) and g(x, t);

[ f ∗ g](x, t) =
∫ t

0
f (x, t − t�)g(x, t�)dt�.

The propagation equation (12) can be written as:

∂2 p(x, t)
∂x2 − A

∂2 p(x, t)
∂t2 − B

∫ t

0

∂2 p(x, t)/∂t�2√
t − t�

dt� − C
∂p(x, t)

∂t
= 0, (13)

where the coefficients A, B and C are constant and given by:

A =
ρ f α∞

Ka
, B =

2α∞

Ka

√
ρ f η

π

(
1
Λ

+
γ − 1√

PrΛ�

)
C =

4α∞(γ − 1)η
KaΛΛ�√Pr

,
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respectively, The coefficient A gives the wave velocity c = 1/
√

ρ f α∞/Ka in the air saturating

the porous medium. α∞ plays the role of the refractive index of the porous medium that

changes the speed c0 =
√

Ka/ρ f in free space to c0 = c/
√

α∞ in the porous medium.

The other coefficients depend essentially on characteristic lengths Λ and Λ� and express
the fluid-structure visco-thermal interactions. The constant B describes the dispersion of
the signal and C the attenuation of the amplitude of the wave (without dispersion). The
propagation equation (13) describes the evolution of the acoustic wave inside the porous
material. The boundary conditions have not been introduced, the porous medium is assumed
to be infinite. The coefficients of the equation of propagation do not depend on the porosity, in
fact, porosity appears at the interfaces of the porous material via the relationship of continuity
of acoustic flow (the flow rate is equal to the porosity multiplied by the speed). This parameter
appears naturally at the reflection and transmission of an acoustic wave through a slice of
porous material. The solution of the wave equation (13) is given by the Green function G of
the porous medium [3, 18], defined by:

p(x, t) =
∫ t

0
G(x, t − t�)p(0, t)dt�,

where p(x, t) is the sound pressure in the porous medium and p(0, t) the incident signal.

2.6. Solution of the propagation equation: Green function (Johnson-Allard
model)

To solve the propagation equation and obtain the Green function of the medium, we solve the
equation (13) using the method of Laplace transform [18], taking into account the following
initial conditions of causality:

p(x, t)|t=0 = 0 and
∂p
∂t

|t=0 = 0. (14)

Denote by P(x, z) the Laplace transform of p(x, t) defined by:

P(x, z) = L [p(x, t)] =
∫ ∞

0
exp(−zt)p(x, t)dt,

and the inverse Laplace transform by:

p(x, t) = L−1 [P(x, z)] .

Using the following relationship:

L [δ(t)] = 1, L [H(t)] =
1
z

and L
[

1√
t

]
=

√
π

z
,

where H(t) is the Heaviside jump function, the Laplace transform of the wave equation (13)
is:

∂2P(x, z)
∂x2 −z2

(
1
c2 +

C
z
+B

√
π

z

)
P(x, z)=−

(
1
c2 +B

√
π

z

)(
zp(x, 0)+

∂p(x, 0)
∂t

)
−Cp(x, 0).

(15)
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respectively, The coefficient A gives the wave velocity c = 1/
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the porous medium. α∞ plays the role of the refractive index of the porous medium that

changes the speed c0 =
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Ka/ρ f in free space to c0 = c/
√

α∞ in the porous medium.

The other coefficients depend essentially on characteristic lengths Λ and Λ� and express
the fluid-structure visco-thermal interactions. The constant B describes the dispersion of
the signal and C the attenuation of the amplitude of the wave (without dispersion). The
propagation equation (13) describes the evolution of the acoustic wave inside the porous
material. The boundary conditions have not been introduced, the porous medium is assumed
to be infinite. The coefficients of the equation of propagation do not depend on the porosity, in
fact, porosity appears at the interfaces of the porous material via the relationship of continuity
of acoustic flow (the flow rate is equal to the porosity multiplied by the speed). This parameter
appears naturally at the reflection and transmission of an acoustic wave through a slice of
porous material. The solution of the wave equation (13) is given by the Green function G of
the porous medium [3, 18], defined by:

p(x, t) =
∫ t

0
G(x, t − t�)p(0, t)dt�,

where p(x, t) is the sound pressure in the porous medium and p(0, t) the incident signal.

2.6. Solution of the propagation equation: Green function (Johnson-Allard
model)

To solve the propagation equation and obtain the Green function of the medium, we solve the
equation (13) using the method of Laplace transform [18], taking into account the following
initial conditions of causality:
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Denote by P(x, z) the Laplace transform of p(x, t) defined by:
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0
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and the inverse Laplace transform by:
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Using the following relationship:

L [δ(t)] = 1, L [H(t)] =
1
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and L
[
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]
=
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,

where H(t) is the Heaviside jump function, the Laplace transform of the wave equation (13)
is:
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(
1
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)
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)(
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Taking into account the initial conditions (14), equation (15) simplifies to

∂2P(x, z)
∂x2 − z2

(
1
c2 +

C
z
+ B

√
π

z

)
P(x, z) = 0,

which is a second order differential equation with real coefficients constant. The general
solution of equation is:

P(x, z) = e−
x
c

√
f (z)ϕ(z) + e

x
c

√
f (z)ψ(z),

where ϕ(z) and ψ(z) are two independent functions of x and:

f (z) = z2
(

1 +
Cc2

z
+ Bc2

√
π

z

)
= z(z + b�

√
z + c�). (16)

In equation (16), the constants b� and c� are positive and are given by:

b� = Bc2√π and c� = Cc2. (17)

Retaining the finite solution at infinity, which corresponds to the physical solution of our
problem, we have:

P(x, z) = e−
x
c

√
f (z)ϕ(z).

The solution of equation (13) is the inverse Laplace transform of P(x, z). We obtain:

p(x, t) = L−1
(

e−
x
c

√
f (z)ϕ(z)

)
= L−1

(
e−

x
c

√
f (z)

)
∗ L−1 (ϕ(z)) .

The core problem is the calculation of the inverse Laplace transform of the term

L−1
(

e−
x
c

√
f (z)

)
. This has been well studied in reference [18]. By letting:

Δ2 = b�2 − 4c�, (18)

it is easy to check that Δ2 is always positive in the Johnson-Allard model. The expression of
f (z) (Eq. 16) can be written as

f (z) =
(

z +
b�
2
√

z
)2

−
(

Δ
√

z
2

)2

. (19)

When Δ = 0, the solution of the propagation equation(13) is given [18] by:

p(x, t) =

{
0, if 0 ≤ t ≤ x/c,

1
4
√

π
b�x
c

∫ t
x/c

1
(τ−x/c)3/2 exp

(
− b�2x2

16c2(τ−x/c)

)
p(0, t − τ)dτ, if t > x/c,

(20)

where p(0, t) = L−1 (ϕ(z)). In this case the Green function is given [18, 19] by:

G(x, t) =

{
0, if 0 ≤ t ≤ x/c,

1
4
√

π
b�x
c

1
(t−x/c)3/2 exp

(
− b�2x2

16c2(t−x/c)

)
, if t > x/c,

(21)
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When Δ2 > 0, the general solution of the propagation equation is given by:

p(x, t)=

⎧⎨
⎩

0, if 0 ≤ t ≤ x/c,

x
c

� t
x/c

�
b�

4
√

π
1

(τ−x/c)3/2 exp
�
− b�2x2

16c2(τ−x/c)

�
+Δ

� τ−x/c
0 h�(ξ)dξ

�
p(0, t−τ)dτ, t > x/c.

(22)

where

h�(ξ) = − 1
4π3/2

1�
(τ − ξ)2 − x2/c2

1
ξ3/2

� 1

−1
exp

⎛
⎜⎝−

�
μΔ

�
(τ − ξ)2 − x2/c2 + b�(τ − ξ)

�2

16ξ

⎞
⎟⎠

×

⎛
⎜⎝

�
μΔ

�
(τ − ξ)2 − x2/c2 + b�(τ − ξ)

�2

8ξ
− 1

⎞
⎟⎠ μdμ�

1 − μ2
.

In this case, the Green function [18] is given by:

G(x, t) =

⎧
⎨
⎩

0, if 0 ≤ t ≤ x/c,

x
c

�
b�

4
√

π
1

(t−x/c)3/2 exp
�
− b�2x2

16c2(t−x/c)

�
+ Δ

� t−x/c
0 h�(ξ)dξ

�
, if t > x/c.

(23)

2.7. Solution of the propagation equation: Green function (Pride-Lafarge model)

Extensions of Pride-Lafarge (6,8) are expressed in the time domain [3] using the definition of
fractional derivative:

α̃(t) = α∞

⎛
⎝δ(t) +

2
Λ

�
η

ρ f

�1/2
∂−1/2

∂t−1/2 +
σφ(1 − ℘)

ρ f α∞

∂−1

∂t−1

⎞
⎠ ,

β̃(t) = δ(t) + (γ − 1)

⎛
⎝ 2

Λ�

�
η

Prρ f

�1/2
∂−1/2

∂t−1/2 +

�
η

ρ f Pr

��
(1 − ℘�)φ

k�0
− 4

Λ�2

�
∂−1

∂t−1

⎞
⎠ ,

α̃(t) and β̃(t) are the operators of tortuosity and compressibility. In these equations, the
operator ∂−1/∂t−1 represents the time integral:

∂−1x(t)
∂t−1 =

� t

0
x(t�)dt�,

and semi-operator ∂−1/2/∂t−1/2 represents the fractional derivative. In this case, the basic
equations are given by:

ρ f α∞ ∂tv(r, t) +
� t

0
χ�

v(t − t�) ∂tv(r, t�) dt� = −∇p(r, t), (24)

1
Ka

∂t p(r, t) +
� t

0
χ�

th(t − t�) ∂t p(r, t�) dt� = −∇.v(r, t), (25)
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operator ∂−1/∂t−1 represents the time integral:

∂−1x(t)
∂t−1 =

� t

0
x(t�)dt�,

and semi-operator ∂−1/2/∂t−1/2 represents the fractional derivative. In this case, the basic
equations are given by:

ρ f α∞ ∂tv(r, t) +
� t

0
χ�

v(t − t�) ∂tv(r, t�) dt� = −∇p(r, t), (24)

1
Ka

∂t p(r, t) +
� t

0
χ�

th(t − t�) ∂t p(r, t�) dt� = −∇.v(r, t), (25)
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where the operators χ�
v(t) and χ�

th(t) are given by:
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In these expressions, the convolutions express the dispersive nature of the porous material.
They take into account the memory effect, where the medium response to excitation of the
wave is not instantaneous but takes some time.

The propagation equation can be easily obtained from (24, 25). The propagation equation
obtained has exactly the same form as the equation (13), the only difference appears at the

coefficient C =
(

4α∞(γ−1)η

KaΛΛ�√Pr
+

σφ(1−℘)
Ka

+
α∞(γ−1)η

Kak�0Pr

[
(1−℘�)φ

k�0
− 4

Λ�2

])
, However, we will see that

its solution is different. Since the coefficient C exchange rate, the coefficients c� and Δ given
by equation ((17, 18) also change. With extensions of Pride-Lafarge, the coefficient Δ2 can be
negative [3], it gives:

Δ
�2 = −Δ2 =⇒ Δ

�2 = 4c� − b�2. (26)

In this case, f (z) given by equation (16) can be written in the form:

f (z) =
(

z +
b�
2
√

z
)2

+

(
Δ�√z

2

)2

. (27)

Using expressions (26 and 27) and analytical calculations given in [3], we obtain the solution
of the wave equation when Δ2 is negative:

p(x, t)=

{
0, if 0 ≤ t ≤ x/c,∫ t

x/c

[
F1(τ)+

∫ τ−x/c
0 H(ξ, τ)dξ+ j

∫ τ−x/c
0 Ξ(ξ, τ)dξ

]
p(0, t−τ)dτ if t > x/c.

(28)

with
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4
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c
1
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− b�2x2

16c2(τ − x/c)

)
, j2 = −1.

The functions H(ξ, τ) and Ξ(ξ, τ) are given by the following equations where τ is replaced by
t:
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,
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where

A = Δ�μ
√
(t − ξ)2 − x2/c2 and B = b�(t − ξ).

The Green function is given by [3]:

G(t, x) =

{
0, if 0 ≤ t ≤ x/c,
F1(t) +

∫ t−x/c
0 H(ξ, t)dξ + j

∫ t−x/c
0 Ξ(ξ, t)dξ if t > x/c.

(29)

2.8. The reflection and transmission operators

For a slice of porous material occupying the domain 0 ≤ x ≤ L, the incident and scattered
fields are connected by scattering operators (i.e. operators of reflection and transmission) of
the material. These are operators [4] represented in integral form:

pr(x, t) =
∫ t

0
R̃(τ)pi

(
t − τ +

x
c0

)
dτ, (30)

pt(x, t) =
∫ t

0
T̃(τ)pi

(
t − τ − L

c
− (x − L)

c0

)
dτ. (31)

In equations (30) and (31) functions R̃ and T̃ represent the kernel of reflection and transmission
operators, respectively. These are independently-owned operators of the incident field
and depend only on the material properties. To express the operators of reflection and
transmission, we assume [4] that the field of acoustic pressure and flow are continuous at
the interfaces of the material:

p(0+ , t) = p(0− , t), p(L−, t) = p(L+, t)

v(0− , t) = φv(0+ , t), v(L+, t) = φv(L−, t) (32)

The expressions of R̃ and T̃ are given by (see Ref. [4])

R̃(t) =
(−φ +

√
α∞

φ +
√

α∞

)
∑

n≥0

(
φ −√

α∞

φ +
√

α∞

)2n [
G
(

t, 2n
L
c

)
− G

(
t, (2n + 2)

L
c

)]
,

T̃(t) =
4φ

√
α∞

(
√

α∞ + φ)2 ∑
n≥0

(
φ −√

α∞

φ +
√

α∞

)2n

G
(

t +
L
c0

, (2n + 1)
L
c

)
.

where G is the Green function of the medium. These expressions take into account the
multiple n reflections within the porous material. Given the high attenuation of acoustic
waves in air-saturated porous media, multiple reflections are negligible. For reflections at
the interfaces x = 0 and x = L, the expressions of the operators of reflection and transmission
are simplified (Ref. [4] ) as follows:

R̃(t) =
√

α∞ − φ√
α∞ + φ

δ(t)− 4φ
√

α∞(
√

α∞ − φ)

(
√

α∞ + φ)3 G
(

t,
2L
c

)
, (33)

T̃(t) =
4φ

√
α∞

(φ +
√

α∞)2 G
(

t +
L
c

,
L
c

)
. (34)
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They take into account the memory effect, where the medium response to excitation of the
wave is not instantaneous but takes some time.
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where
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The Green function is given by [3]:
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(29)

2.8. The reflection and transmission operators

For a slice of porous material occupying the domain 0 ≤ x ≤ L, the incident and scattered
fields are connected by scattering operators (i.e. operators of reflection and transmission) of
the material. These are operators [4] represented in integral form:

pr(x, t) =
∫ t
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(
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In equations (30) and (31) functions R̃ and T̃ represent the kernel of reflection and transmission
operators, respectively. These are independently-owned operators of the incident field
and depend only on the material properties. To express the operators of reflection and
transmission, we assume [4] that the field of acoustic pressure and flow are continuous at
the interfaces of the material:

p(0+ , t) = p(0− , t), p(L−, t) = p(L+, t)

v(0− , t) = φv(0+ , t), v(L+, t) = φv(L−, t) (32)

The expressions of R̃ and T̃ are given by (see Ref. [4])
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where G is the Green function of the medium. These expressions take into account the
multiple n reflections within the porous material. Given the high attenuation of acoustic
waves in air-saturated porous media, multiple reflections are negligible. For reflections at
the interfaces x = 0 and x = L, the expressions of the operators of reflection and transmission
are simplified (Ref. [4] ) as follows:

R̃(t) =
√

α∞ − φ√
α∞ + φ

δ(t)− 4φ
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The first term on the second member of the equation (33):
((
√

α∞ − φ)/(
√

α∞ + φ)) δ(t) is equivalent to the instantaneous reflection response of the
porous material. This term corresponds to the wave reflected by the first interface x = 0 .
It depends only on the porosity and tortuosity of the material. The reflected wave to the first
interface has the advantage not to be dispersive, but simply attenuated. This shows that it is
possible to measure the porosity and tortuosity of the porous material by measuring just the
first reflected wave.

The second term of equation (33): − 4φ
√

α∞(
√

α∞−φ)
(
√

α∞+φ)3 G
(

t, 2L
c

)
corresponds to the reflection by

the second interface x = L. This term depends on the Green function of the medium that
describes the propagation and scattering of the acoustic wave having made a round trip in the
slab of porous material. Green’s function depends on the tortuosity, and viscous and thermal
characteristic lengths Λ and Λ� material, but does not depend on the porosity. Experimentally,
this second contribution to the debate can not be measured for low-resistive materials, because
the acoustic signal is very attenuated.

Let us study the sensitivity [20] of porosity on the transmission operator T̃(t). Taking the
derivative of T̃(t) versus the porosity φ, we obtain:

∂T̃
∂φ

=
4
√

α∞(
√

α∞ − φ)

(
√

α∞ + φ)3 G
(

t +
L
c

,
L
c

)
,

when φ −→ √
α∞, the derivative ∂T̃

∂φ −→ 0. This shows that when the porous medium tends to
a free fluid, or for weakly resistive porous material with low values of porosity and tortuosity
(near 1), the sensitivity of the porosity of the transmitted wave tends to zero. More generally,
for a wide range of air saturated porous materials, the term ∂T̃

∂φ is very small. Finally, we
conclude that the operator of transmission depends on all parameters, but the low sensitivity
of the porosity, makes impossible the determination of this parameter from transmitted data.

2.9. Numerical simulations

Let us consider a sample of air saturated porous M1 having the following physical properties:
thickness 0.8 cm, tortuosity α∞ = 1.5, viscous characteristic length Λ = 25 μ m, thermal
characteristic length Λ = 75μ m, specific resistance to fluid flow σ = 200,000 Nm −4 s, porosity
φ = 0.82 and thermal permeability k�0 = 2.77 10−10 m 2. A simulated transmitted signal was
calculated from the equation (31). The input signal is given in figure 3 and its spectrum in
Figure 4. Figure 5 shows a comparison between two signals, the first (solid line) corresponds
to the real part of the solution (28) of Pride-Lafarge model when ℘ = ℘� = 0.7 and the second
(dotted) corresponds to the solution (22) model of Johnson-Allard (℘ = ℘� = 1). We choose
the same values for ℘ and ℘� to simplify the study. This specific value of 0.7 is only valid
for porous materials with circular pores. In the general case, the values of ℘ and ℘� may
be different from 0.7. Note that it is possible to have positive values of Δ (Eq. 18) for other
values of ℘ and ℘�. From Figure 5, we notice a significant change in the wave amplitude.
By increasing ℘ and ℘� from 0.7 to 1, the wave amplitude increases by 65% of its original
value. This result can be predicted by the fact that when the values of ℘ and ℘� increases, the
coefficient C decreases, and hence the wave amplitude decreases due to interactions; inertial,
viscous and thermal between fluid and structure. This phenomenon is much more important
for resistive porous materials. Figure 6 shows the same comparison as Figure 5 for another
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Figure 5. Comparison between simulated transmitted signal corresponding to the real part of the
solution of Pride-Lafarge (Eq. 28) for ℘ = ℘′ = 0.7 (solid line) and simulated signal corresponding to the
solution of Johnson-Allard (Eq. 22) for ℘ = ℘′ = 1 (dotted line) for the sample M1.

sample M2 less resistive, having the following parameters: thickness 0.8 cm, tortuosity α∞ =
1.05, viscous characteristic length Λ = 300 μ m, thermal characteristic length Λ′ 900 = μ m,
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interface has the advantage not to be dispersive, but simply attenuated. This shows that it is
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the second interface x = L. This term depends on the Green function of the medium that
describes the propagation and scattering of the acoustic wave having made a round trip in the
slab of porous material. Green’s function depends on the tortuosity, and viscous and thermal
characteristic lengths Λ and Λ� material, but does not depend on the porosity. Experimentally,
this second contribution to the debate can not be measured for low-resistive materials, because
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(near 1), the sensitivity of the porosity of the transmitted wave tends to zero. More generally,
for a wide range of air saturated porous materials, the term ∂T̃

∂φ is very small. Finally, we
conclude that the operator of transmission depends on all parameters, but the low sensitivity
of the porosity, makes impossible the determination of this parameter from transmitted data.

2.9. Numerical simulations

Let us consider a sample of air saturated porous M1 having the following physical properties:
thickness 0.8 cm, tortuosity α∞ = 1.5, viscous characteristic length Λ = 25 μ m, thermal
characteristic length Λ = 75μ m, specific resistance to fluid flow σ = 200,000 Nm −4 s, porosity
φ = 0.82 and thermal permeability k�0 = 2.77 10−10 m 2. A simulated transmitted signal was
calculated from the equation (31). The input signal is given in figure 3 and its spectrum in
Figure 4. Figure 5 shows a comparison between two signals, the first (solid line) corresponds
to the real part of the solution (28) of Pride-Lafarge model when ℘ = ℘� = 0.7 and the second
(dotted) corresponds to the solution (22) model of Johnson-Allard (℘ = ℘� = 1). We choose
the same values for ℘ and ℘� to simplify the study. This specific value of 0.7 is only valid
for porous materials with circular pores. In the general case, the values of ℘ and ℘� may
be different from 0.7. Note that it is possible to have positive values of Δ (Eq. 18) for other
values of ℘ and ℘�. From Figure 5, we notice a significant change in the wave amplitude.
By increasing ℘ and ℘� from 0.7 to 1, the wave amplitude increases by 65% of its original
value. This result can be predicted by the fact that when the values of ℘ and ℘� increases, the
coefficient C decreases, and hence the wave amplitude decreases due to interactions; inertial,
viscous and thermal between fluid and structure. This phenomenon is much more important
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Figure 5. Comparison between simulated transmitted signal corresponding to the real part of the
solution of Pride-Lafarge (Eq. 28) for ℘ = ℘′ = 0.7 (solid line) and simulated signal corresponding to the
solution of Johnson-Allard (Eq. 22) for ℘ = ℘′ = 1 (dotted line) for the sample M1.

sample M2 less resistive, having the following parameters: thickness 0.8 cm, tortuosity α∞ =
1.05, viscous characteristic length Λ = 300 μ m, thermal characteristic length Λ′ 900 = μ m,
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Figure 6. Comparison between simulated transmitted signal corresponding to the real part of the
solution of Pride-Lafarge (Eq. 28) for ℘ = ℘� = 0.7 (solid line), and the transmitted signal corresponding
to the simulated Allard-Johnson solution (Eq. 22) for ℘ = ℘� = 1 (dotted line) for the sample M2.
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Figure 7. Spectrum of the transmitted signal simulated for ℘ = ℘� = 0.7 Eq. (28) (solid line) and
simulated transmitted signal spectrum for ℘ = ℘� = 1 (Eq. 22) (poitillés).

specific resistance to the passage of fluid σ =20000Nm−4 s, porosity φ = 0.96 and thermal
permeability k�0 = 2.77 10−9 m 2. In Figure 6, the influence of the parameters ℘ and ℘� on
the attenuation is smaller than that in Figure 5. We can conclude that the parameters ℘ and ℘�
play an important role in the acoustic attenuation, especially for resistive media.

It is possible to see from Figures 5 and 6, when the values of ℘ and ℘� change from 0.7 to 1, the
waveform changes only at the amplitude of the wave, but it is not dispersed. Figure 7 shows
the spectra of two simulated signals given in Figure 5. From the spectra of two simulated
signals, we can see they have the same bandwidth, which means that there is no dispersion.
This last result shows that ℘ and ℘� play an important role in attenuation the acoustic wave but
not on its dispersion. Figure 8 shows the imaginary part of the solution (28) for ℘ = ℘� = 0.7
(sample M1). The amplitude of the imaginary part of the solution is very small compared
to the real part (figure 5), this is why only the real part of the solution corresponding to the
physical solution is taken into account when a comparison with the experiment is performed.
It is possible to write the Green function given by equation (29) as G = G1 + iG2 =| G |eiθ,
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tan θ = G2/G1 � 1. This leads to the conclusion that all components of the signal have the
same phase (very small θ, which is therefore a physical factor not essential.

2.10. Transmitted wave

The expression (34) shows that the transmitted wave depends on the porosity φ, and
parameters describing the high frequency acoustic propagation in the material (tortuosity α∞
and viscous and thermal characteristic lengths Λ and Λ�). The study of the sensitivity of the
porosity (in the previous paragraph) showed that the effect of propagation described by the
Green’s function altogether mask the effect of interfaces: recall that the Green function G is

independent of porosity and the effect of the interface appears through the term 4φ
√

α∞

(φ+
√

α∞)2

in the expression of the transmission operator (34). The low sensitivity of the porosity in
transmission makes its determination impossible. Solving the inverse problem, using the
transmitted waves allowed the determination of the tortuosity and viscous and thermal
characteristic lengths. Note that the ratio of two lengths was set at 3 [20–23]. Currently the
only method for the separate determination of the two lengths is based on the saturation of
the porous by two different fluids [24]. The two characteristic lengths are acting the same
way on the dispersion and attenuation of the transmitted signal. So it is mathematically
impossible to trace two unknowns giving the same physical effect on the waveform. We limit
ourselves in our work to set an arbitrary ratio between the two lengths. The tortuosity acts
on the speed of the wavefront (delay of the transmitted signal with respect to the incident
signal) and the attenuation of the amplitude of the waveform. While the characteristic lengths
affect the dispersion and attenuation of the signal. A basic inverse problem associated with a
slab of porous material may be stated as follows: from the measurements of the transmitted
signals outside the slab, find the values of the parameters of the medium. As shown in the
previous section, the solution of the direct problem is the system of two operators expressed as
functions on α∞, Λ and Λ�. The inversion algorithm for finding the values of the parameters
of the slab is based on a fitting procedure: find the values of the parameters α∞, Λ and Λ�
such that the transmitted and reflected signal describes the scattering problem in the best
possible way (e.g., in the least-squares sense). Experiments were performed in air using a
pairs of broadband Ultran transducers NCG200-D13 with a central frequency of 195 kHz and
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Figure 6. Comparison between simulated transmitted signal corresponding to the real part of the
solution of Pride-Lafarge (Eq. 28) for ℘ = ℘� = 0.7 (solid line), and the transmitted signal corresponding
to the simulated Allard-Johnson solution (Eq. 22) for ℘ = ℘� = 1 (dotted line) for the sample M2.
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Figure 7. Spectrum of the transmitted signal simulated for ℘ = ℘� = 0.7 Eq. (28) (solid line) and
simulated transmitted signal spectrum for ℘ = ℘� = 1 (Eq. 22) (poitillés).
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It is possible to see from Figures 5 and 6, when the values of ℘ and ℘� change from 0.7 to 1, the
waveform changes only at the amplitude of the wave, but it is not dispersed. Figure 7 shows
the spectra of two simulated signals given in Figure 5. From the spectra of two simulated
signals, we can see they have the same bandwidth, which means that there is no dispersion.
This last result shows that ℘ and ℘� play an important role in attenuation the acoustic wave but
not on its dispersion. Figure 8 shows the imaginary part of the solution (28) for ℘ = ℘� = 0.7
(sample M1). The amplitude of the imaginary part of the solution is very small compared
to the real part (figure 5), this is why only the real part of the solution corresponding to the
physical solution is taken into account when a comparison with the experiment is performed.
It is possible to write the Green function given by equation (29) as G = G1 + iG2 =| G |eiθ,
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tan θ = G2/G1 � 1. This leads to the conclusion that all components of the signal have the
same phase (very small θ, which is therefore a physical factor not essential.

2.10. Transmitted wave

The expression (34) shows that the transmitted wave depends on the porosity φ, and
parameters describing the high frequency acoustic propagation in the material (tortuosity α∞
and viscous and thermal characteristic lengths Λ and Λ�). The study of the sensitivity of the
porosity (in the previous paragraph) showed that the effect of propagation described by the
Green’s function altogether mask the effect of interfaces: recall that the Green function G is

independent of porosity and the effect of the interface appears through the term 4φ
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in the expression of the transmission operator (34). The low sensitivity of the porosity in
transmission makes its determination impossible. Solving the inverse problem, using the
transmitted waves allowed the determination of the tortuosity and viscous and thermal
characteristic lengths. Note that the ratio of two lengths was set at 3 [20–23]. Currently the
only method for the separate determination of the two lengths is based on the saturation of
the porous by two different fluids [24]. The two characteristic lengths are acting the same
way on the dispersion and attenuation of the transmitted signal. So it is mathematically
impossible to trace two unknowns giving the same physical effect on the waveform. We limit
ourselves in our work to set an arbitrary ratio between the two lengths. The tortuosity acts
on the speed of the wavefront (delay of the transmitted signal with respect to the incident
signal) and the attenuation of the amplitude of the waveform. While the characteristic lengths
affect the dispersion and attenuation of the signal. A basic inverse problem associated with a
slab of porous material may be stated as follows: from the measurements of the transmitted
signals outside the slab, find the values of the parameters of the medium. As shown in the
previous section, the solution of the direct problem is the system of two operators expressed as
functions on α∞, Λ and Λ�. The inversion algorithm for finding the values of the parameters
of the slab is based on a fitting procedure: find the values of the parameters α∞, Λ and Λ�
such that the transmitted and reflected signal describes the scattering problem in the best
possible way (e.g., in the least-squares sense). Experiments were performed in air using a
pairs of broadband Ultran transducers NCG200-D13 with a central frequency of 195 kHz and
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a bandwith of 6 dB extending from 140 kHz to 250 kHz. Pulses of 400 V are provided by a
5058PR Panametrics pulser/receiver. The received signals are filtered above 1 MHz to avoid
high frequency noise. Electronic interference is eliminated by 1000 acquisition averages. The
experimental setup is shown in Fig. 9. Consider a sample of plastic foam, of thicknesses
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Figure 9. Experimental set-up of the ultrasonic measurements in transmitted mode.

0.7 ± 0.01cm. The measured signal generated by the transducer (measured without the
sample) is given in Fig. 10 as a dashed line. The measured transmitted signal (obtained with
the sample inserted) is given in the same figure (Fig. 11) as a solid line. By solving the inverse
problem using the experimental transmitted data, we find the following optimized values:
α∞ = 1.26 and Λ = 66μm. In Figs. 11, we compare the experimental transmitted signal and
simulated transmitted signal for the optimized values of tortuosity and viscous characteristic
length. The difference between experiment and theory is slight, which leads us to conclude
that the physical parameters are well-identified.
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Figure 10. Experimental incident signal (dashed line) and transmitted signal (solid line) using the pair
of transducers Ultran NCG200-D13 (140 kHz - 250 kHz).

2.11. Determination of transport parameters in air-saturated porous materials via
reflected ultrasonic waves

A method for measuring transport parameters in porous materials simultaneously, using
measurements of waves reflected at the first and second interface, has been proposed
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Figure 11. Comparison between experimental transmitted signal (solid line) and simulated transmitted
signal (dashed line).

[25]. This method is based on a temporal model of direct and inverse scattering problems
affecting the propagation of transient ultrasonic waves in a homogeneous isotropic slab of
porous material with a rigid frame. Generally, porosity and tortuosity can be evaluated
simultaneously by the wave reflected at the first interface at oblique incidence [26–29] but this
is not possible at normal incidence [4, 30]. Viscous and thermal characteristic lengths can be
estimated only by transmitted waves. Porosity cannot be determined from transmitted waves
because of its weak sensitivity in this mode [4]. The advantage of the proposed method is
that all the parameters can be determined at normal incidence (the ratio between viscous and
thermal lengths is fixed as in classical methods [21–24] based on transmission measurement).
The main principle of this method is the experimental detection of reflected contributions from
the first and the second interface of the medium. The properties of these two contributions are
used to estimate the four acoustical parameters needed for ultrasonic propagation in porous
material with a rigid frame, by solving the inverse problem. Studying the sensitivity of
each reflected wave parameter demonstrates the importance of each contribution) first and
second interface! for the inversion. Numerical and experimental validation for weak resistive
air-saturated industrial plastic foams is given to validate this method.

2.12. Reflected and transmitted waves

This section concerns the ultrasonic characterization of air-saturated porous materials by
solving the inverse problem using experimental data. It is generally easy to solve the
inverse problem via transmitted waves, obtaining optimized values of tortuosity, viscous
and thermal characteristic lengths, but this is not the case for the porosity because of its
weak sensitivity in the transmitted mode. The reflection mode is an alternative to the
transmission mode, in that it gives a good estimation of porosity and tortuosity by processing
the data relative to measurements of the wave reflected by the first interface. The viscous
and thermal characteristic lengths cannot be determined via the first interface reflection. The
wave reflected by the second interface can be experimentally detected only for the weakly
resistive porous materials. In this case, the characteristic lengths can be estimated. But
for common air-saturated porous materials, the second reflection is very damped and its
experimental detection is difficult. We solve the inverse problem [31] numerically by the
least-squares method, using both reflected and transmitted experimental data. We determine
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[25]. This method is based on a temporal model of direct and inverse scattering problems
affecting the propagation of transient ultrasonic waves in a homogeneous isotropic slab of
porous material with a rigid frame. Generally, porosity and tortuosity can be evaluated
simultaneously by the wave reflected at the first interface at oblique incidence [26–29] but this
is not possible at normal incidence [4, 30]. Viscous and thermal characteristic lengths can be
estimated only by transmitted waves. Porosity cannot be determined from transmitted waves
because of its weak sensitivity in this mode [4]. The advantage of the proposed method is
that all the parameters can be determined at normal incidence (the ratio between viscous and
thermal lengths is fixed as in classical methods [21–24] based on transmission measurement).
The main principle of this method is the experimental detection of reflected contributions from
the first and the second interface of the medium. The properties of these two contributions are
used to estimate the four acoustical parameters needed for ultrasonic propagation in porous
material with a rigid frame, by solving the inverse problem. Studying the sensitivity of
each reflected wave parameter demonstrates the importance of each contribution) first and
second interface! for the inversion. Numerical and experimental validation for weak resistive
air-saturated industrial plastic foams is given to validate this method.

2.12. Reflected and transmitted waves

This section concerns the ultrasonic characterization of air-saturated porous materials by
solving the inverse problem using experimental data. It is generally easy to solve the
inverse problem via transmitted waves, obtaining optimized values of tortuosity, viscous
and thermal characteristic lengths, but this is not the case for the porosity because of its
weak sensitivity in the transmitted mode. The reflection mode is an alternative to the
transmission mode, in that it gives a good estimation of porosity and tortuosity by processing
the data relative to measurements of the wave reflected by the first interface. The viscous
and thermal characteristic lengths cannot be determined via the first interface reflection. The
wave reflected by the second interface can be experimentally detected only for the weakly
resistive porous materials. In this case, the characteristic lengths can be estimated. But
for common air-saturated porous materials, the second reflection is very damped and its
experimental detection is difficult. We solve the inverse problem [31] numerically by the
least-squares method, using both reflected and transmitted experimental data. We determine
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simultaneously all the physical parameters intervening in the propagation. The minimization
between experiment and theory is made in the time domain. The inverse problem is well
posed, and its solution is unique. As with the classic ultrasonic approach for characterizing
porous material saturated with one gas, the characteristic lengths are estimated by assuming
a given ratio between them. Tests are performed using industrial plastic foams. Experimental
and numerical results, and prospects are discussed [31].

2.13. Ultrasonic characterization of air-saturated double-layered porous media

This section concerns a time-domain model of transient wave propagation in double-layered
porous materials [32]. An analytical derivation of reflection and transmission scattering
operators is given in the time domain. These scattering kernels are the medium’s responses
to an incident acoustic pulse. The expressions obtained take into account the multiple
reflections occurring at the interfaces of the double-layered material. The double-layered
porous media consist of two slabs of homogeneous isotropic porous materials with a rigid
frame. Each porous slab is described by a temporal equivalent fluid model, in which
the acoustic wave propagates only in the fluid saturating the material. In this model,
the inertial effects are described by the tortuosity; the viscous and thermal losses of the
medium are described by two susceptibility kernels which depend on the viscous and thermal
characteristic lengths. the inverse problem is solved using experimental reflected signals at
normal incidence. The sensitivity of porosity, tortuosity, and viscous characteristic length of
each layer is studied showing their effect on the reflected interface waveforms. The inverse
problem is solved numerically by the least-squares method. Five parameters are inverted:
porosity and tortuosity of the two layers and the viscous characteristic length of the first
layer. The minimization of the discrepancy between experimental and theoretical data is
made in the time domain. The inverse problem is shown to be well posed and its solution
to be unique. Experimental results for waves reflected by the interfaces of the double-layered
porous material are given and compared with theoretical predictions [32].

2.14. Acoustic characterization of porous materials at low frequency range

In this frequency range, the viscous forces are important throughout the fluid, the cycle
of compression/expansion in the porous medium is slow enough to allow heat exchange
between fluid and structure. At the same time, the temperature of the structure is practically
unchanged by the passage of the sound wave due to the large value of its specific heat
conducting relation to that of the fluid: the structure acts as a thermostat. In this case the
isothermal compression is directly applicable. This range corresponds to frequencies where
the viscous skin depth δ = (2η/ωρ f )

1/2 is larger than the pore radius.

An acoustic method [33–37] using transmitted and reflected waves is proposed for measuring
static viscous permeability k0, flow resistivity σ, static thermal permeability k′0 and the
inertial factor α0 (low frequency tortuosity), of porous materials having a rigid frame at low
frequencies. Flow resistivity of porous material is defined as the ratio between the pressure
difference across a sample and the velocity of flow of air through that sample per unit cube.
The static thermal permeability of porous material is a geometrical parameter equal to the
inverse trapping constant of the solid frame. The inertial factor describes the fluid structure
interactions in the low frequency range (1-3 kHz). These parameters are determined from the
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solution of the inverse problem. The propagation equation is given (along the x−axis) by:
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The incident pi(t) and transmitted pt(t) fields are related in time domain by the transmission
scattering operator 31. Its expression is given by the relation given in Ref. [34]:
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In the very low frequency range, the propagation equation 35 is reduced to a diffusive
equation
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the diffusion constant. The solution of this diffusive equation gives the Green
function of the porous material [33, 35, 36]:
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The transmission scattering operator is T̃(t) = D(t) ∗ G(L, t), where * denotes the time
convolution operation. The operator D(t) is given by
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simultaneously all the physical parameters intervening in the propagation. The minimization
between experiment and theory is made in the time domain. The inverse problem is well
posed, and its solution is unique. As with the classic ultrasonic approach for characterizing
porous material saturated with one gas, the characteristic lengths are estimated by assuming
a given ratio between them. Tests are performed using industrial plastic foams. Experimental
and numerical results, and prospects are discussed [31].

2.13. Ultrasonic characterization of air-saturated double-layered porous media

This section concerns a time-domain model of transient wave propagation in double-layered
porous materials [32]. An analytical derivation of reflection and transmission scattering
operators is given in the time domain. These scattering kernels are the medium’s responses
to an incident acoustic pulse. The expressions obtained take into account the multiple
reflections occurring at the interfaces of the double-layered material. The double-layered
porous media consist of two slabs of homogeneous isotropic porous materials with a rigid
frame. Each porous slab is described by a temporal equivalent fluid model, in which
the acoustic wave propagates only in the fluid saturating the material. In this model,
the inertial effects are described by the tortuosity; the viscous and thermal losses of the
medium are described by two susceptibility kernels which depend on the viscous and thermal
characteristic lengths. the inverse problem is solved using experimental reflected signals at
normal incidence. The sensitivity of porosity, tortuosity, and viscous characteristic length of
each layer is studied showing their effect on the reflected interface waveforms. The inverse
problem is solved numerically by the least-squares method. Five parameters are inverted:
porosity and tortuosity of the two layers and the viscous characteristic length of the first
layer. The minimization of the discrepancy between experimental and theoretical data is
made in the time domain. The inverse problem is shown to be well posed and its solution
to be unique. Experimental results for waves reflected by the interfaces of the double-layered
porous material are given and compared with theoretical predictions [32].

2.14. Acoustic characterization of porous materials at low frequency range

In this frequency range, the viscous forces are important throughout the fluid, the cycle
of compression/expansion in the porous medium is slow enough to allow heat exchange
between fluid and structure. At the same time, the temperature of the structure is practically
unchanged by the passage of the sound wave due to the large value of its specific heat
conducting relation to that of the fluid: the structure acts as a thermostat. In this case the
isothermal compression is directly applicable. This range corresponds to frequencies where
the viscous skin depth δ = (2η/ωρ f )

1/2 is larger than the pore radius.

An acoustic method [33–37] using transmitted and reflected waves is proposed for measuring
static viscous permeability k0, flow resistivity σ, static thermal permeability k′0 and the
inertial factor α0 (low frequency tortuosity), of porous materials having a rigid frame at low
frequencies. Flow resistivity of porous material is defined as the ratio between the pressure
difference across a sample and the velocity of flow of air through that sample per unit cube.
The static thermal permeability of porous material is a geometrical parameter equal to the
inverse trapping constant of the solid frame. The inertial factor describes the fluid structure
interactions in the low frequency range (1-3 kHz). These parameters are determined from the
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In the very low frequency range, the propagation equation 35 is reduced to a diffusive
equation
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= 0, (37)

where d =
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the diffusion constant. The solution of this diffusive equation gives the Green
function of the porous material [33, 35, 36]:
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The transmission scattering operator is T̃(t) = D(t) ∗ G(L, t), where * denotes the time
convolution operation. The operator D(t) is given by
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where Erfc is the complementary error function and ρ f is the fluid density.

The inverse problem is to find the parameters k� and α0 [37] which minimize numerically
the discrepancy function U(k�, α0) = ∑i=N

i=1 (pt
exp(x, ti)− pt(x, ti))

2, wherein pt
exp(x, ti)i=1,2,...n

is the discrete set of values of the experimental transmitted signal and pt(x, ti)i=1,2,...n the
discrete set of values of the simulated transmitted signal predicted from Eq. (31). The inverse
problem is solved numerically by the least-square method. For its iterative solution, we used
the simplex search method (Nedler Mead) [38] which does not require numerical or analytic
gradients. Experiments are performed in a guide [33–37] (pipe), having a diameter of 5 cm.
The experimental set up is given in Fig. 12. For measuring the static thermal permeability and
the inertial factor, a pipe of 3 m long, since the frequencies used in the experiment are between
1kHz and 4 kHz. However, for measuring the viscous permeability (and flow resistivity)
[33, 35, 36], a pipe of 50 m long must be used (50Hz-1kHz) to avoid the reflections at its
end. In this case, it is not important to keep the pipe straight, it can be rolled in order to
save space without perturbations on experimental signals (the cut-off frequency of the tube
fc ∼ 4kHz). A sound source Driver unit "Brand" constituted by loudspeaker Realistic 40-9000
is used. Bursts are provided by synthesized function generator Standford Research Systems
model DS345-30MHz. The signals are amplified and filtered using model SR 650-Dual channel
filter, Standford Research Systems. The signals (incident and transmitted) are measured using
the same microphone (Bruel&Kjaer, 4190) in the same position in the tube. The incident signal
is measured without porous sample, however, the transmitted signal is measured with the
porous sample. Consider a cylindrical sample of plastic foam M of diameter 5 cm, porosity
φ = 0.85 and thickness 4.15 cm. The viscous permeability k0 of the porous sample is measured
by solving the inverse problem in time domain at viscous domain (very low frequency
range)[33, 35, 36]. The obtained value of k0 is (0.44 ± 0.02) × 10−9 m2. The static thermal
permeability is measured using classic Kundt tube (continuous frequency) [39] (continuous
frequency) obtaining the value of k�0 = (1.54 ± 0.05) × 10−9, with a ratio of 3.5 between k�0
and k0. The tortuosity α∞ and the viscous characteristic length Λ are measured in the high
frequency range [4] obtaining the values: α∞ = 1.2 and Λ = 65μm. The value of the thermal
tortuosity α�0 is approximated by the relation α�0 � α0/α∞. Fig. 13 shows the experimental
incident signal (solid line) generated by the loudspeaker in the frequency bandwidth (2.5 -
3.5) kHz, and the experimental transmitted signal (dashed line). After solving the inverse
problem numerically for the thermal permeability k�0 and the inertial factor α0 , we find the
following optimized values: k�0 = (1.06 ± 0.2) × 10−9m2 and α0 = 2.15 ± 0.15. We present
in Fig. 14 the variation of the minimization function U with the thermal permeability k�0 and
tortuosity α0. The obtained ratio of 2.4 between the inverted k�0 and k0 is in adequacy with
the ratio given in literature [9, 39], which is found generally to be between 2 and 4 for plastic
foams. In Fig. 15, we show a comparison between an experimental transmitted signal and
simulated transmitted signal for the optimized values of thermal permeability and tortuosity.
The difference between the two curves is slight, which leads us to conclude that the optimized
values of the thermal permeability and inertial factor are correct. This study has been carried
out, in the frequency bandwidths (1.5 - 2.5) kHz and has also given good results.

3. Modified Biot theory

When the structure of a porous material is not rigid, the equivalent fluid model, on which
the previous sections are based, no longer applies because the waves propagate in both the
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Figure 12. Experimental setup of acoustic measurements.

0.088 0.089 0.09 0.091

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

Time (s)

A
m

p
lit

u
d
e
 (

a
.u

.)

Figure 13. Experimental incident signal (solid line) and experimental transmitted signal (dashed line).
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Figure 14. Minima of the inverse problem.

skeleton and the saturating fluid. The fluid-structure interactions then play an essential role
in the propagation. The study of theses effects has been largely developed by Biot [40, 41]
for applications in the domain of oil exploration since 1950. This semi-phenomenological
theory provides a rigorous description of the propagation of acoustical waves in porous
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and k0. The tortuosity α∞ and the viscous characteristic length Λ are measured in the high
frequency range [4] obtaining the values: α∞ = 1.2 and Λ = 65μm. The value of the thermal
tortuosity α�0 is approximated by the relation α�0 � α0/α∞. Fig. 13 shows the experimental
incident signal (solid line) generated by the loudspeaker in the frequency bandwidth (2.5 -
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problem numerically for the thermal permeability k�0 and the inertial factor α0 , we find the
following optimized values: k�0 = (1.06 ± 0.2) × 10−9m2 and α0 = 2.15 ± 0.15. We present
in Fig. 14 the variation of the minimization function U with the thermal permeability k�0 and
tortuosity α0. The obtained ratio of 2.4 between the inverted k�0 and k0 is in adequacy with
the ratio given in literature [9, 39], which is found generally to be between 2 and 4 for plastic
foams. In Fig. 15, we show a comparison between an experimental transmitted signal and
simulated transmitted signal for the optimized values of thermal permeability and tortuosity.
The difference between the two curves is slight, which leads us to conclude that the optimized
values of the thermal permeability and inertial factor are correct. This study has been carried
out, in the frequency bandwidths (1.5 - 2.5) kHz and has also given good results.

3. Modified Biot theory

When the structure of a porous material is not rigid, the equivalent fluid model, on which
the previous sections are based, no longer applies because the waves propagate in both the
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skeleton and the saturating fluid. The fluid-structure interactions then play an essential role
in the propagation. The study of theses effects has been largely developed by Biot [40, 41]
for applications in the domain of oil exploration since 1950. This semi-phenomenological
theory provides a rigorous description of the propagation of acoustical waves in porous
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Figure 15. Comparison between the experimental transmitted signal (solid line) and the simulated
transmitted signals (dashed line) using the reconstructed values of k�0 and α0.

media saturated by a compressible viscous fluid. Such diphasic materials are supposed to
be elastic and homogeneous. Biot’s theory was initially introduced for petroleum prospecting
and research. Due to its very general and rather fundamental character, it has been applied
in various fields of acoustics such as geophysics, underwater acoustics, seismology, ultrasonic
characterization of bones, etc. Cancelous bone is a porous material consisting of a matrix
of solid trabeculae filled with soft bone marrow. The interaction between ultrasound and
bone is highly complex. Modeling ultrasonic propagation through trabecular tissue has
been considered using porous media theories, such as Biot’s theory. This theory derives
the equations of motion for each phase (i.e. the solid frame and the fluid) based on energy
considerations which include the inertial, potential and viscous coupling between the two
phases. For an isotropic porous medium, three different bulk modes are predicted, i.e. two
compression waves and one shear wave. One compressional wave, the so-called wave of
the first type or fast longitudinal wave, and the transverse wave are similar to the two bulk
waves observed in an anisotropic linear elastic solid. The other longitudinal wave, called a
wave of the second kind, or slow wave, is a highly damped and very dispersive mode. It is
diffusive at low frequencies and propagative at high frequencies. In this section, the direct
and inverse scattering problems for the ultrasonic propagation in porous material having an
elastic frame are solved [42–46]. An experimental application on human cancelous bone is
discussed [42, 43].

3.1. Model

The equations of motion of the frame and fluid are given by the Euler equations applied to
the Lagrangian density. Here −→u and

−→
U are the displacements of the solid and fluid phases.

The equations of motion are:

ρ̃11(t) ∗ ∂2−→u
∂t2 + ρ̃12(t) ∗ ∂2−→U

∂t2 = P
−→∇ .(

−→∇ .−→u ) + Q
−→∇ (

−→∇ .
−→
U )− N

−→∇ ∧ (
−→∇ ∧−→u ),

ρ̃12(t) ∗ ∂2−→u
∂t2 + ρ̃22(t) ∗ ∂2−→U

∂t2 = Q
−→∇ (

−→∇ .−→u ) + R
−→∇ (

−→∇ .
−→
U ). (39)
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wherein P, Q and R are generalized elastic constants which are related, via gedanken
experiments, to other, measurable quantities, namely φ (porosity), K f (bulk modulus of the
pore fluid), Ks (bulk modulus of the elastic solid) and Kb (bulk modulus of the porous skeletal
frame). N is the shear modulus of the composite as well as that of the skeletal frame. The
equations which explicitly relate P, Q, and R to φ, K f , Ks, Kb, and N are given by

P=
(1−φ)(1−φ− Kb

Ks
)Ks + φ Ks

K f
Kb

1−φ− Kb
Ks
+φ Ks

K f

+
4
3

N, Q=
(1−φ− Kb

Ks
)φKs

1−φ− Kb
Ks
+φ Ks

K f

, R=
φ2Ks

1−φ− Kb
Ks

+ φ Ks
K f

.

The Young modulus and the Poisson ratio of the solid Es, νs and of the skeletal frame Eb, νb
depend on the generalized elastic constant P, Q and R via the relations:

Ks =
Es

3(1 − 2νs)
, Kb =

Eb
3(1 − 2νb)

, N =
Eb

2(1 + νb)
. (40)

The temporal operators ρ̃11(t), ρ̃12(t) et ρ̃22(t) are the operators of mass coupling between
fluid and structure and are given in the high frequency range by [47]:

ρ̃11(t) = ρ11 +
2φα∞

Λ

( ρ f η

πt

)1/2
, ρ̃12(t) = ρ12 − 2φα∞

Λ

( ρ f η

πt

)1/2
,

ρ̃22(t) = ρ22 +
2φα∞

Λ

( ρ f η

πt

)1/2
.

Biot coefficients ρmn, are the "mass factors" and are connected to the densities of solid (ρs) and
fluid (ρ f ) by ρ11 + ρ12 = (1 − φ)ρs and ρ12 + ρ22 = φρ f , ρ12 = −φρ f (α∞ − 1).

3.1.1. Longitudinal waves

As in the case of an elastic solid, the wave equations of dilatational and rotational waves can be
obtained using scalar and vector displacement potentials, respectively. Two scalar potentials
for the frame and the fluid Φs and Φ f

−→u =
−→∇Φs,

−→
U =

−→∇Φ f .

In this case the equations 39 become for a propagation along the x axis:

(
ρ11 ρ12
ρ12 ρ22

)
∂2

∂t2

(
Φs
Φ f

)
+

2φρ f α∞

Λ

√
η

ρ f

(
1 −1
−1 1

)
∂3/2

∂t3/2

(
Φs
Φ f

)
=

(
P Q
Q R

)
∂2

∂x2

(
Φs
Φ f

)
,

(41)

The result of solving this system of equations is the existence of two distinct longitudinal
modes called slow mode and fast mode. The system (41) can be expressed on the basis of slow
and fast waves Φ1 and Φ2 respectively by:

∂2

∂x2

(
Φ1
Φ2

)
=

(
λ̃1(t) 0

0 λ̃2(t)

)(
Φ1
Φ2

)
,
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Figure 15. Comparison between the experimental transmitted signal (solid line) and the simulated
transmitted signals (dashed line) using the reconstructed values of k�0 and α0.

media saturated by a compressible viscous fluid. Such diphasic materials are supposed to
be elastic and homogeneous. Biot’s theory was initially introduced for petroleum prospecting
and research. Due to its very general and rather fundamental character, it has been applied
in various fields of acoustics such as geophysics, underwater acoustics, seismology, ultrasonic
characterization of bones, etc. Cancelous bone is a porous material consisting of a matrix
of solid trabeculae filled with soft bone marrow. The interaction between ultrasound and
bone is highly complex. Modeling ultrasonic propagation through trabecular tissue has
been considered using porous media theories, such as Biot’s theory. This theory derives
the equations of motion for each phase (i.e. the solid frame and the fluid) based on energy
considerations which include the inertial, potential and viscous coupling between the two
phases. For an isotropic porous medium, three different bulk modes are predicted, i.e. two
compression waves and one shear wave. One compressional wave, the so-called wave of
the first type or fast longitudinal wave, and the transverse wave are similar to the two bulk
waves observed in an anisotropic linear elastic solid. The other longitudinal wave, called a
wave of the second kind, or slow wave, is a highly damped and very dispersive mode. It is
diffusive at low frequencies and propagative at high frequencies. In this section, the direct
and inverse scattering problems for the ultrasonic propagation in porous material having an
elastic frame are solved [42–46]. An experimental application on human cancelous bone is
discussed [42, 43].

3.1. Model

The equations of motion of the frame and fluid are given by the Euler equations applied to
the Lagrangian density. Here −→u and

−→
U are the displacements of the solid and fluid phases.

The equations of motion are:
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∂t2 + ρ̃12(t) ∗ ∂2−→U

∂t2 = P
−→∇ .(

−→∇ .−→u ) + Q
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experiments, to other, measurable quantities, namely φ (porosity), K f (bulk modulus of the
pore fluid), Ks (bulk modulus of the elastic solid) and Kb (bulk modulus of the porous skeletal
frame). N is the shear modulus of the composite as well as that of the skeletal frame. The
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The temporal operators ρ̃11(t), ρ̃12(t) et ρ̃22(t) are the operators of mass coupling between
fluid and structure and are given in the high frequency range by [47]:
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Biot coefficients ρmn, are the "mass factors" and are connected to the densities of solid (ρs) and
fluid (ρ f ) by ρ11 + ρ12 = (1 − φ)ρs and ρ12 + ρ22 = φρ f , ρ12 = −φρ f (α∞ − 1).

3.1.1. Longitudinal waves

As in the case of an elastic solid, the wave equations of dilatational and rotational waves can be
obtained using scalar and vector displacement potentials, respectively. Two scalar potentials
for the frame and the fluid Φs and Φ f

−→u =
−→∇Φs,

−→
U =

−→∇Φ f .

In this case the equations 39 become for a propagation along the x axis:

(
ρ11 ρ12
ρ12 ρ22

)
∂2

∂t2

(
Φs
Φ f

)
+

2φρ f α∞

Λ

√
η

ρ f

(
1 −1
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∂t3/2

(
Φs
Φ f

)
=
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P Q
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)
∂2

∂x2

(
Φs
Φ f

)
,

(41)

The result of solving this system of equations is the existence of two distinct longitudinal
modes called slow mode and fast mode. The system (41) can be expressed on the basis of slow
and fast waves Φ1 and Φ2 respectively by:

∂2

∂x2

(
Φ1
Φ2

)
=

(
λ̃1(t) 0

0 λ̃2(t)

)(
Φ1
Φ2

)
,

151Transient Acoustic Wave Propagation in Porous Media



26 Will-be-set-by-IN-TECH

where �λ1(t) and �λ2(t) are operators of time corresponding to the eigenvalues of the system
(41). Their expressions are given by:

�λ1(t) =
1
2

�
τ1 −

�
τ2

1 − 4τ3

�
∂2

∂t2 +
1
2

⎛
⎝τ2 − τ1τ2 − 2τ4�

τ2
1 − 4τ3

⎞
⎠ ∂3/2

∂t3/2

− 1
4

⎛
⎝ τ2

2�
τ2

1 − 4τ3

− (τ1τ2 − 2τ4)
2

2(τ2
1 − 4τ3)3/2

⎞
⎠ ∂
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,

�λ2(t) =
1
2

�
τ1 +

�
τ2

1 − 4τ3

�
∂2

∂t2 +
1
2

⎛
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τ1τ2 − 2τ4�
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1 − 4τ3

⎞
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∂t3/2

+
1
4

⎛
⎝ τ2
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τ2

1 − 4τ3
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∂t

with:

τ1=R�ρ11+P�ρ22−2Q�ρ12, τ2= A
�
P� + R� + 2Q�� , τ3=

�
P�R� − Q�2

� �
ρ11ρ22 − ρ2

12

�
,

and τ4= A
�

P�R� − Q�2� (ρ11+ρ22−2ρ12) .

Coefficients R�, P� and Q� are given by: R� = R
PR−Q2 , Q� = Q

PR−Q2 , and P� = P
PR−Q2 .

The system of equations (41) shows that the slow and fast waves obey the same propagation
equation developed in the framework of the equivalent fluid model (equation 13). The
eigenvectors (1, ��1(t)) and (1, ��2(t)) associated with the eigenvalues �λ1(t) et �λ2(t) link the
potential solid and fluid Φs and Φ f , respectively to slow and fast waves Φ1 and Φ2 by the
following relations:

�
Φs
Φ f

�
=

�
1 1

��1(t) ��2(t)

��
Φ1
Φ2

�
, (42)

the analytical expressions of temporal operators ��1(t) and ��2(t) are given by:
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where

τ5 =
(
R�ρ11 − Q�ρ12

)
τ6 = A

(
R� + Q�) , τ7 =

(
R�ρ12 − Q�ρ22

)
.

For a slab of cancellous bone occupying the region 0 ≤ x ≤ L, the incident pi(t) and
transmitted pt(t) fields are related in the time domain by the transmission scattering operator
T̃ given by Eq. 31. In the frequency domain, the expression of the transmission coefficient
T (ω), which is the Fourier transform of T̃ is given by [42]
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and �̃2(t), respectively. The coefficients Ψ1(ω), Ψ2(ω) and Ψ(ω) are given by

Ψ1(ω) = φZ2(ω)− (1 − φ)Z4(ω), Ψ2(ω) = (1 − φ)Z3(ω)− φZ1(ω),
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Z1(ω) = (P + Q�1(ω))λ1(ω), Z2(ω) = (P + Q�2(ω))λ2(ω),

Z3(ω) = (Q + R�1(ω))λ1(ω), Z4(ω) = (Q + R�2(ω))λ2(ω).

3.2. Ultrasonic characterization of human cancellous bone using the Biot theory:
Inverse problem

Osteoporosis is a degenerative bone disease associated with biochemical and hormonal
changes in the ageing body. These changes perturb the equilibrium between bone apposition
and bone removal, resulting in a net decrease in bone mass. This leads to a modification
of the structure (porosity, trabecular thickness, connectivity etc.) and, to a lesser extent,
the composition (mineral density) of the bone. These changes result in a decrease of the
mechanical strength of bone and in an increase of the risk of fracture. Osteoporosis mainly
affects the trabecular bone (located at the hip, vertebrae or heels for instance). Early clinical
detection of this pathological condition is very important to insure proper treatment. The
primary method currently used for clinical bone assessment is based on x-ray absorptiometry,
and measures total bone mass at a particular anatomic site. Because other factors, such
as architecture, also appear to have a role in determining an individual’s risk of fracture,
ultrasound is an alternative to X-rays that has generated much attention. In addition to
their potential for conveying the architectural aspects of bone, ultrasonic techniques also may
have advantages in view of their use as a nonionising radiation and inherently lower costs,
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For a slab of cancellous bone occupying the region 0 ≤ x ≤ L, the incident pi(t) and
transmitted pt(t) fields are related in the time domain by the transmission scattering operator
T̃ given by Eq. 31. In the frequency domain, the expression of the transmission coefficient
T (ω), which is the Fourier transform of T̃ is given by [42]

T (ω) =
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The functions λ1(ω), λ2(ω), �1(ω) and �2(ω) are the Fourier transform of λ̃1(t), λ̃2(t), �̃1(t)
and �̃2(t), respectively. The coefficients Ψ1(ω), Ψ2(ω) and Ψ(ω) are given by

Ψ1(ω) = φZ2(ω)− (1 − φ)Z4(ω), Ψ2(ω) = (1 − φ)Z3(ω)− φZ1(ω),

Ψ(ω) = 2(Z1(ω)Z4(ω)− Z2(ω)Z3(ω)),

and the coefficients Z1(ω), Z2(ω), Z3(ω) and Z4(ω) by

Z1(ω) = (P + Q�1(ω))λ1(ω), Z2(ω) = (P + Q�2(ω))λ2(ω),

Z3(ω) = (Q + R�1(ω))λ1(ω), Z4(ω) = (Q + R�2(ω))λ2(ω).

3.2. Ultrasonic characterization of human cancellous bone using the Biot theory:
Inverse problem

Osteoporosis is a degenerative bone disease associated with biochemical and hormonal
changes in the ageing body. These changes perturb the equilibrium between bone apposition
and bone removal, resulting in a net decrease in bone mass. This leads to a modification
of the structure (porosity, trabecular thickness, connectivity etc.) and, to a lesser extent,
the composition (mineral density) of the bone. These changes result in a decrease of the
mechanical strength of bone and in an increase of the risk of fracture. Osteoporosis mainly
affects the trabecular bone (located at the hip, vertebrae or heels for instance). Early clinical
detection of this pathological condition is very important to insure proper treatment. The
primary method currently used for clinical bone assessment is based on x-ray absorptiometry,
and measures total bone mass at a particular anatomic site. Because other factors, such
as architecture, also appear to have a role in determining an individual’s risk of fracture,
ultrasound is an alternative to X-rays that has generated much attention. In addition to
their potential for conveying the architectural aspects of bone, ultrasonic techniques also may
have advantages in view of their use as a nonionising radiation and inherently lower costs,
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compared with x-ray densitometric methods. Although ultrasonic methods appear promising
for noninvasive bone assessment, they have not yet fulfilled their potential. Unfortunately, a
poor understanding of the ultrasound interaction with bone has become one of the obstacles
preventing it from being a fully developed diagnostic technique. Despite extensive research
on the empirical relationship between ultrasound and the bulk properties of bone, the
mechanism of how ultrasound physically interacts with bone is still unclear. Since trabecular
bone is an inhomogeneous porous medium, the interaction between ultrasound and bone is a
highly complex phenomenon. Modelling ultrasonic propagation through trabecular tissue has
been considered using porous media theories, such as Biot’s theory. As seen in the previous
section, within the framework of the modified Biot theory, the propagation of ultrasonic waves
in a slab of cancellous bone is conditioned by many parameters: porosity φ, tortuosity α∞,
viscous characteristic length Λ, fluid viscosity η, Young’s modulus of the elastic solid Es,
Young’s modulus of porous skeletal frame Eb, Poisson’s ratio of the elastic solid νs, Poisson’s
ratio of the porous skeletal frame νb, the solid density ρs, the bulk modulus of the saturating
fluid K f and the fluid density ρ f . It is therefore important to develop new experimental
methods and efficient tools for their estimation. The basic inverse problem associated with the
slab of cancellous bone may be stated as follows: from measurements of the signal transmitted
outside the slab, find the values of the medium’s parameters. Solving the inverse problem
for all the Biot parameters using only the transmitted experimental data is difficult, if not
impossible. To achieve this task, requires more experimental data for obtaining a unique
solution. For this reason, in this contribution we limit the inversion to the five parameters:
Eb, νb, φ, α∞ and Λ. In our previous paper [42], we studied the sensitivity of transmitted
waveforms to variations of φ, α∞ and Λ. The sensitivity of Eb and νb has been examined in
Ref. [43]

As an application of this model, some numerical simulations are compared with experimental
results. Experiments are performed in water using two broadband Panametrics A 303S plane
piezoelectric transducers with a central frequency of 1 MHz in water, and diameter of 1cm.
400 V Pulses are provided by a 5058PR Panametrics pulser/receiver. Electronic interference
is removed by averaging 1000 acquisitions. The experimental setup is shown in Fig. 9.
The parallel-faced samples were machined from femoral heads and femoral necks of human
cancellous bone. The liquid in the pore space (blood and marrow) is removed from the bone
sample and substituted by water. The size of the ultrasound beam is very small compared to
the size of the specimens. The emitting transducer insonifies the sample at normal incidence
with a short (in time domain) pulse. When the pulse hits the front surface of the sample, a
part is reflected, a part is transmitted as a fast wave, and a part is transmitted as a slow wave.
When any of these components, travelling at different speeds, hit the second surface, a similar
effect takes place: a part is transmitted into the fluid, and a part is reflected as a fast or slow
wave. The experimental transmitted waveforms are travelling through the cancellous bone in
the same direction as the trabecular alignment (x direction). The fluid characteristics are: bulk
modulus K f = 2.28 GPa, density ρ f = 1000Kgm−3, viscosity η = 10−3Kg.m.s−1. Consider a
sample of human cancellous bone M1 (femoral neck) of thickness 11.2 mm and solid density
ρs = 1990Kgm−3. The Young’s modulus Es = 13GPa and Poisson ratio νs = 0.3 of the solid
bone are taken from the literature [48]. Figure 9 shows the experimental incident signal. The
inverse problem is solved by minimizing the function U(φ, α∞, Λ, Eb, νs) given by:

U(φ, α∞, Λ, Eb, νb) =
i=n

∑
i=1

(pt
exp(x, ti)− pt(x, ti))

2,
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wherein pt
exp(x, ti)i=1,2,...n is the discrete set of values of the experimental transmitted signal

and pt(x, ti)i=1,2,...n the discrete set of values of the simulated transmitted signal. A large
variation range is applied of each estimating parameter value in solving the inverse problem.
The variation range of the parameters is ; α∞ ∈ [1, 2], Λ ∈ [1, 200]μm, φ ∈ [0.5, 0.99],
ν ∈ [0.1, 0.5] and Eb ∈ [0.5, 5]GPa. The variations of the cost function with the physical
parameters present one clear minimum corresponding to the mathematical solution of the
inverse problem. This shows that the inverse problem is well posed mathematically, and that
the solution is unique. The minima, corresponding to the solution of the inverse problem, are
clearly observed for each parameter. After solving the inverse problem, we find the following
optimized values: φ = 0.64, α∞ = 1.018, Λ = 10, 44μm, νb = 0.28 and Eb = 4.49 GPa.
Using these values, we present in Figs. 16-19 the variations in the discrepancy function U
with respect to two values of the inverted parameters. To show clearly the solution of the
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Figure 16. Variation of the minimization function U with the viscous characteristic length Λ and the
Young modulus of the skeletal frame Eb.
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Figure 17. Variation of the minimization function U with the the Young modulus of the skeletal frame
Eb and the tortuosity α∞.

inverse problem, the variation of U in Figs. 16-19 is given only around the minima values
of the inverted parameters. In Fig. 20, a comparison is made between the experimental
transmitted signal and the simulated transmitted signals using the reconstructed values of
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compared with x-ray densitometric methods. Although ultrasonic methods appear promising
for noninvasive bone assessment, they have not yet fulfilled their potential. Unfortunately, a
poor understanding of the ultrasound interaction with bone has become one of the obstacles
preventing it from being a fully developed diagnostic technique. Despite extensive research
on the empirical relationship between ultrasound and the bulk properties of bone, the
mechanism of how ultrasound physically interacts with bone is still unclear. Since trabecular
bone is an inhomogeneous porous medium, the interaction between ultrasound and bone is a
highly complex phenomenon. Modelling ultrasonic propagation through trabecular tissue has
been considered using porous media theories, such as Biot’s theory. As seen in the previous
section, within the framework of the modified Biot theory, the propagation of ultrasonic waves
in a slab of cancellous bone is conditioned by many parameters: porosity φ, tortuosity α∞,
viscous characteristic length Λ, fluid viscosity η, Young’s modulus of the elastic solid Es,
Young’s modulus of porous skeletal frame Eb, Poisson’s ratio of the elastic solid νs, Poisson’s
ratio of the porous skeletal frame νb, the solid density ρs, the bulk modulus of the saturating
fluid K f and the fluid density ρ f . It is therefore important to develop new experimental
methods and efficient tools for their estimation. The basic inverse problem associated with the
slab of cancellous bone may be stated as follows: from measurements of the signal transmitted
outside the slab, find the values of the medium’s parameters. Solving the inverse problem
for all the Biot parameters using only the transmitted experimental data is difficult, if not
impossible. To achieve this task, requires more experimental data for obtaining a unique
solution. For this reason, in this contribution we limit the inversion to the five parameters:
Eb, νb, φ, α∞ and Λ. In our previous paper [42], we studied the sensitivity of transmitted
waveforms to variations of φ, α∞ and Λ. The sensitivity of Eb and νb has been examined in
Ref. [43]

As an application of this model, some numerical simulations are compared with experimental
results. Experiments are performed in water using two broadband Panametrics A 303S plane
piezoelectric transducers with a central frequency of 1 MHz in water, and diameter of 1cm.
400 V Pulses are provided by a 5058PR Panametrics pulser/receiver. Electronic interference
is removed by averaging 1000 acquisitions. The experimental setup is shown in Fig. 9.
The parallel-faced samples were machined from femoral heads and femoral necks of human
cancellous bone. The liquid in the pore space (blood and marrow) is removed from the bone
sample and substituted by water. The size of the ultrasound beam is very small compared to
the size of the specimens. The emitting transducer insonifies the sample at normal incidence
with a short (in time domain) pulse. When the pulse hits the front surface of the sample, a
part is reflected, a part is transmitted as a fast wave, and a part is transmitted as a slow wave.
When any of these components, travelling at different speeds, hit the second surface, a similar
effect takes place: a part is transmitted into the fluid, and a part is reflected as a fast or slow
wave. The experimental transmitted waveforms are travelling through the cancellous bone in
the same direction as the trabecular alignment (x direction). The fluid characteristics are: bulk
modulus K f = 2.28 GPa, density ρ f = 1000Kgm−3, viscosity η = 10−3Kg.m.s−1. Consider a
sample of human cancellous bone M1 (femoral neck) of thickness 11.2 mm and solid density
ρs = 1990Kgm−3. The Young’s modulus Es = 13GPa and Poisson ratio νs = 0.3 of the solid
bone are taken from the literature [48]. Figure 9 shows the experimental incident signal. The
inverse problem is solved by minimizing the function U(φ, α∞, Λ, Eb, νs) given by:

U(φ, α∞, Λ, Eb, νb) =
i=n

∑
i=1

(pt
exp(x, ti)− pt(x, ti))
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wherein pt
exp(x, ti)i=1,2,...n is the discrete set of values of the experimental transmitted signal

and pt(x, ti)i=1,2,...n the discrete set of values of the simulated transmitted signal. A large
variation range is applied of each estimating parameter value in solving the inverse problem.
The variation range of the parameters is ; α∞ ∈ [1, 2], Λ ∈ [1, 200]μm, φ ∈ [0.5, 0.99],
ν ∈ [0.1, 0.5] and Eb ∈ [0.5, 5]GPa. The variations of the cost function with the physical
parameters present one clear minimum corresponding to the mathematical solution of the
inverse problem. This shows that the inverse problem is well posed mathematically, and that
the solution is unique. The minima, corresponding to the solution of the inverse problem, are
clearly observed for each parameter. After solving the inverse problem, we find the following
optimized values: φ = 0.64, α∞ = 1.018, Λ = 10, 44μm, νb = 0.28 and Eb = 4.49 GPa.
Using these values, we present in Figs. 16-19 the variations in the discrepancy function U
with respect to two values of the inverted parameters. To show clearly the solution of the
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Figure 17. Variation of the minimization function U with the the Young modulus of the skeletal frame
Eb and the tortuosity α∞.

inverse problem, the variation of U in Figs. 16-19 is given only around the minima values
of the inverted parameters. In Fig. 20, a comparison is made between the experimental
transmitted signal and the simulated transmitted signals using the reconstructed values of
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Figure 18. Variation of the minimization function U with the viscous characteristic length Λ and the
tortuosity α∞.
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Figure 19. Variation of the minimization function U with the porosity φ and the viscous characteristic
length Λ.

α∞, φ, Λ, νb and Eb. The difference between the two curves is small, which leads us to
conclude that the optimized values of the physical parameters are correct. The fast and slow
waves predicted by the Biot theory are easily detected in the transmitted signal. The slow
wave seems to be less attenuated than the fast wave. In the other applications, the slow
wave is generally more-attenuated and dispersive than the fast wave. We usually observe
the opposite phenomena for cancellous bone samples; this can be explained by the different
orders of magnitude of the physical parameters (high porosity, low tortuosity...etc). Let us now
solve the inverse problem for sample M2 (femoral neck) of thickness 12 mm. Using another
sample of cancellous bone (femoral head) M2 of thickness 10.2 mm. The results after solving
the inverse problem are: φ = 0.72, α∞ = 1.1, Λ = 14.97μm, νb = 0.22 and Eb = 3.1GPa. In
Fig. 21, we compare the experimental transmitted signal to the transmitted simulated signal
using reconstruct values of the physical parameters. The correlation between the two curves
is excellent. The simulated transmitted signals obtained using optimized values (Figs. 20 and
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Figure 20. Comparison between the experimental transmitted signal (solid line) and the simulated
transmitted signals (dashed line) using the reconstructed values of α∞, φ, Λ, νb and Eb (sample M1).
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Figure 21. Comparison between the experimental transmitted signal (solid line) and the simulated
transmitted signals (dashed line) using the reconstructed values of α∞, φ, Λ, νb and Eb (sample M2).

21) reproduce correctly the experimental transmitted signals. This leads us to conclude that
this method is well adapted for the characterization of cancellous bone.
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α∞, φ, Λ, νb and Eb. The difference between the two curves is small, which leads us to
conclude that the optimized values of the physical parameters are correct. The fast and slow
waves predicted by the Biot theory are easily detected in the transmitted signal. The slow
wave seems to be less attenuated than the fast wave. In the other applications, the slow
wave is generally more-attenuated and dispersive than the fast wave. We usually observe
the opposite phenomena for cancellous bone samples; this can be explained by the different
orders of magnitude of the physical parameters (high porosity, low tortuosity...etc). Let us now
solve the inverse problem for sample M2 (femoral neck) of thickness 12 mm. Using another
sample of cancellous bone (femoral head) M2 of thickness 10.2 mm. The results after solving
the inverse problem are: φ = 0.72, α∞ = 1.1, Λ = 14.97μm, νb = 0.22 and Eb = 3.1GPa. In
Fig. 21, we compare the experimental transmitted signal to the transmitted simulated signal
using reconstruct values of the physical parameters. The correlation between the two curves
is excellent. The simulated transmitted signals obtained using optimized values (Figs. 20 and
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1. Introduction 
Previous researchers [1, 2, 3, 4] successfully produced sound absorption panels using 
agricultural wastes. These panels play important role both in noise absorption and heat 
insulation preserving the comfort of indoor living spaces. Yang et al. [4] produced rice 
straw-wood particle composite boards. They found that the sound absorption coefficient of 
these boards is higher than other wood-based materials in the 500-8000 Hz frequency range. 
Reason was the low specific gravity of composite boards having high amount of porosity 
compared to wood-based materials [4]. Another study by Davern [5] aimed at producing 
airspace layers and examined the influence of porosity on the acoustic properties of 
materials. He found that the porosity of the perforated plate and the density of the porous 
material would significantly affect the acoustic impedance and sound absorption coefficient 
of the panel, in which case, the frequency band near the resonance frequency achieved high 
acoustic absorption. In addition to Davern’s study, Lee and Chen [6] reported that the 
acoustic absorption of multi-layer materials is better with a perforated plate backed with 
airspaces. Other usages of natural fibres are in reduction of sound propagation in 
automotive interior spaces, or to improve the control of outdoor noise propagation [7, 8]. 
Recent studies show that researchers are focusing on coir fibre and oil palm fibre in 
replacing synthetic-based fibres for sound absorption applications simply due to their 
abundance in tropical countries such as Malaysia.  

Acoustics, as science, deals with sound creation and transmission through materials. Sound 
and light waves share same vibrational system as these waves creating pressure during 
propagation due to the nature of fluctuation in the material. However, unlike 
electromagnetic waves, sound cannot travel through a vacuum. Consequently, sound wave 
has become important in many applications in materials science, medicine, dentistry, 
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oceanology, marine navigation, communications, petroleum and mineral prospecting, 
industrial processes, music and voice synthesis and animal bioacoustics. Sound in the audio 
frequency range of approximately 20 Hz–20 kHz can be heard by humans. Excessive levels 
of sound can cause permanent hearing loss while continuous exposure could be 
physiologically and psychologically deleterious to one’s well-being. This study, amongst 
many others, is very important in ergonomics since it is closely related to the sense of 
hearing; the crucial in our daily routine whether we are in schools, factories, offices and 
theaters. These places are in high demand for materials that are able to reduce noise level at 
various frequency ranges. When sound propagates in an enclosed room, the frequencies and 
decibel levels are subjected to reflections which lead to echoes. An acoustic absorption panel 
can be used to prevent echoes and reduce the intensity of the sound that is heard outside the 
room. Acoustic absorption panels are normally filled up with porous layers of materials 
capable of controlling reverberation and background noise [9]. The energy of incident sound 
is transformed into heat and vibration of fibers, and eventually dissipated [10]. 

Acoustic absorption panel is placed on ceilings and walls to improve the comprehensibility 
of speech in the room. Commercial acoustic panels are made from synthetic fibers that may 
be hazardous to health and environment. Current trend is to replace them with natural 
fibers that are cheap, environmental friendly and free of health risks. Nowadays, the concept 
of green technology has been incorporated in many fields in the industry. Companies are 
constantly researching for alternatives to further improve their choice of materials that are 
more environmental friendly. These waste materials should have reasonable absorption 
performance compared to synthetic fibers. Studies are going on the sound absorption of coir 
(Cocos nucifera) and palm oil (Elaeis Guinnesis) fibers at various thicknesses and frequency 
bands [11]. On the other hand, there are still other local agricultural resources that their 
acoustical properties are yet to be determined like sugar cane (Saccharum), corn (Zea mays) 
and grass (Axonopus compressus) fibers. Hence, the focal point of this project is to study the 
sound absorption coefficient of four different fibers; coir, corn, sugar cane and dry grass 
with different panel thicknesses. 

2. Methodology 

Coir, corn and sugarcane fibers were obtained from the wet market whereas grass was readily 
attained from a field and then dried out. Corn and Coir fibers were purchased in loose forms 
(see Figure 1 for coir and corn fiber). Samples were compressed separately into disks of 
diameters of 100 and 28 mm by fitting into molds of cylindrical shapes (Figures 2(a) coir fiber, 
(b) corn fiber) according to impedance tube diameter of 100 and 28 mm for low and high 
frequency measurements, respectively. In order to better observe the fiber structures, a 
magnified picture was taken for each type, see Figure 3(a) for coir fiber, (b) for corn fiber. 
Figure 4 shows the molds that were used to prepare samples in disk forms. Molds were 
manufactured using steel tubes while the punchers were made of wood. Samples were 
compressed using hydraulic compressor machine with an average pressure of 45 kg/cm2. The 
absorption coefficient of fibers was evaluated using impedance tube apparatus as shown in 
Figure 5. For comparison of results, two different thicknesses of each sample were tested. 
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Figure 4. Steel molds and wooden punchers were used to fabricate the samples. 

 
Figure 5. Measurement apparatuses consisting of impedance tubes, noise generator and 01dB analyzer. 

Porosity is the ratio of the volume of openings to the total volume of the sample and affects 
the absorption efficiency of each sample. Mass, thickness and fiber diameter of each sample 
determines the porosity and can be calculated using Eq. (1): 

  (1) 

where  and  are the bulk density of sample and fiber density, respectively. The 
quantity  is the ratio of mass and volume of each sample as a disk, whereas  
depends on physical properties of the fiber itself. 

The impedance tube (Figure 5) creates sound by a generator mounted at one end, in the 
form of broadband stationary random waves. The generated sound travels to hit the sample 
which is attached at the other end. The sound pressure is measured at two fixed points 
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using two ¼″ microphones. An analyzer calculates the complex transfer function in order to 
obtain the sound absorption coefficient of material. The sensitivity of microphones was 
calibrated utilizing calibrator type GRAS-42AB at 114 dB levels and 1 kHz. The frequency 
span of experiment was 100-4500 Hz with 3 Hz resolution and it took approximately 10 
seconds for the instrument to achieve the absorption spectrum. Based on Delany-Bazley 
model, the acoustic absorption coefficient, α can be defined as [12]: 

 � � 	 	���⁄	����	
���⁄����		�	�)��	��� ����)⁄ � (2) 

where, �� is speed of sound,ρ0 density of air, �� and �� real and imaginary components of 
surface acoustic impedance.  

3. Results & discussion 

First step was to obtain the physical characteristics of fibers. Masses of samples were 
measured by a precise electronic balance. Length and diameter were measured by caliper 
and used to calculate each fiber’s volume assuming that they have perfect cylindrical shape. 
The last column in Table 1 is the ratio of mass and volume as the fiber density (������). A 
number of 15 samples from each batch were selected and results averaged. The quantity 
����� was calculated based on mass and volume of a disk-shape sample and together with 
������ were put in Eq. (1) to calculate the porosity of the sample. They are presented in Table 
2 and 3 for 1 and 2 cm thicknesses, respectively. 

Figure 6 and 7 show that acoustic absorption of fiber was improved as thickness of sample 
increased. The reason is observable from Table 2 and 3; in which, the porosities of fibers are 
decreased as the corresponding thicknesses increased. Basically more amounts of fibers 
were used to fabricate the 2 cm thickness samples and they have higher bulk density 
compared to 1 cm samples. According to Eq. (1), the increase in bulk density reduces the 
porosity of sample; i.e. less perforation exists which improve the absorption coefficient of 
sample and moves the resonance peaks to lower frequencies. Therefore resonance peaks of 
sugar cane and corn fiber samples were shifted from 3800 and 3200 Hz in Figure 6 to 1000 
and 2800 Hz in Figure 7, respectively. Coir and grass do not show significant absorption 
behavior in Figure 6 but it is very much improved for higher thickness in Figure 7 as both 
having resonance peaks around 2000 Hz. 

Fig. 7 is chosen to compare the absorption coefficient of fibres as the patterns are more 
significant in this plot. Coir and grass absorbed more than 70% of incident sound at 
frequencies higher than 1300 Hz whereas corn presented similar behaviour above 1800 Hz. 
For sugar cane absorption is generally lower than 70% except for a small region around 1000 
Hz that the structural resonance happens because the diameter of sugar cane fibre is around 
400 μm which is larger than the rest. A sample made of fibre with larger diameter does not 
show significant elastic behaviour; also have lower flow resistivity because there are more 
hallow spaces when putting fibres together. Reduction in flow resistivity decreases the 
absorption coefficient of sample. 
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Sample No. Mass (mg) Length 
(mm) 

Diameter 
(μm) 

Volume 
(mm3) 

Density 
(kg/m3) 

1 0.8 151 450 5.44 147.17 
2 3 180 350 5.04 595.24 
3 3.4 190 380 5.78 588.64 
4 3.2 185 390 5.77 554.40 
5 2.8 159 370 4.71 594.93 
6 3.2 162 350 4.54 705.47 
7 3.3 191 370 5.59 590.08 
8 3.5 195 400 6.24 560.90 
9 3.6 202 370 5.98 602.09 
10 2.9 183 350 5.09 569.22 
11 3.1 191 350 5.35 579.66 
12 3.8 217 350 6.08 625.41 
13 2.5 181 330 4.78 523.19 
14 1.3 175 290 4.03 322.42 
15 1.8 170 260 3.59 501.34 
  

Average Diameter (μm): 357  
Average Density (kg/m3): 537  

Table 1. Physical characteristics of corn fiber 

 

Type of Fiber Porosity (%)
Sample Diameter

100 mm 28 mm 
Coir 89.38 93.41 
Corn 97.83 97.50 

Sugar Cane 96.32 95.20 
Grass 96.93 96.86 

Table 2. Porosities of samples with thickness of 1 cm. 

 

Type of Fiber Porosity (%)
Sample Diameter

100 mm 28 mm 
Coir 88.67 89.68 
Corn 96.12 96.24 

Sugar Cane 95.91 94.71 
Grass 94.22 96.07 

Table 3. Porosities of samples with thickness of 2 cm. 

Comparing the synthetic materials in Table 4 with natural fibres in Table 5 proves the 
possibility of implementing these natural materials in acoustic panels. Apart from fibre glass 
board; carpet, plywood and drapery generally have lower absorption coefficient than the 
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selected natural fibres throughout the frequency spectrum which the difference is even more 
significant above 1000 Hz. 

 
Figure 6. Acoustic absorption coefficient of 1 cm sample for the four types of fibers. 

 
Figure 7. Acoustic absorption coefficient of 2 cm sample for the four types of fibers. 

Synthetic Materials Frequency (Hz)
125 250 500 1000 2000 4000 

Carpet 0.01 0.02 0.06 0.15 0.25 0.45 
Plywood (19 mm) 0.2 0.18 0.15 0.12 0.1 0.1 

Drapery (340 g/m2) 0.04 0.05 0.11 0.18 0.3 0.35 
Fiberglass board (1" thickness) 0.06 0.2 0.65 0.9 0.95 0.98 

Table 4. Absorption coefficients of some common building and acoustic panel materials in octave 
bands [13]. 
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Natural fibres Frequency (Hz)
125 250 500 1000 2000 4000 

Coir 0.04 0.06 0.12 0.46 0.97 0.78 
Corn 0.04 0.06 0.16 0.28 0.81 0.90 
Grass 0.11 0.08 0.14 0.45 0.98 0.70 

Sugarcane 0.07 0.05 0.13 0.88 0.63 0.78 

Table 5. Absorption coefficients of natural fibres of thickness 20 mm obtained from tests in octave bands. 

Fibreglass shows better results in comparison with the abovementioned natural fibers. 
Unfortunately, there have been serious health issues related to fiberglass that may occur 
immediately or within a few days of exposure such as skin irritation and redness, eye, nose 
and throat irritation. Not only that, breathing in fiberglass dust may result in coughing, 
bronchitis, shortness of breath, and even permanent lung disease if exposure is too excessive 
[14]. Therefore fiberglass is not a good option despite its good acoustical absorption 
characteristics. Natural fibers not only exhibited good absorption behavior but also play an 
important role in design for ergonomics. They maintain a comfortable environment by 
reducing noise level and health risks at the same time.  

There are possible measurement errors due to deformation and expansion of samples in 
impedance tube. The reason is absence of binder that enhances surface strength of the 
sample and maintains fibers together. This study was aimed at solely investigating the 
properties of pure natural fibers and any use of additives was prohibited.  

4. Mechanism for the process 

In Physics, resonance is defined as ”the increase in amplitude of oscillation of an electric or 
mechanical system exposed to a periodic force whose frequency is equal or very close to the 
natural undamped frequency of the system”[15]. All structures have natural frequencies and 
when a similar vibrational mode exists, resonance occurs. Guitars and electronic devices are 
designed to resonate with external mode in order to detect that specific mode of frequency. 
When resonance occurs, the corresponding systems are able to store and easily transfer 
energy at resonance frequency modes. As the energy transfer between these modes, it is 
expected that the system losses some energy which entirely depends on damping factor. If 
the damping factor is small, the resonance frequency is approximately equal to the natural 
frequency of the system. Resonance phenomena have become the corner stone of so many 
applications in medicine, science and technology such as nuclear and electron spin resonance.  

The study of the resonance phenomena in fibers is essential in improving their acoustical 
properties. Design of sound absorbers depend on the resonance frequency of the fiber or, in 
more complicated system, a perforated fiber panel. One of the factors that considerably 
change the acoustic impedance and absorption coefficient of the acoustic absorber is the 
porosity. Baranek and Ver [16] presented a compact expression for acoustic impedance of 
perforated plates. The expression indicated that the influence factor include thickness of the 
sample, hole radius, hole pitch, and porosity of the perforated plates and air contained in 
the holes. For porous material, the complex wave propagation constant and characteristic 
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impedance could be expressed in terms of the flow resistivity, wave number, air density, 
and sound frequency. Sound absorption characteristic of porous material is not so much a 
function of type material but airflow resistivity and how well material construction can be 
executed to achieve desirable properties for sound absorbers [17]. 

Research is not only focusing on measuring the resonance frequency, but also its prediction. 
Within the frame of this approach, mathematical models were presented showing how the 
acoustical properties of fibrous materials are related to their characteristic impedance. The 
Delany-Bazley and Miki [17] models are well known as conventional prediction models. The 
methodology of preparing these models and subsequent mathematical formulas are not so 
different from each other when it comes to the scientific basis but they are different only in 
the values of coefficients and degrees in the formulas. The acoustic panel exhibits a shift of 
the absorption coefficient peak to lower frequency range when the thickness of the samples 
is increased. This mechanism depends on the physical properties of the fibers such as 
diameter and density.  

5. Conclusions and recommendations 

Current trend in green technology is to replace synthetic materials with natural alternatives 
that have similar functionalities. This study aimed at enlightening the acoustic behavior of 
natural fibers seeking possibility of implementing them as absorbers in acoustic absorption 
panel. The selected fibers were coir, corn, sugar cane and grass that are vastly available in 
tropical countries such as Malaysia. They were compressed into cylindrical samples prior to be 
tested in impedance tube. Physical characteristics of samples were measured and used to 
calculate their porosities. By using the same compression ratio, samples with larger thickness 
possessed lower porosity value. Impedance tube measurements revealed that samples with 1.0 
cm thickness had generally absorption coefficient below 70% in the frequency span of 3000 Hz. 
Increasing the thickness to 2.0 cm reduced their porosity and improved the absorption 
coefficient. For this thickness; coir, corn and grass absorbed more than 70% of the incident 
sound at 1300 Hz. Sugar cane had same amount of absorption only for a narrow band 
around 1000 Hz and was not considered as a good absorber. Comparing the absorption 
coefficient of coir, corn and grass (20 cm thickness) in various octave bands with common 
building and acoustic panel materials showed that they are outstanding alternatives. 
Fiberglass was an exception; it had best absorption coefficient among the all but also known to 
have risks to health and environment and is advised to be replaced in the future.  
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1. Introduction 

Acoustic Emission (AE) is a phenomenon of a transient stress waves resulting from a 
sudden release of elastic energy, caused by mechanical deformations, initiation and 
propagation of microcracks, dislocation movement, and other irreversible changes in 
material [1]. AE sensors are used to detect the acoustic waves at the surface of a structure, 
produced by AE events either on the surface or in the bulk of the material [2]. 

There are two types of signals in the AE system; namely burst and continuous signals.  Burst 
signal is a separate type of signal of a very short duration (in the range of a few 
microseconds (µs) to a few miliseconds (ms)) and it is a broad frequency domain spectrum. 
Meanwhile the continuous signal is emitted close to each other or the burst is very high rate. 
The continuous signal is also occurred very close and sometimes overlaps. When the AE 
signal or output is transmitted in a structure, an array is identified. The output is always 
represented in a waveform which has information on a source location. A key to compute a 
source location is by determination of the wave velocity of the wave propagation. If 
incorrect wave velocity was used either owing to poor assumption or triggering of the 
system, it would affect to the determination of the source location [3]. Thus accurate wave 
velocity is important for the determination of the source location prior to any AE test.  

The AE wave velocity can be determined by estimating the time of arrival (TOA) of the 
wave propagating in the structure; normally based on the threshold level [3] or frequency 
[4]. Typically, the propagation of wave in concrete can be categorized into three different 
types; namely dilatation wave (compression waves, longitudinal wave or P-wave for 
primary), the distortion wave (shear waves or S-wave for secondary) and the Rayleigh wave 
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1. Introduction 

Acoustic Emission (AE) is a phenomenon of a transient stress waves resulting from a 
sudden release of elastic energy, caused by mechanical deformations, initiation and 
propagation of microcracks, dislocation movement, and other irreversible changes in 
material [1]. AE sensors are used to detect the acoustic waves at the surface of a structure, 
produced by AE events either on the surface or in the bulk of the material [2]. 

There are two types of signals in the AE system; namely burst and continuous signals.  Burst 
signal is a separate type of signal of a very short duration (in the range of a few 
microseconds (µs) to a few miliseconds (ms)) and it is a broad frequency domain spectrum. 
Meanwhile the continuous signal is emitted close to each other or the burst is very high rate. 
The continuous signal is also occurred very close and sometimes overlaps. When the AE 
signal or output is transmitted in a structure, an array is identified. The output is always 
represented in a waveform which has information on a source location. A key to compute a 
source location is by determination of the wave velocity of the wave propagation. If 
incorrect wave velocity was used either owing to poor assumption or triggering of the 
system, it would affect to the determination of the source location [3]. Thus accurate wave 
velocity is important for the determination of the source location prior to any AE test.  

The AE wave velocity can be determined by estimating the time of arrival (TOA) of the 
wave propagating in the structure; normally based on the threshold level [3] or frequency 
[4]. Typically, the propagation of wave in concrete can be categorized into three different 
types; namely dilatation wave (compression waves, longitudinal wave or P-wave for 
primary), the distortion wave (shear waves or S-wave for secondary) and the Rayleigh wave 
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(surface wave or R-wave) [5–7]. Longitudinal wave is known as L – wave or P – wave; 
which the wave travels in the material and Rayleigh wave (R-wave) travels along the 
surface of the specimen.  The initiation time of the P-wave is when the first TOA of the 
elastic wave reaches to each sensor. If the onset of the S-wave is detected, this information 
can be used either in combination with P-wave or be considered as P-wave onset [8]. 
Determining S–wave is challenging because the distance between sensor and receiver is only 
few wavelengths. Another problem is because the onset of the S–wave is hidden in the P–
wave   [8]. Generally, an S-wave is normal to the direction of the wave propagation and a P-
wave, parallel. Determination of onset time can be done visually or automatically. This 
depends on the onset definition itself and also by picking algorithm. In relation with the 
wave velocity, the P-wave travels at a higher velocity than S-wave [9]. In concrete, the S-
wave velocity is approximately 40% less than of the P-wave velocity and R-wave velocity is 
92 % of the S-wave velocity and 56 % of the P-wave velocity [10]. However, only the P-wave 
would be considered in this study based on the TOA.  

In order to determine the wave velocity, AE signals are produced by pencil lead fracture 
(PLF), known as Hsu-Nielsen technique. In this technique, PLF is the monopoles which is 
normally applied to the outside of the test sample, and the real AE signal is nearly dipoles in 
which the AE sources that originated from the points are buried inside the sample [11]. The 
previous PLF was used to generate simulated acoustic emission signals in an aluminum 
plate at different angles; 0, 30, 60 and 90 degree with respect to the plane of the plate [12]. 
Next, it is suggested that the plate wave analysis be used to determine the source orientation 
of acoustic emission sources.  A few researchers have used the same method in the 
heterogeneous material as well as reinforced concrete (RC) [3, 13]. To verify the wave 
velocity propagation in the RC beam, corrected signal was used by Muhamad Bunnori [3], 
by normalizing each signal for peak value of amplitude up to 10 volts. The same method 
was also utilized for this analysis.  

In this study, various threshold levels were performed to determine the TOA and the wave 
velocity in the RC beams with shorter source-to-sensor distance. Very little attention has 
been given on the shorter distance between sensor and sensor to source distance.  An AE 
source was specified and focused on out-of plane and in-plane of the arrangement of sensor 
faces. Three main objectives are addressed. Firstly to study the relationship between wave 
velocity and sensor distance, secondly to investigate the relationship between wave velocity 
and threshold level and lastly to observe the relationship between arrival time and sensor 
distance. 

2. Experimental procedure 

2.1. Preparation of beam specimen 

The test of wave velocity was carried out on a reinforced concrete (RC) beam with 
dimension of 150 mm x 150 mm x 750 mm; designed in accordance with British Standard 
[14] for grade C40. The concrete was made up from cement, water, fine aggregate and coarse 
aggregate with proportion of 1: 0.43: 2.16: 2.60, respectively.  Then, 1 % of water reducer 
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agent (Rheobuild 1100) of cement weight was added in the concrete mix to improve the 
workability of the fresh concrete. The maximum coarse aggregate of 20 mm was used.  

The beams were designed as a singly RC beam with two high yield steels of 16 mm to 
strengthen the tension part and two mild steels of 8 mm as hanger bars.  The bars were bent 
at both end to form a standard hook of 60 mm at tension part and 30 mm at compression 
part. In the stirrups, 12 diameter of mild steel with spacing of 100 mm centre to centre was 
used. In the preparation of each RC beam, the reinforcement was submerged in the standard 
mould of 150 mm x 150 mm x 750 mm with cover of 20 mm, before the concrete mix was 
cast. All beams were demoulded after ±24 hours and submerged in the water curing tank for 
28 days.  In order to ensure the design fulfilled the strength, the cubes were prepared and 
tested under compression test for 7 and 28 days. The compressive strength for 7 days was 
found to be 32.35 N/mm2 and 44.65 N/mm2at age of 28 days.    

2.2. Acoustic emission system 

Acoustic emission (AE) was monitored using a MicroSAMOS (µSAMOS) supplied by 
Physical Acoustic Corporation (PAC). The system consists of integral preamplifier acoustic 
emission sensors (transducers) R6I (40 – 100 kHz); a notebook acoustic emission system 
board (8 (channels) x 16 (hubs) bit acoustic emission channels, low peak and high peak 
filters, 2 MHz bandwidth, auto sensor test (AST), time definition display (TDD), digital 
signal processor (DSP) and waveform module; personal computer memory card 
international association (PCMCIA) interface card; cables; internal and external parametric 
cable set; a notebook personal computer with full suite of AEWin Software; universal serial 
bus (USB) license key; and magnetic clamps. The acquisition parameters in the AEWin 
software were summarized in Table 1.  
 

Parameter Value 
Hit definition time (HDT) 2000µs 
Peak definition time (PDT) 1000µs 
Hit lockout time (HLT) 500µs 
Preamplifier (R6I) 40dB 
Bandpass data acquisition filter 400kHz 
Sample rate 100ksps 
Analog filter (lower) 1kHz 
Pre-trigger 250,000 

Table 1. AE test parameters 

2.3. AE sensor installation and sensitivity checking 

Prior to the wave velocity test, three pairs of thin plates were prepared to attach the sensors 
S1, S2 and S3 with the distance of 200 mm and 100 mm between pair of plates. Spacing 
between two plates is 45 mm. The beam surface was polished smoothly using course sand 
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(surface wave or R-wave) [5–7]. Longitudinal wave is known as L – wave or P – wave; 
which the wave travels in the material and Rayleigh wave (R-wave) travels along the 
surface of the specimen.  The initiation time of the P-wave is when the first TOA of the 
elastic wave reaches to each sensor. If the onset of the S-wave is detected, this information 
can be used either in combination with P-wave or be considered as P-wave onset [8]. 
Determining S–wave is challenging because the distance between sensor and receiver is only 
few wavelengths. Another problem is because the onset of the S–wave is hidden in the P–
wave   [8]. Generally, an S-wave is normal to the direction of the wave propagation and a P-
wave, parallel. Determination of onset time can be done visually or automatically. This 
depends on the onset definition itself and also by picking algorithm. In relation with the 
wave velocity, the P-wave travels at a higher velocity than S-wave [9]. In concrete, the S-
wave velocity is approximately 40% less than of the P-wave velocity and R-wave velocity is 
92 % of the S-wave velocity and 56 % of the P-wave velocity [10]. However, only the P-wave 
would be considered in this study based on the TOA.  

In order to determine the wave velocity, AE signals are produced by pencil lead fracture 
(PLF), known as Hsu-Nielsen technique. In this technique, PLF is the monopoles which is 
normally applied to the outside of the test sample, and the real AE signal is nearly dipoles in 
which the AE sources that originated from the points are buried inside the sample [11]. The 
previous PLF was used to generate simulated acoustic emission signals in an aluminum 
plate at different angles; 0, 30, 60 and 90 degree with respect to the plane of the plate [12]. 
Next, it is suggested that the plate wave analysis be used to determine the source orientation 
of acoustic emission sources.  A few researchers have used the same method in the 
heterogeneous material as well as reinforced concrete (RC) [3, 13]. To verify the wave 
velocity propagation in the RC beam, corrected signal was used by Muhamad Bunnori [3], 
by normalizing each signal for peak value of amplitude up to 10 volts. The same method 
was also utilized for this analysis.  

In this study, various threshold levels were performed to determine the TOA and the wave 
velocity in the RC beams with shorter source-to-sensor distance. Very little attention has 
been given on the shorter distance between sensor and sensor to source distance.  An AE 
source was specified and focused on out-of plane and in-plane of the arrangement of sensor 
faces. Three main objectives are addressed. Firstly to study the relationship between wave 
velocity and sensor distance, secondly to investigate the relationship between wave velocity 
and threshold level and lastly to observe the relationship between arrival time and sensor 
distance. 

2. Experimental procedure 

2.1. Preparation of beam specimen 

The test of wave velocity was carried out on a reinforced concrete (RC) beam with 
dimension of 150 mm x 150 mm x 750 mm; designed in accordance with British Standard 
[14] for grade C40. The concrete was made up from cement, water, fine aggregate and coarse 
aggregate with proportion of 1: 0.43: 2.16: 2.60, respectively.  Then, 1 % of water reducer 
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agent (Rheobuild 1100) of cement weight was added in the concrete mix to improve the 
workability of the fresh concrete. The maximum coarse aggregate of 20 mm was used.  

The beams were designed as a singly RC beam with two high yield steels of 16 mm to 
strengthen the tension part and two mild steels of 8 mm as hanger bars.  The bars were bent 
at both end to form a standard hook of 60 mm at tension part and 30 mm at compression 
part. In the stirrups, 12 diameter of mild steel with spacing of 100 mm centre to centre was 
used. In the preparation of each RC beam, the reinforcement was submerged in the standard 
mould of 150 mm x 150 mm x 750 mm with cover of 20 mm, before the concrete mix was 
cast. All beams were demoulded after ±24 hours and submerged in the water curing tank for 
28 days.  In order to ensure the design fulfilled the strength, the cubes were prepared and 
tested under compression test for 7 and 28 days. The compressive strength for 7 days was 
found to be 32.35 N/mm2 and 44.65 N/mm2at age of 28 days.    

2.2. Acoustic emission system 

Acoustic emission (AE) was monitored using a MicroSAMOS (µSAMOS) supplied by 
Physical Acoustic Corporation (PAC). The system consists of integral preamplifier acoustic 
emission sensors (transducers) R6I (40 – 100 kHz); a notebook acoustic emission system 
board (8 (channels) x 16 (hubs) bit acoustic emission channels, low peak and high peak 
filters, 2 MHz bandwidth, auto sensor test (AST), time definition display (TDD), digital 
signal processor (DSP) and waveform module; personal computer memory card 
international association (PCMCIA) interface card; cables; internal and external parametric 
cable set; a notebook personal computer with full suite of AEWin Software; universal serial 
bus (USB) license key; and magnetic clamps. The acquisition parameters in the AEWin 
software were summarized in Table 1.  
 

Parameter Value 
Hit definition time (HDT) 2000µs 
Peak definition time (PDT) 1000µs 
Hit lockout time (HLT) 500µs 
Preamplifier (R6I) 40dB 
Bandpass data acquisition filter 400kHz 
Sample rate 100ksps 
Analog filter (lower) 1kHz 
Pre-trigger 250,000 

Table 1. AE test parameters 

2.3. AE sensor installation and sensitivity checking 

Prior to the wave velocity test, three pairs of thin plates were prepared to attach the sensors 
S1, S2 and S3 with the distance of 200 mm and 100 mm between pair of plates. Spacing 
between two plates is 45 mm. The beam surface was polished smoothly using course sand 
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paper to ensure good connectivity between sensors and beam surface. The plates were then 
fixed to the beam surface using epoxy and hardener.  

Three sensors were coupled on the beam surfaces at the selected point using a good 
couplant such as a thin layer of high performance grease. The thinnest practical layer of 
couplant is usually the best [15]. The magnetic clamps were used to safeguard the sensors; 
which sensors held in position in magnetic clamps; then the magnetic clamps properly 
coupled to the steel plates.     

With sensors in good mounting condition,  calibration (sensitivity) checking was carried out 
to recognize the sensitivity of the sensors. In this experiment, a magnetic pencil with a 
Nielson shoe (Teflon shoe) was used to break a 0.5 mm 2 H lead to generate a simulated 
acoustic wave against the surface of the beam. The handling method of the magnetic pencil 
has been presented in ASTM E976 [16]. All sensors would significantly coupled if the wave 
was generated by at least three or more replicates of pencil lead fracture (PLF). This might 
produce high amplitude of 99 dB or the sensitivity within ± 3 dB in different [3, 17]. Based 
on the research done by others, it was found that the amplitude recorded by each sensor 
should not be permitted to vary more than 4 dB from the average of all sensors [18]. This 
technique was used to ensure that the sensor and the beam were in a good contact to 
provide an adequate result throughout the test. If these criteria are not met, the sensors on 
the beam surface would be remounted and sensitivity check was carried out until the 
amplitude fulfilled the requirement. 

2.4. Wave velocity test 

In this experimental work, three integral preamplifier R6I sensors with 55 kHz resonant 
frequency were used.  Acoustic emission sensors are transducers that convert the 
mechanical waves into electrical signal [19], where the information about the existence and 
location of possible damage or stress released sources can be obtained. The specification and 
feature of the sensor is shown in Table 2. 
 

Specification Value  
Dimension (Ø x height) mm 29 x 40 
Weight (gm) 98 
Operating temperature (0oc) -45 to +85 
Shock limit (g) 500 
Peak sensitivity (V/m/s) 120 
Directionality (dB) +1.5 

Table 2. Specification and feature of the R6I sensor 

A schematic diagram of the test set up for beam size of 150 mm x 150 mm x 750 mm and 100 
mm x 100 mm x 500 mm in a linear structure is shown in Figure 1 and Figure 2, respectively. 
The AE sources were identified on the out-of plane and in plane of the sensors arrangement 
or source parallel to the sensor face. Three sensors were mounted in a symmetrical 
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arrangement on the RC beam using a thin layer of high vacuum grease as a couplant with 
the same spacing of 200 mm centre to centre for beam 150 mm x 150 mm x 750 mm and 100 
mm centre to centre for beam 100 mm x 100 mm x 500 mm.  

In this experiment, four different pre-set threshold levels were chosen namely 40 dB, 45 dB, 
65 dB and 70 dB. At each threshold level, 15 replicates of PLF were applied to generate a 
simulated AE source at the same spot or the same AE source location. When the lead is 
pressed against the RC beam surface, the applied force produces a local deformation and the 
stress where the lead touched is suddenly being released. It is important to handle the pencil 
properly while breaking the lead against the testing specimen to get significant value. 
Improper handling of the pencil would give imprecise value; which will affect the TOA. The 
proper breaking of the lead creates a very short-duration, localized impulse that is quite 
similar to a natural acoustic emission source such as crack [19]. The lead was extended to 0.1 
inches and the pencil was slanted down 300 to the plane of the beam surface, as suggested 
by other researchers [18, 20]. The out-of plane AE source was located at the centre of the 
cross section of the end beam. As for in-plane AE source, it was located at 100 mm from 
Sensor 1 as illustrated in Figures 1 and 2.  

In the AE hardware, for in-plane source, Sensor 1 was set as individual and the rest were 
synchronized. Meanwhile, for out-of plane source, Sensor 3 was set as individual and the rest 
were synchronized. The same method applied for beam size of 100 mm x 100 mm x 500 mm. 

In acoustic emission, waveform parameters normally used are frequency and amplitude 
[22]. Amplitude of AE signal parameter was used in identification of wave velocity. It is 
defined as the magnitude of the peak voltage of the largest excursion attained by the signal 
waveform from single emission event [1]. Amplitude is reported in decibels (dB) to measure 
signal size and typical AE signal is represented as a voltage versus time curve. Voltage is 
converted to dB using the following equation: 

 A = 20 log (V/Vref)   (1) 

Where: A is an amplitude (dB), V is voltage of peak excursion and Vref is the reference 
voltage. Generally the dB scale runs from 0 to 100 [21]; which depend on the threshold set. 

 
Figure 1.  Schematic diagram of sensors location on the RC beam 150 mm x 150 mm x 750 mm 
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paper to ensure good connectivity between sensors and beam surface. The plates were then 
fixed to the beam surface using epoxy and hardener.  

Three sensors were coupled on the beam surfaces at the selected point using a good 
couplant such as a thin layer of high performance grease. The thinnest practical layer of 
couplant is usually the best [15]. The magnetic clamps were used to safeguard the sensors; 
which sensors held in position in magnetic clamps; then the magnetic clamps properly 
coupled to the steel plates.     

With sensors in good mounting condition,  calibration (sensitivity) checking was carried out 
to recognize the sensitivity of the sensors. In this experiment, a magnetic pencil with a 
Nielson shoe (Teflon shoe) was used to break a 0.5 mm 2 H lead to generate a simulated 
acoustic wave against the surface of the beam. The handling method of the magnetic pencil 
has been presented in ASTM E976 [16]. All sensors would significantly coupled if the wave 
was generated by at least three or more replicates of pencil lead fracture (PLF). This might 
produce high amplitude of 99 dB or the sensitivity within ± 3 dB in different [3, 17]. Based 
on the research done by others, it was found that the amplitude recorded by each sensor 
should not be permitted to vary more than 4 dB from the average of all sensors [18]. This 
technique was used to ensure that the sensor and the beam were in a good contact to 
provide an adequate result throughout the test. If these criteria are not met, the sensors on 
the beam surface would be remounted and sensitivity check was carried out until the 
amplitude fulfilled the requirement. 

2.4. Wave velocity test 

In this experimental work, three integral preamplifier R6I sensors with 55 kHz resonant 
frequency were used.  Acoustic emission sensors are transducers that convert the 
mechanical waves into electrical signal [19], where the information about the existence and 
location of possible damage or stress released sources can be obtained. The specification and 
feature of the sensor is shown in Table 2. 
 

Specification Value  
Dimension (Ø x height) mm 29 x 40 
Weight (gm) 98 
Operating temperature (0oc) -45 to +85 
Shock limit (g) 500 
Peak sensitivity (V/m/s) 120 
Directionality (dB) +1.5 

Table 2. Specification and feature of the R6I sensor 

A schematic diagram of the test set up for beam size of 150 mm x 150 mm x 750 mm and 100 
mm x 100 mm x 500 mm in a linear structure is shown in Figure 1 and Figure 2, respectively. 
The AE sources were identified on the out-of plane and in plane of the sensors arrangement 
or source parallel to the sensor face. Three sensors were mounted in a symmetrical 
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arrangement on the RC beam using a thin layer of high vacuum grease as a couplant with 
the same spacing of 200 mm centre to centre for beam 150 mm x 150 mm x 750 mm and 100 
mm centre to centre for beam 100 mm x 100 mm x 500 mm.  

In this experiment, four different pre-set threshold levels were chosen namely 40 dB, 45 dB, 
65 dB and 70 dB. At each threshold level, 15 replicates of PLF were applied to generate a 
simulated AE source at the same spot or the same AE source location. When the lead is 
pressed against the RC beam surface, the applied force produces a local deformation and the 
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In acoustic emission, waveform parameters normally used are frequency and amplitude 
[22]. Amplitude of AE signal parameter was used in identification of wave velocity. It is 
defined as the magnitude of the peak voltage of the largest excursion attained by the signal 
waveform from single emission event [1]. Amplitude is reported in decibels (dB) to measure 
signal size and typical AE signal is represented as a voltage versus time curve. Voltage is 
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 A = 20 log (V/Vref)   (1) 

Where: A is an amplitude (dB), V is voltage of peak excursion and Vref is the reference 
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Figure 1.  Schematic diagram of sensors location on the RC beam 150 mm x 150 mm x 750 mm 
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Figure 2. Schematic diagram of sensors location on the RC beam 100 mm x 100 mm x 500 mm 

In a relationship between threshold level and amplitude, preamplifier was considered; 
where equation (2) was used to calculate amplitude: 

 Threshold = Amplitude – Preamplifier   (2) 

The rudimentary determination for location calculation is based on time-distance 
relationship implied by the velocity of the sound wave [4, 23]; where the absolute arrival 
time, t, of a hit in an event combine with the velocity, v (v is P-wave velocity [19]), of the 
sound wave to yield the distance, d, from sensor to the source as represented by 

 d = v t  (3) 

Generally the distance between the two sensors depends on the geometry of the sample. 
Determination of TOA (the exact time the event originated) was made by recording many 
data hits for each AE event. t1 represents the time of arrival (or arrival of longitudinal wave, 
P-wave) at Channel 1. Meanwhile t2 is arrival of P-wave at Channel 2. The arrival time 
difference between the arrivals of the signal at the two sensors can be written as 

 ΔT = (t1 – t2)   (4) 

At selected source locations (either out-of plane or in-plane), 10 replicates of PLF were 
applied from the lower threshold level of 40 dB to the higher 70 dB. Distance for beam 150 
mm x 150 mm x 750 mm from sensors 1-2 and sensors 1-3 is 200 mm and 400 mm, 
respectively. Meanwhile, for beam 100 mm x 100 mm x 500 mm, the distance from sensors 1 
to 2 is 100 mm and sensors 1 to 3 is 200 mm.  

The relationship between wave velocity and threshold level, and TOA and sensor distance 
were correlated. Both correlations were then verified by corrected AE signal. Corrected AE 
signal was used for a particular threshold level, the same temporal position in each 
waveform which involves the normalizing of each signal up to a peak value of 10 volts. In 
this research, the corrected signal was used for the evaluation of TOA for each threshold 
level. The corrected signal can be identified by normalizing the peak signal of a hit to 10 
volts followed by other signal in a hit. Then, the TOA for each threshold was then 
determined.  
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3. Results and discussion 

3.1. Sensitivity checking 

Sensitivity checking was used to ensure the sensor and the beam was in a good contact to 
provide an adequate results. The sensors must have a higher sensitivity [24] in order to get 
good contact between sensors surface and beam surfaces. In this experimental in order to 
check the sensitivity, at least ten numbers of 99 dB were considered for each sensor. The 
responses of the transducer to PLFs are shown in Figure 3. Sensor 1 represents a good 
sensitivity since almost of all the PLFs produced amplitude of 99 dB.  However, Sensor 2 
needs several trials to ensure the sensors and the beam surface have a good contact. These 
scenarios that occurred in Sensors 1 and 2 are related with the signal waveform produced 
from the PLF. It is typically affected by the source characteristics, the path taken from the 
source to the sensors, the characteristic of the sensor and the measurement system [25]. The 
waveform for Hit 1 and Hit 12 are represented in Figure 4. 

 
Figure 3. Response to PLF on reinforced concrete beam for a) Sensor 1 and b) Sensor 2 

 
Figure 4. AE waveform for two different AE amplitudes during sensitivity checking 
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Generally, each PLF produces one signal of AE hit or more and in various form or shape of 
waves. Figure 4 shows different shapes of wave for two hits of PLF from Sensor 1. Hit 1 is a 
response of PLF that produces amplitude 99 dB and generates high peak wave. Hit 12 is for 
amplitude 91 dB response from the bounce back of the lead during PLF process and 
produced lower amplitude. Hit 1 generates high peak wave rather than Hit 12. Figure 3a 
indicated that Hit 12 occurred at the same time of PLF with other amplitudes. However, for 
sensitivity checking this will be ignored.  The peak signal amplitude can be related to the 
intensity of the source in the material [21, 25]. Pullin et al. [26] stated that the good 
sensitivity between sensor and beam surface is enough when the amplitude signal exceeded 
95 dB. Hence, sensitivity checking would be better when a higher amplitude is being 
produced during replicates of PLFs. 

3.2. Identification of Time of Arrival (TOA) 

Typical AE waveform parameter received by Sensor 1 type R6I from a 150 x 150 x 750 mm 
RC beam during PLF process, represented in amplitude (v) against time (µs) is shown in 
Figure 5. As lead breaks (in-plane or out-of-plane) on the surface of the beam, a wave 
propagates through a solid medium; it carries certain amount of energy. The energy can be 
consumed by scattering during propagation. The scattering effect principally relies on the 
defects such as micro-cracks inside the material. In wave velocity determination only several 
AE parameters would be considered such as time and amplitude. AE amplitude gives the 
information about the time at which AE signals take place [27]. Wave velocity is one of the 
methods to be considered for source location. Figure 6 presents the wave of the signal for 
threshold 40 dB. The first wave crosses the threshold level is known as P-wave. 

 
Figure 5. Simple waveform parameter  
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In this experiment, Sensor 1 was set as individual due to close to the AE source and the rest 
were considered as synchronize. For instance, the threshold was set at 40 dB prior to test. 
The Sensor 1 would be the first received the waves emitted by PLF at AE source followed by 
other sensors as depicted in Figure 6. In this figure, the TOA or longitudinal wave (P-wave) 
for Sensors 1, 2 and 3 were noted as t1, t2 and t3 respectively. The AE signal for first P-wave, 
t1 was examined out to 29 µs after the source initiation time followed by P-wave, t2 for 
sensor 2 about 34 µs and P-wave for t3 is 43 µs. In the test, gain 0 dB and preamplifier 40 dB 
were used with the sample interval of 10µs.  In this case, the thresholds were assumed to be 
as lower as 40 dB (0.01V) to 70 dB (0.32V).   Referring to eq. 1 and eq. 2, amplitude 
(represented in dB) can be calculated with the Vref equals 1µv. Then, volt for each threshold 
levels can be determined. Volt for each threshold can be used as a guideline determine the 
TOA or P-wave at each sensor from AE source. 

 
Figure 6. TOA or P-wave for threshold 40 dB at time 35.53 s for each sensor 

3.3. Relationship between wave velocity and sensor distance for RC beam  

The first method in the determination of wave velocity in 150 mm x 150 mm x 750 mm and 
100 mm x 100 mm x 500 mm RC beam is based on the changes of pre-set threshold level in 
AE hardware or threshold crossing technique. Four different pre-set threshold levels were 
chosen namely 40 dB (0.01V), 45 dB (0.02V), 65 dB (0.2V) and 70 dB (0.32V). For each pre-set 
threshold level, 10 replicates of PLF were carried out in-plane and out-of-plane sources. 
TOA to each sensor for each PLF was analysed and followed by other replicates of PLFs. 
Figure 7a shows the relationship between the average wave velocity and sensor distance for 
out-of-plane source at each threshold level.  Figure 7b presents the relationship of average 
wave velocity and sensor distance for in-plane source. Both figures show the wave velocities 
are apparently depends on the sensor distance and threshold levels.  
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3.3. Relationship between wave velocity and sensor distance for RC beam  

The first method in the determination of wave velocity in 150 mm x 150 mm x 750 mm and 
100 mm x 100 mm x 500 mm RC beam is based on the changes of pre-set threshold level in 
AE hardware or threshold crossing technique. Four different pre-set threshold levels were 
chosen namely 40 dB (0.01V), 45 dB (0.02V), 65 dB (0.2V) and 70 dB (0.32V). For each pre-set 
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In determination of wave velocity, sensors 1, 2 and 3 was set of 0 m, 0.2 m and 0.4 m, 
respectively.  Figure 7 illustrates that, for RC beams 150 mm x 150 mm x 750 mm with 
sensor distances 0.2 m, at lower threshold level (40 dB) and higher threshold level (70 dB) 
for out-of-plane source, the velocity is in the range of 7889 m/s to 4559 m/s and 2409 m/s to 
1654 m/s, respectively.  Meanwhile in in-plane source, velocities for lower threshold and 
higher threshold are in the range of 3086 m/s to 2608 m/s and 2619 m/s to 2192 m/s, 
respectively. It is found that the wave velocity for in-plane source has lower velocity than 
out-of-plane source. It might be due to the in-plane source location is parallel to the sensor 
surface and the wave propagates take longer time to reach the sensors. Hence, the source 
location in linear measurement of sensors for in-plane would prolong the TOA of the wave 
to reach the sensor and the velocity is reduced. Out-of-plane source is longitudinal to the 
sensor surface and hence the wave signal propagates inside the RC beam take shorter time 
to reach the sensors.  Thus, it reduces the TOA of the wave to each sensor. 

In wave velocity calculation for beam 100 mm x 100 mm x 500 mm, sensors 1, 2 and 3 was 
set as 0, 0.1 m and 0.2 m, respectively. Figure 8 presents the wave velocity in 100 mm x 100 
mm x 500 mm with sensor distances of 0.1 m for out-of-plane. The figure shows that the 
lower threshold level is in the range of 3430 m/s to 2810 m/s and the higher threshold level is 
2765 m/s to 1166 m/s. Velocity propagates in in-plane source is in the range of 5030 m/s to 
3150 m/s for threshold 40 dB and 2751 m/s to 2603 m/s for threshold 70 dB. In this case, 
apparently the velocity in the in-plane source has higher velocity than out-of-plane source. 
Logically, the pattern of the wave velocity occurred in the both size of beams with different 
spacing of sensors should be synchronized. However, this phenomenon indicates that the 
wave velocity in the RC beam or heterogeneous material cannot be predicted.   

 
Figure 7. Wave velocity in 150 mm x 150mm x 750 mm RC beam for a) out-of-plane source and b) in-
plane source 

The results of the study were also compared to other research done in heterogeneous 
material as well as RC structure of  the wave velocity of RC beam 100 mm x 150 mm x 2000 
mm with the sensor distance of 250 mm, the value was in the range of 4000 m/s to 4500 m/s 
[3]. For large spectrum with frequency between 50 to 600 kHz, the wave velocity is 2350 m/s 
[28]. The wave velocity in ceramic matrix composite was 3200 m/s with the threshold level 
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of 48 dB; however, the initial velocity was 10000 m/s [29]. If resonant sensor of 300 kHz was 
used, the wave velocity is 4000 m/s [30]. For carbon fibre reinforced polymer (CFRP) the 
wave velocity equal to 1000 m/s [13].  

 
Figure 8. Wave velocity in 100 mm x 100 mm x 500 mm RC beam for a) out-of-plane source and b) in-
plane source 

3.4. Relationship between wave velocity and threshold level   

Figures 9a and 9b display the velocity propagates in the 150 mm x 150 mm x 750 mm RC 
beam as threshold levels increased for out-of-plane and in-plane sources. As mentioned 
earlier, apparently the wave velocities depend on the threshold levels. Thus, the statistical 
coefficient can be used to enhance the prediction by identification of determination 
coefficient, R2. For out-of-plane source, for sensors distance 0.2 m (Sensor 3-2), the R2 is 91.3 
% and for distance 0.4 m (Sensor 3-1) produced higher R2 of 97.8 %. Thus, both distances 
have strong correlation between velocities and also the threshold level, where, the wave 
velocity in the RC beam is influenced by the threshold level crossing.  The higher the 
threshold level, the lower of the wave velocity would be.  

For in-plane source, distance between Sensors 1 to 2 and 1 to 3 is 0.2 m and 0.4 m, 
respectively. It is found that for in-plane source, both distances of sensors have weak 
correlation of 30.3 % for Sensors 1-2 and 49 % for Sensors 1-3. It is due to the wave velocities 
for 40 dB are lower than for threshold 45 dB with the approximate different in the range of 
2100 m/s to 940 m/s. However, after threshold of 45 dB, the wave velocity seems has good 
correlation, which the threshold increased as the wave velocity decreased.  

Figure 10 shows the relationship between wave velocity propagation and threshold level for 
100 mm x 100 mm x 500 mm RC beam. Wave velocity for closet distance in Figure 10 shows 
a good relationship between velocity and threshold levels with the correlation of 83 % and 
92 % for out-of-plane and in-plane source, respectively. However the longer distance 
represents a weak relationship with the correlation of 59 % and 40 % for out-of-plane and in-
plane source, respectively. Overall the prediction of the wave velocity in short distance is 
influenced by threshold levels has strong correlation. However, for longer distance, the 
relationship is seemingly unpredictable.  
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Figure 9. Relationship between velocity and threshold level on RC beam 150 mm x 150 mm x 750 mm 
for a) out-of-plane source and b) in-plane source 

 
Figure 10. Relationship between velocity and threshold level on RC beam 100 mm x 100 mm x 500 mm 
for a) out-of-plane source and b) in-plane source 

It can be concluded that the relationship of the velocity and threshold level is easy to predict 
for shorter distance, where the velocity decreases when the threshold level increases. It 
apparently indicates a good correlation for shorter distance. However, for longer distance 
the relationship is unpredictable and has weak relationship. This can be related with the 
material applied, where concrete always has imperfection of the composition such as voids.  

3.5. Relationship between arrival time and sensor distance   

Figure 11 shows the average of arrival time (µs) against sensor distance for original signal 
and corrected signal for out-of-plane source at threshold 40 dB, 45 dB, 65 dB and 70 dB on 
150 mm x 150 mm x 750 mm RC beam. In the graphs, Cor stands for corrected signal and 
Ori stands for original signal. The corrected signal has been used to justify the correlation 
between TOA and distance. Sensor 3 (distance zero) close to the AE source, it receives the 
first TOA emits by PLF and follows by the other sensors. Sensor 1 would receive the last 
signal with the higher TOA. In some situation, the farthest sensors from the AE source 
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would not receive any signal. This phenomenon occurs because wave attenuation in the RC 
beam cannot be avoided. Wave attenuation is loss of AE energy as waves travel through in a 
material [25]. It is also the loss of amplitude with distance as the wave travel through the 
beam [7]. This is also affected of the time taken path of the signal wave from the AE source 
to the sensors. The farthest sensor would receive the lower signal wave and hence take 
longer TOA. For instance, Original 40 dB at fist sensor is 29 µs and the farthest sensor is 40 
µs. Thus, TOA takes longer time to reach sensor 1. Other factor causes the waveform 
amplitude loss such as intrinsic mechanisms and imperfections. It is because the intrinsic 
mechanism (thermal effects) and imperfections (void and misoriented grains) reduce the 
amplitude of the wave by using scattering and reflections [4]. Otherwise, RC beam is a 
heterogeneous material; many obstacles such as aggregates and bars affected to the 
movement of waves and yet delayed the TOA to the longest distance from the AE source. If 
the attenuation is too large or size of the structure is too big, the location of the hit cannot be 
defined. Thus, the attenuation depends on the types of material through which the waves 
are progressing and the source of the waves [7].  

 
Figure 11. Regression analysis of arrival time against sensor distance for 150 mm x 150 mm x 750 mm 
RC beam (out-of-plane source) at a) 40 dB, b) 45 dB, c) 65 dB and d) 70 dB 

All figures show very good correlation between TOA and sensor distance for out-of-plane 
source and there is insignificant difference between original signal and corrected signal. All 
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Figure 9. Relationship between velocity and threshold level on RC beam 150 mm x 150 mm x 750 mm 
for a) out-of-plane source and b) in-plane source 

 
Figure 10. Relationship between velocity and threshold level on RC beam 100 mm x 100 mm x 500 mm 
for a) out-of-plane source and b) in-plane source 

It can be concluded that the relationship of the velocity and threshold level is easy to predict 
for shorter distance, where the velocity decreases when the threshold level increases. It 
apparently indicates a good correlation for shorter distance. However, for longer distance 
the relationship is unpredictable and has weak relationship. This can be related with the 
material applied, where concrete always has imperfection of the composition such as voids.  

3.5. Relationship between arrival time and sensor distance   
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Ori stands for original signal. The corrected signal has been used to justify the correlation 
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signal with the higher TOA. In some situation, the farthest sensors from the AE source 

An Investigation of an Acoustic Wave Velocity 
in a Reinforced Concrete Beam from Out-of Plane and in Plane Sources 183 

would not receive any signal. This phenomenon occurs because wave attenuation in the RC 
beam cannot be avoided. Wave attenuation is loss of AE energy as waves travel through in a 
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to the sensors. The farthest sensor would receive the lower signal wave and hence take 
longer TOA. For instance, Original 40 dB at fist sensor is 29 µs and the farthest sensor is 40 
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amplitude loss such as intrinsic mechanisms and imperfections. It is because the intrinsic 
mechanism (thermal effects) and imperfections (void and misoriented grains) reduce the 
amplitude of the wave by using scattering and reflections [4]. Otherwise, RC beam is a 
heterogeneous material; many obstacles such as aggregates and bars affected to the 
movement of waves and yet delayed the TOA to the longest distance from the AE source. If 
the attenuation is too large or size of the structure is too big, the location of the hit cannot be 
defined. Thus, the attenuation depends on the types of material through which the waves 
are progressing and the source of the waves [7].  

 
Figure 11. Regression analysis of arrival time against sensor distance for 150 mm x 150 mm x 750 mm 
RC beam (out-of-plane source) at a) 40 dB, b) 45 dB, c) 65 dB and d) 70 dB 

All figures show very good correlation between TOA and sensor distance for out-of-plane 
source and there is insignificant difference between original signal and corrected signal. All 
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threshold levels have strong correlation with the determination of coefficient more than 97 
% between TOA and sensor distance.  

Figures 12 a), b), c) and d) represent the regression analysis of arrival time against sensor 
distance for in-plane source at threshold 40 dB, 45 dB, 65 dB and 70 dB, respectively.  Similar 
to the one represented in Figure 11, it shows that all threshold levels have good correlation 
between time of arrival (TOA) and sensor distance with all the coefficient of determinations 
more than 96 %. However, threshold level of 40 dB for corrected signal analysis apparently 
has a perfect fit of linear correlation by representing the coefficient equal to 1. The value 
indicates that the TOA is absolutely influenced by the sensor distance. Similar to out-of 
plane source, the relationship also indicates no significant difference between original signal 
and corrected signal.  

Figure 13 represents the regression analysis of TOA against sensor distance for 100 mm x 
100 mm x 500 mm in-plane source at all threshold levels. Similarly, it shows that it has good 
correlation with the regression above 80 % with no significant difference between original 
signal and corrected signal.  
 

 
Figure 12. Regression analysis of arrival time against sensor distance for 150 mm x 150 mm x 750 mm 
RC beam (in-plane source) at a) 40 dB, b) 45 dB, c) 65 dB and d) 70 dB 
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Overall, the TOA of the wave propagation has good agreement with distance of sensors, 
where the longer the distance, the higher the time taken to reach the sensor. It can be seen in 
Figures 8 and 9, the slope of the best straight line drawn through the points are linear. 
However, other researchers found the relationship between TOA and sensor distance is not 
linear [3]. Since, the TOA is a good indication of wave velocity travels in the beam, hence the 
wave velocity decreases as the TOA increases. 

 
Figure 13. Regression analysis of arrival time against sensor distance for 100 mm x 100 mm x 500 mm 
(in-plane source) at a) 40 dB, b) 45 dB, c) 65 dB and d) 70 dB 

4. Conclusions 

Three sensors were used to determine the TOA and the wave velocity in RC beams. Sensor 1 
was set as individual since it is close to the AE source and the first to receive the waves (P-
Wave) that were emitted by PLF in the solid medium of concrete. 

It can be concluded that AE wave velocities were found dependent on threshold levels and 
distance of sensor. It is found that the higher the threshold levels, the lower the wave 
velocity. This is because the threshold level prolonging arrival times of the waves and 
reducing velocities. Wave velocities for 150 mm x 150 mm x 750 mm were calculated to be in 
the range of 7889 m/s to 1654 m/s for out-of-plane source and 5229 m/s to 2192 m/s for in-



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 184 

threshold levels have strong correlation with the determination of coefficient more than 97 
% between TOA and sensor distance.  

Figures 12 a), b), c) and d) represent the regression analysis of arrival time against sensor 
distance for in-plane source at threshold 40 dB, 45 dB, 65 dB and 70 dB, respectively.  Similar 
to the one represented in Figure 11, it shows that all threshold levels have good correlation 
between time of arrival (TOA) and sensor distance with all the coefficient of determinations 
more than 96 %. However, threshold level of 40 dB for corrected signal analysis apparently 
has a perfect fit of linear correlation by representing the coefficient equal to 1. The value 
indicates that the TOA is absolutely influenced by the sensor distance. Similar to out-of 
plane source, the relationship also indicates no significant difference between original signal 
and corrected signal.  

Figure 13 represents the regression analysis of TOA against sensor distance for 100 mm x 
100 mm x 500 mm in-plane source at all threshold levels. Similarly, it shows that it has good 
correlation with the regression above 80 % with no significant difference between original 
signal and corrected signal.  
 

 
Figure 12. Regression analysis of arrival time against sensor distance for 150 mm x 150 mm x 750 mm 
RC beam (in-plane source) at a) 40 dB, b) 45 dB, c) 65 dB and d) 70 dB 

An Investigation of an Acoustic Wave Velocity 
in a Reinforced Concrete Beam from Out-of Plane and in Plane Sources 185 

Overall, the TOA of the wave propagation has good agreement with distance of sensors, 
where the longer the distance, the higher the time taken to reach the sensor. It can be seen in 
Figures 8 and 9, the slope of the best straight line drawn through the points are linear. 
However, other researchers found the relationship between TOA and sensor distance is not 
linear [3]. Since, the TOA is a good indication of wave velocity travels in the beam, hence the 
wave velocity decreases as the TOA increases. 

 
Figure 13. Regression analysis of arrival time against sensor distance for 100 mm x 100 mm x 500 mm 
(in-plane source) at a) 40 dB, b) 45 dB, c) 65 dB and d) 70 dB 

4. Conclusions 

Three sensors were used to determine the TOA and the wave velocity in RC beams. Sensor 1 
was set as individual since it is close to the AE source and the first to receive the waves (P-
Wave) that were emitted by PLF in the solid medium of concrete. 

It can be concluded that AE wave velocities were found dependent on threshold levels and 
distance of sensor. It is found that the higher the threshold levels, the lower the wave 
velocity. This is because the threshold level prolonging arrival times of the waves and 
reducing velocities. Wave velocities for 150 mm x 150 mm x 750 mm were calculated to be in 
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plane source. Wave velocities for 100 mm x 100 mm x 500 mm were computed to be in the 
range of 3430 m/s to 1166 m/s for out-of-plane source and 5030 m/s to 2603 m/s for in-plane 
source. Wave velocities decreases with the increasing distance between sensors and 
threshold levels. It was enhanced by the relationship of wave velocities and sensor distance 
for each threshold level.  

The relationship between wave velocity and threshold level were identified for each sensor 
distance and then the coefficient of correlation, R2 was determined. It is found that R2 for 
beam 100 mm x 100 mm x 500 mm at out-of-plane source has good correlation than in-plane 
source. Beam 150 mm x 150 mm x 750 mm has weak correlation for longer sensor distance, 
but it has good correlation for shorter distance.  

The relationship of TOA and sensor distance was identified. Its correlation was presented 
for each original signal and corrected signal. In total, both original signal and corrected 
signal indicated strong correlation between TOA and sensor distance with domain 
regression of 90 %. 
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range of 3430 m/s to 1166 m/s for out-of-plane source and 5030 m/s to 2603 m/s for in-plane 
source. Wave velocities decreases with the increasing distance between sensors and 
threshold levels. It was enhanced by the relationship of wave velocities and sensor distance 
for each threshold level.  

The relationship between wave velocity and threshold level were identified for each sensor 
distance and then the coefficient of correlation, R2 was determined. It is found that R2 for 
beam 100 mm x 100 mm x 500 mm at out-of-plane source has good correlation than in-plane 
source. Beam 150 mm x 150 mm x 750 mm has weak correlation for longer sensor distance, 
but it has good correlation for shorter distance.  

The relationship of TOA and sensor distance was identified. Its correlation was presented 
for each original signal and corrected signal. In total, both original signal and corrected 
signal indicated strong correlation between TOA and sensor distance with domain 
regression of 90 %. 
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1. Introduction 

New techniques are continuously being developed to produce films and thin films, which 
have a variety of properties and are exploited by an ever increasing number of technologies. 
The properties of films typically depend on the preparation process, and can be significantly 
different from those of the material in bulk form, due to the different micro- and nano- 
structures obtained by the various production processes. Although new techniques are also 
introduced to measure the film properties, the characterization of thin layers remains an 
open issue. A precise knowledge of the mechanical properties is crucial in several cases. 
Namely, whenever the films have structural functions, as it happens in several micro 
electro-mechanical systems (MEMS), and when the operation of a device is based on 
acoustic waves, as it happens in various types of micro-devices, for either sensing or signal 
processing purposes. But since the mechanical properties depend on the microstructural 
properties, they are also of more general interest, because they can be a good indicator also 
for properties which are not strictly mechanical, but for instance depend on the degree of 
compactness of the film. 

A full mechanical characterization includes the determination of both the elastic properties, 
which characterize the reversible deformations, and the properties which characterize the 
irreversible behaviour. In most cases the elastic behaviour can be completely characterized 
by the elastic moduli, or equivalently by the components of the elastic tensor. It is well 
known that also in the simplest case, the homogeneous isotropic continuum, the elastic 
stiffness cannot be characterized by a single parameter, but needs two independent 
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parameters. These can be taken as, for instance, the bulk modulus B, which characterizes the 
stiffness with respect to volume changes, and the shear modulus G, which characterizes the 
stiffness with respect to changes of shape, or can be taken (as it happens more frequently) as 
Young modulus E and Poisson’s ratio  . In the case of anisotropic solids the number of 
independent parameters increases. The inelastic behaviour is typically more complex, and 
only some overall parameters, like the yield stress or the hardness, is usually measured. 

A wide variety of methods has been developed to perform the mechanical characterization 
of bulk specimens. Among them, a specific class exploits vibrations of acoustic nature as a 
probe of the material behaviour. These methods are non destructive, and involve only 
elastic strains; therefore, they are intrinsically unable to give indications about any inelastic 
behaviour. On the other hand, due to the complete absence of inelastic strains, the 
relationship between the raw measurement results and the stiffness parameters can be more 
straightforward, and less subjected to uncertainties or to spurious effects, possibly allowing 
better accuracies. 

The mechanical characterization of supported films typically requires specific methods. The 
most widespread technique is indentation, for which a specific standard exists: 
instrumented indentation, ISO 14577. Indentation induces both elastic and inelastic strains, 
and supplies significant information about irreversible deformation, namely the hardness 
value, but the extraction of the information concerning the elastic behaviour is non trivial. 
The most frequently adopted analysis technique (Oliver & Pharr, 1992; Bhushan & Li, 2003) 
gives access, once the compliance of the indenter is taken into account, to a single parameter, 
usually referred to as “indentation modulus”. If a reasonable assumption about the value of 
Poisson’s ratio is available, a value of Young modulus can be derived, which obviously 
depends on the reliability of the adopted assumption. In the case of films, since the nano- 
and micro-structure can be different from that of bulk samples, a well grounded assumption 
about the value of Poisson’s ratio might be not available. It is also well known that, when 
supported films are measured, care must be exercised to avoid the influence of the substrate 
properties. 

Methods which exploit vibrations of acoustic character have been developed also for 
supported films. Acoustic properties depend on stiffness and inertia; therefore, as it happens 
for bulky samples, acoustic methods require a value of mass density, independently 
measured. However in acoustic methods the intrinsic absence of inelastic strains makes the 
derivation of the stiffness parameters less subjected to spurious effects, and less dependent 
on specific modelling assumptions.  

Among the techniques based on acoustic excitations, the so called laser ultrasonics 
techniques rely on impulsive, therefore broadband, excitation, requiring an analysis of the 
response in the frequency domain. Excitation is performed by a laser pulse, and the 
response is measured by piezoelectric or optical means. Quantitative acoustic microscopy 
relies instead on monochromatic excitation by a piezoelectric transducer, which typically is 
also exploited as sensor. In the detection of vibrational excitations, substantial advantages 
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are offered by light, a contact-less and inertia-less probe; such advantages are particularly 
relevant in the measurement of films and small structures. They are exploited by Brillouin 
spectroscopy, which relies on Brillouin scattering: the inelastic scattering of light by acoustic 
excitations. Brillouin spectrometry, like Raman spectrometry, is not performed by 
specifically exciting vibrations, but relies on thermal excitation (anti-Stokes events) and on 
the excitation produced by the scattering process itself (Stokes events). In both cases 
excitation has a small amplitude, but it has the broadest band, allowing access to the GHz 
and multi GHz band, accessible by piezo-electric transducers only with specific transducer 
structures.  

For all these methods, the outcome is the measurement of the propagation velocity of one or 
more acoustic modes. If sufficient information is gathered, because several acoustic modes 
are detected and/or their velocities are measured for a sufficiently wide interval of 
frequencies, a full elastic characterization can be achieved by purely vibrational means, if an 
independent value of the mass density is available (Comins et al., 2000; Zhang et al., 2001; 
Djemia et al., 2004; Beghi et al., 2011). 

However, a complete elastic characterization by only acoustic means is not always 
achievable, as it happens when only one acoustic mode is measurable. The results of 
acoustic methods and of indentation can therefore be combined, with the purpose to obtain 
a complete elastic characterization, not achievable by each of the techniques alone. This can 
be particularly useful in the case of new materials or of films of unconventional structures, 
for which a reliable assumption about the value of Poisson’s ratio, needed by indentation, is 
not available. And even when a full elastic characterization by acoustic techniques is 
achievable, the combination with indentation offers a useful cross-check among techniques 
based on completely different principles and also supplies the hardness value, intrinsically 
out of reach of the acoustic techniques. 

This chapter is devoted to this combination of indentation with acoustic techniques, namely 
quantitative acoustic microscopy (Bamber et al., 2001; Goodman & Derby, 2011) and 
Brillouin spectroscopy (Garcia Ferré et al, 2013). 

2. Acoustic modes in elastic solids 

Some basic elements of the acoustics of homogeneous and of layered solids are briefly 
recalled here for sake of completeness. For an elastic continuum undergoing deformation 
the mechanical state can be represented by the displacement vector field ( , )tu r , where 

  1 2 3, ,x x xr  is the position vector and t is time. The local state of the solid being 
represented by the strain and stress tensors, if the behaviour is linear elastic the stiffness is 
represented, for any type of anisotropy, by their proportionality: the tensor of the elastic 
constants ijmnC , which can be conveniently cast in the form of the matrix of the elastic 
constants Cij; inertia is represented by the mass density ρ. In a homogeneous linear elastic 
continuum with no body forces the equations of motion for the displacement vector field are 
homogeneous, and have the form (Auld, 1990; Every, 2001; Kundu, 2012)  
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straightforward, and less subjected to uncertainties or to spurious effects, possibly allowing 
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on specific modelling assumptions.  

Among the techniques based on acoustic excitations, the so called laser ultrasonics 
techniques rely on impulsive, therefore broadband, excitation, requiring an analysis of the 
response in the frequency domain. Excitation is performed by a laser pulse, and the 
response is measured by piezoelectric or optical means. Quantitative acoustic microscopy 
relies instead on monochromatic excitation by a piezoelectric transducer, which typically is 
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are offered by light, a contact-less and inertia-less probe; such advantages are particularly 
relevant in the measurement of films and small structures. They are exploited by Brillouin 
spectroscopy, which relies on Brillouin scattering: the inelastic scattering of light by acoustic 
excitations. Brillouin spectrometry, like Raman spectrometry, is not performed by 
specifically exciting vibrations, but relies on thermal excitation (anti-Stokes events) and on 
the excitation produced by the scattering process itself (Stokes events). In both cases 
excitation has a small amplitude, but it has the broadest band, allowing access to the GHz 
and multi GHz band, accessible by piezo-electric transducers only with specific transducer 
structures.  

For all these methods, the outcome is the measurement of the propagation velocity of one or 
more acoustic modes. If sufficient information is gathered, because several acoustic modes 
are detected and/or their velocities are measured for a sufficiently wide interval of 
frequencies, a full elastic characterization can be achieved by purely vibrational means, if an 
independent value of the mass density is available (Comins et al., 2000; Zhang et al., 2001; 
Djemia et al., 2004; Beghi et al., 2011). 

However, a complete elastic characterization by only acoustic means is not always 
achievable, as it happens when only one acoustic mode is measurable. The results of 
acoustic methods and of indentation can therefore be combined, with the purpose to obtain 
a complete elastic characterization, not achievable by each of the techniques alone. This can 
be particularly useful in the case of new materials or of films of unconventional structures, 
for which a reliable assumption about the value of Poisson’s ratio, needed by indentation, is 
not available. And even when a full elastic characterization by acoustic techniques is 
achievable, the combination with indentation offers a useful cross-check among techniques 
based on completely different principles and also supplies the hardness value, intrinsically 
out of reach of the acoustic techniques. 

This chapter is devoted to this combination of indentation with acoustic techniques, namely 
quantitative acoustic microscopy (Bamber et al., 2001; Goodman & Derby, 2011) and 
Brillouin spectroscopy (Garcia Ferré et al, 2013). 

2. Acoustic modes in elastic solids 

Some basic elements of the acoustics of homogeneous and of layered solids are briefly 
recalled here for sake of completeness. For an elastic continuum undergoing deformation 
the mechanical state can be represented by the displacement vector field ( , )tu r , where 

  1 2 3, ,x x xr  is the position vector and t is time. The local state of the solid being 
represented by the strain and stress tensors, if the behaviour is linear elastic the stiffness is 
represented, for any type of anisotropy, by their proportionality: the tensor of the elastic 
constants ijmnC , which can be conveniently cast in the form of the matrix of the elastic 
constants Cij; inertia is represented by the mass density ρ. In a homogeneous linear elastic 
continuum with no body forces the equations of motion for the displacement vector field are 
homogeneous, and have the form (Auld, 1990; Every, 2001; Kundu, 2012)  
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These equations admit solutions in the form of travelling plane acoustic waves, or modes 
(Every, 2001; Kundu, 2012): 

        
 exp ,A i tu e k r  (2) 

where k is the wavevector,  = 2 f the circular frequency, f the frequency, A  an arbitrary 
complex amplitude, and e the polarization vector, which is normalized. The elastic 
continuum description, underlying Eqs. (1) and (2), is appropriate whenever the wavelength 
  2 / k  is much larger than the interatomic distances. The three translational degrees of 

freedom of each infinitesimal volume element correspond, for each wavevector k, to three 
independent modes, having different polarization vectors e1, e2, and e3, and frequencies. In 
general the phase velocity   /v fk  depends on the directions of both k and e. In an 

infinite homogeneous medium, waves of the form of Eq. (2) exist for any frequency f 
compatible with the mentioned lower limit for wavelength.  

In the simplest case, the isotropic continuum, which we will mainly consider, the matrix of 
the elastic constants is fully determined by only two independent quantities; the only non 
null matrix elements are C11 = C22 = C33, C44 = C55 = C66, C12 = C13 = C23 = C11 - 2C44. In this case 
the shear modulus G coincides with C44, while Young modulus E, Poisson’s ratio   and 
bulk modulus B are respectively given by (Every, 2001; Kundu, 2012)  
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In an isotropic continuum the phase velocities do not depend on the direction of k, but only 
on the relative orientation of e with respect to k; one of the three modes is longitudinal  
( 1||e k ) and has velocity lv , the other two are transversal ( 2e k , 3e k ), are independent 
( 2 3e e ) and degenerate: they have the same velocity tv  (Auld, 1990; Kundu, 2012). The 
two velocities are  
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In non isotropic continua more than two independent quantities are needed to determine 
the matrix of the elastic constants, and the phase velocities, beside depending on the 
direction of k, have a more complex dependence on the Cij values. They however remain of 

the form  C /v , where C is the appropriate combination of elastic constants and, 
possibly, direction cosines of k.  

In a homogeneous semi-infinite solid the free surface breaks the translational symmetry in 
the direction perpendicular to the surface, causing new phenomena: the reflection of bulk 
waves, and the existence of surface acoustic waves (SAWs). Namely, at a stress free surface, 
Eqs. (1) admit, for an isotropic continuum, a further solution: the Rayleigh wave, the 
paradigm of SAW. Such waves have peculiar characters (Farnell & Adler, 1972): a 
displacement field confined in the neighborhood of the surface, with the amplitude which 
declines with depth, a wavevector k  parallel to the surface, and a velocity lower than that 

of any bulk wave, such that the surface wave cannot couple to bulk waves, and does not lose 
its energy irradiating it towards the bulk. Pseudo-surface acoustic waves can also exist, 
which violate this last condition. The velocity Rv  of the Rayleigh wave cannot be given in 
closed form; a good approximation is (Farnell & Adler, 1972) 
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The continuum model of a homogeneous solid does not contain any intrinsic length scale. 
Accordingly, all the solutions for this model are non dispersive, meaning that the velocities 
(Eqs. (7) and (8)) are independent from wavelength (or frequency). 

More complex modes occur in non homogeneous media. Layered media, like a supported 
film, are a particularly relevant case, in which new types of acoustic modes can occur 
(Farnell & Adler, 1972); namely, modes confined around an interface (Stoneley waves) and 
modes which are essentially guided by one layer (Sezawa waves). All these modes have a 
wavevector k  parallel to the surface. In this case the medium does have an intrinsic length 

scale, given by the layer thicknesses, and the modes become dispersive: their velocities 
depend on wavelength, or, more precisely, on the wavelength to thickness ratio(s). When 
the wavelength is comparable to the layer thicknesses, the displacement fields of the 
acoustic modes extend over several layers: the modes are modes of the whole structure. 
Their velocities therefore depend on the properties of at least two adjacent layers, and can be 
computed only numerically, as non trivial functions of the properties of the substrate and 
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the layer(s), and of the wavelength to thickness ratio. The dispersion relations   k  or

( )v f  can thus be obtained. 

In particular, in the design and analysis of measurement methods for a supported film, two 
basic cases can be distinguished: ‘high’ and ‘low’ thicknesses. Thickness is ‘high’ or low’ in 
comparison with the acoustic wavelength involved in the measurement; therefore a same 
thickness can be ‘low’ in an experiment which exploits relatively low frequencies, and ‘high’ 
in an experiment performed at higher frequencies, i.e. smaller wavelengths.  

The thickness is ‘high’ when it is significantly larger than the involved acoustic wavelength. In 
this case the film behaves acoustically as a semi-infinite medium: it supports acoustic waves of 
bulk type, both longitudinal and transverse, as if it was infinite, and, at the free surface, 
supports the Rayleigh surface wave, as if it was semi-infinite. In this case all these acoustic 
modes are non dispersive, their properties depend on the material properties of the film alone, 
and in the analysis of experimental results the thickness value is irrelevant. It turns out, 
experimentally, that this regime is achieved for thicknesses of the order of a few wavelengths, 
without requiring thicknesses which exceed the wavelengths by orders of magnitude. 

Thicknesses are ‘low’ when they are comparable to or smaller than the acoustic wavelength. 
The bulk waves cannot be fully developed in the film, the Rayleigh wave becomes a so 
called ‘modified Rayleigh wave’, whose displacement field penetrates in the substrate, and 
Sezawa waves can be supported, whose displacement fields also penetrate in the substrate. 
Therefore the properties of all these acoustic modes depend on the material properties of the 
film, but also on the film thickness, whose value becomes a crucial parameter, and on the 
properties of the substrate. In particular, the velocities of both the modified Rayleigh wave 
and the Sezawa waves depend on the wavelength to thickness ratio: these modes are 
dispersive. This must be taken into account in the analysis of experimental results.  

A gradual transition from the ‘low’ to ‘high’ thickness behaviour occurs at intermediate 
values. For instance, when the film thickness is very small the Rayleigh wave has a 
displacement field which mainly extends in the substrate, and a velocity which approaches 
the Rayleigh wave velocity of the substrate. For increasing thickness the fraction of the 
acoustic energy which is in the substrate decreases, and the velocity gradually approaches 
the Rayleigh wave velocity of the film material; the latter is reached when the displacement 
field amplitude becomes negligible before reaching the substrate. 

3. Measurement techniques 

Some observations are recalled here concerning two methods to measure the acoustic 
velocities, namely quantitative acoustic microscopy (AM) and Brillouin spectroscopy (BS), 
and micro-indentation. It should be recalled that, unlike polymers which exhibit a frequency 
dependent mechanical response, the viscous effects in ceramic-like materials and in metals 
is generally negligible, such that the high and low frequency properties are essentially 
indistinguishable. It can also be remembered that the acoustic methods measure the 
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adiabatic stiffness, which does not coincide with the isothermal one, measured in monotonic 
tests (if strain rate is not too high); however, in elastic solids the difference between 
adiabatic and isothermal moduli seldom exceeds the measurement uncertainties (Every, 
2001). It is also worth remembering that in most metals and ceramics the acoustic velocities 
are of the order of a few km/s = m×GHz. 

3.1. Acoustic microscopy 

Acoustic microscopy (Zinin, 2001; Zinin et al., 2012) is one of the techniques which adopt 
harmonic excitation. It exploits a piezoelectric actuator coupled to sapphire acoustic lens, 
which operates also as a transducer, in a pulse-echo operation mode. The acoustic lens is 
mechanically coupled to the sample by a liquid drop, often distilled water. Acoustic 
microscopy can be operated with imaging purposes; in the quantitative acoustic microscopy 
version (Zinin, 2001) it allows to measure the acoustic properties of the sample. 

Experiments are performed by first adjusting the lens to sample distance z to give the 
maximum intensity of the reflected signal: at this distance the lens is said to be at focus. The 
distance is then decreased (the lens is defocused), measuring the intensity of the reflected 
signal. Since the direct outcome of the transducer is a voltage V, the so called V(z) curve is 
obtained. Such a curve has characteristic oscillations, of period Δz, arising from the 
interference between two acoustic paths. One is the direct back reflection at the 
liquid/sample interface, due to the mismatch of acoustic impedances, the second involves a 
refraction into the solid sample: acoustic wave are excited in the solid, which propagate 
irradiating part of their energy towards the coupling liquid, back to the lens. In 
homogeneous solids, and in “high thickness” layers, the refracted bulk acoustic waves 
propagate towards the depth of the solid, and the energy irradiated back into the fluid 
mainly comes from the Rayleigh wave, propagating along the specimen surface. In 
specimens with thin coatings also other acoustic modes can play a significant role. 

When the Rayleigh wave has the dominant role, the measurement of the period Δz allows to 
derive its velocity Rv , since 
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where 0v  is the acoustic velocity in the fluid and f is the acoustic frequency. Piezoelectric 
transducers coupled to acoustic lenses typically operate in the frequency range from tens of 
MHz up to 1 GHz, resulting in acoustic wavelengths from a few to many micrometres. 
Therefore only films having a thickness of several micrometres can be in the ‘high thickness’ 
regime mentioned above. 

3.2. Brillouin spectroscopy 

Brillouin scattering is the inelastic scattering of light by vibrational excitations of acoustic 
nature, or by long wavelength acoustic phonons; the scattering mechanisms are discussed 
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the layer(s), and of the wavelength to thickness ratio. The dispersion relations   k  or
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without requiring thicknesses which exceed the wavelengths by orders of magnitude. 
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The bulk waves cannot be fully developed in the film, the Rayleigh wave becomes a so 
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properties of the substrate. In particular, the velocities of both the modified Rayleigh wave 
and the Sezawa waves depend on the wavelength to thickness ratio: these modes are 
dispersive. This must be taken into account in the analysis of experimental results.  

A gradual transition from the ‘low’ to ‘high’ thickness behaviour occurs at intermediate 
values. For instance, when the film thickness is very small the Rayleigh wave has a 
displacement field which mainly extends in the substrate, and a velocity which approaches 
the Rayleigh wave velocity of the substrate. For increasing thickness the fraction of the 
acoustic energy which is in the substrate decreases, and the velocity gradually approaches 
the Rayleigh wave velocity of the film material; the latter is reached when the displacement 
field amplitude becomes negligible before reaching the substrate. 

3. Measurement techniques 

Some observations are recalled here concerning two methods to measure the acoustic 
velocities, namely quantitative acoustic microscopy (AM) and Brillouin spectroscopy (BS), 
and micro-indentation. It should be recalled that, unlike polymers which exhibit a frequency 
dependent mechanical response, the viscous effects in ceramic-like materials and in metals 
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adiabatic stiffness, which does not coincide with the isothermal one, measured in monotonic 
tests (if strain rate is not too high); however, in elastic solids the difference between 
adiabatic and isothermal moduli seldom exceeds the measurement uncertainties (Every, 
2001). It is also worth remembering that in most metals and ceramics the acoustic velocities 
are of the order of a few km/s = m×GHz. 
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version (Zinin, 2001) it allows to measure the acoustic properties of the sample. 

Experiments are performed by first adjusting the lens to sample distance z to give the 
maximum intensity of the reflected signal: at this distance the lens is said to be at focus. The 
distance is then decreased (the lens is defocused), measuring the intensity of the reflected 
signal. Since the direct outcome of the transducer is a voltage V, the so called V(z) curve is 
obtained. Such a curve has characteristic oscillations, of period Δz, arising from the 
interference between two acoustic paths. One is the direct back reflection at the 
liquid/sample interface, due to the mismatch of acoustic impedances, the second involves a 
refraction into the solid sample: acoustic wave are excited in the solid, which propagate 
irradiating part of their energy towards the coupling liquid, back to the lens. In 
homogeneous solids, and in “high thickness” layers, the refracted bulk acoustic waves 
propagate towards the depth of the solid, and the energy irradiated back into the fluid 
mainly comes from the Rayleigh wave, propagating along the specimen surface. In 
specimens with thin coatings also other acoustic modes can play a significant role. 

When the Rayleigh wave has the dominant role, the measurement of the period Δz allows to 
derive its velocity Rv , since 

  
0 0   with   sin

2 1 cos R
RR

v v
z

vf



  


  (9) 

where 0v  is the acoustic velocity in the fluid and f is the acoustic frequency. Piezoelectric 
transducers coupled to acoustic lenses typically operate in the frequency range from tens of 
MHz up to 1 GHz, resulting in acoustic wavelengths from a few to many micrometres. 
Therefore only films having a thickness of several micrometres can be in the ‘high thickness’ 
regime mentioned above. 

3.2. Brillouin spectroscopy 

Brillouin scattering is the inelastic scattering of light by vibrational excitations of acoustic 
nature, or by long wavelength acoustic phonons; the scattering mechanisms are discussed 
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elsewhere. In BS measurements a focused laser beam, of angular frequency i, wavelength 
0 and wavevector qi , impinges on the sample, and the light scattered with wavevector qs  
is collected and spectrally analyzed. The strongest feature in the spectrum is due to the 
elastically scattered light, at frequency i, but also Stokes/anti-Stokes doublets can be 
present, due to inelastic scattering by thermally excited vibrations (Sandercock, 1982; 
Comins, 2001; Grimsditch, 2001; Every, 2002; Beghi et al., 2012). The wavevectors qi  and qs

select the probed wavevectors  k q qs i  and  s i  
k q q . Inelastic scattering by a bulk 

wave (see Eq. (2)) or a SAW of such wavectors gives one or more doublets, at frequencies s 
= i  . Detection of a doublet thus allows to measure the velocity of an acoustic mode, 
either  /v k  or /v  k . In the evaluation of k the effects of refraction must be taken 

into account, as recalled below. 

BS thus measures the velocities of bulk and surface acoustic waves in a fully optical, and 
therefore contact-less, way. Obviously, bulk waves are detectable only in sufficiently 

transparent media. The probed acoustic wavelengths   2 / k  and 2 /  k


 are 

determined by the optical wavelength and the scattering geometry: with visible light they 
are typically sub-micrometric, resulting in acoustic frequencies in the GHz to tens of GHz 
range. Wavelengths in this range are three orders of magnitude larger than interatomic 
distances, making the continuum description (Eq. (1)) fully appropriate.  

Although BS can be performed in various geometries (Grimsditch, 2001; Beghi et al., 2011; 
2012), the most frequent one is backscattering (  q qs i ), which maximizes k . This 

geometry selects, for scattering by bulk waves in isotropic media, the specific probed 
wavevector  2 ink q , where n is the refractive index, while, for scattering by SAWs, it can 

explore a range of wavevectors of modulus 2 sini  k q which depend on the incidence 

angle   (the angle between the incident beam and the surface normal) but do not depend 
on n. Therefore the analysis of experimental results for bulk scattering requires an 
independent value of the refractive index. Since the probed acoustic wavelengths are 
typically sub-micrometric, films having a thickness of a couple of micrometres already are in 
the ‘high thickness’ regime mentioned above. 

3.3. Nanoindentation 

During nano-indentation tests, an indenter is pressed onto the surface of the material that 
has to be characterized. The tip of the indenter, that can have different shapes, is made of a 
hard material, usually diamond. During the test, the load P and the tip penetration h are 
continuously recorded during a loading-unloading cycle, building up the P-h curve, whose 
analysis allows the computation of indentation modulus and indentation hardness, 
attributable to the elastic and post-elastic response of the material, respectively. 

The key parameter when analyzing indentation is the reduced modulus Er. Generally Er 
depends on the elastic properties of the material as well as on the shape of the indenter and, 
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therefore, the shape of the contact area. With the assumption of axisymmetric indenters and 
homogeneous, elastic, isotropic materials, Er can be computed with the simple relation: 
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Where E and   are Young modulus and Poisson’s ratio of the material, respectively. 

From the theory of contact mechanics between an isotropic elastic half space and an elastic 
sphere (Hertz, 1881), the relationship between the contact force P and the relative 
displacement h between the bodies dependes on the elastic properties of both bodies, 
through one single parameter E* according to the relationship: 
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in which R is the indenter radius and E*, also referred to as indentation modulus, is such 
that: 
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where iE  and  i are the Young modulus and the Poisson’s ratio of the indenter. In case of 
diamond, it is  1141 GPaiE  and   0.07i . 

The above solution, holding for a spherical indenter, has been extended to conical indenters 
by Sneddon (Sneddon, 1965). By using simple geometrical arguments on the geometry of the 
tip, he obtained the following force-displacement relationship: 
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in which  is the opening half angle of the conical tip and a is the contact radius. 

A simple relationship between the elastic parameter E* and the the unloading contact 
stiffness S=dP/dh is: 
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in which A is the projected contact area having radius a. The above solution holds for an 
elastic contact between a perfect conical surface and the elastic isotropic semi-infinite solid.  

Oliver and Pharr (Oliver and Pharr 1992) introduced a generalized method to determine the 
reduced modulus Er for pyramidal indenters and non linear materials with irreversible 
response. When elastic-plastic response is obtained, the unloading branch of the P-h curve 
will be lower with respect to the loading branch, and will exhibit non zero displacement at 
zero load, denoting a residual inprint on the material surface. The method of Oliver and 
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therefore, the shape of the contact area. With the assumption of axisymmetric indenters and 
homogeneous, elastic, isotropic materials, Er can be computed with the simple relation: 
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in which A is the projected contact area having radius a. The above solution holds for an 
elastic contact between a perfect conical surface and the elastic isotropic semi-infinite solid.  
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Pharr is based on the basic hypothesis that the initial portion of the unloading P-h curve is 
essentialy driven by elastic response of the material. Thus the contact stiffness S calculated 
at the top portion of the unloading curve can be used in a generalized version of equation 
(14) to estimate the indentation modulus: 
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in wich an adjusting empirical parameter  has been introduced with the purpose to account 
for specific pyramidal shapes. For the three sided pyramid (Berkovich tip) = 1.034 is 
usually assumed. 

The contact area A is the projected area of the material in contact with the indenter surface 
and it is a function of hc which is the height of the contact surface in the vertical direction 
(the indentation direction). The function A(hc) is generally calibrated for low depth 
indentations by running experiments on reference materials (typically fused silica); 
calibrated functions A(hc) accounts for the blunt geometry of real used tips and therefore it 
must be re-calibrated periodically as the number of idents made with the tip increases. 

The Oliver and Pharr method provides a simple relationship for the experimental 
determination of the contact depth hc 
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which is used to calculate the contact area and the reduced modulus Er using (15) and (12). 

The ability of the nanoindentation technique to probe small amount of material by shallow 
penetration depths enables one to probe the mechanical properties of thin coatings without 
removing the film from the substrate.  

The main difficulty in nanoindentation of thin films is to ensure that the properties of the 
substrate are not affecting the characterization of the coatings. To achieve this aim, a simple 
rule to restrict the maximum penetration depth to no more than 1/10 of the coating thickness 
is usually applied. 

However, for measurement of the elastic properties, the influence of the substrate 
compliance is unavoidable. Despite this intrinsic difficulties, methods to determine film 
thickness out of nanoindentation on film/substrate systems are available. As an example, 
Doener and Nix (Doener and Nix 1986) determined a relationship between an effective 
reduced modulus (which is strictly related to E*) and the properties of film, substrate and 
indenter, by using finite element simulations (Fischer-Cripps, 2011): 
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in which the subscripts f and s denote film and substrate, respectively. In (17) is a 
parameter which governs the decay of the effect of the substrate for increasing penetration 
depths of indentations and /t A is the geometric scaling parameter. For ideal conical 
indentation, A is proportional to h2, so the scaling parameter is proportional to t/h. 

For deep indentations, i.e. for small t/h, equation (17) provides the properties of the 
substrate; whereas, for shallow indentation (i.e. at the limit / 0t h )equation (17) provides 
the properties of the film. 

4. Data analysis 

Data analysis is first discussed for the case of an isotropic semi-infinite medium. This 
analysis applies to the ‘high thickness’ films as well, either supported or free standing; with 
AM this regime can be achieved only by thicknesses of many micrometres, while with BS it 
is already achieved by thicknesses of a couple of micrometres.  

The assumption of a semi-infinite medium, or of a film of ‘high thickness’, implies that the 
velocities of all the acoustic modes do not depend on the wavevector (Farnell & Adler, 
1972). The crude outcome of measurements is a set of NE values for the reduced modulus 
 ,r mE  m = 1,2, ... ,NE, and a set of NR values for the Rayleigh velocity  ,R iv , i = 1,2, ... ,NR; if 
the bulk acoustic wave is measurable, a third set of Nl values for the bulk longitudinal 
velocity  ,l jv , j = 1,2, ... ,Nl, is also available. For each value an uncertainty can be evaluated, 
like 

,R iv  for ,R iv ; these uncertainties can be statistically evaluated a posteriori, and therefore 
be the same for all the values belonging to the same set, or can be evaluated for each single 
value, if a sufficiently detailed analysis of the measurement process is available. With AM 
only the Rv  values are accessible, the bulk waves being not measurable; with BS the bulk 
waves are measurable only for sufficiently transparent media (silicon, for example), and in 
this case also the bulk transversal wave can be measurable, beside the bulk longitudinal one, 
giving a fourth set of Nt values for the bulk transversal velocity  ,t jv . This does not always 
happen, because the spectral doublet due to scattering by the transversal wave is typically 
weaker than that due to the longitudinal wave. From the set of NE values for the reduced 
modulus  ,r mE  an average value rE  can be derived, with its uncertainty  E , and the same 
can be said for Rv , lv  and tv , when they are measurable. 

The assumption of an isotropic medium implies that the stiffness is fully identified by two 
independent parameters: therefore it is intrinsically a two-dimensional quantity, which can 
be represented by a point in a two dimensional ‘stiffness space’. The ‘stiffness space’, in 
turn, can be represented by the (E,) couple, i.e. the (E,) plane, or, equivalently, by other 
planes, like the (B,G) plane or the (C11, C44) plane, or the plane defined by the two Lamé 
constants. Any of these planes can be mapped into any other (see Eqs. (3)-(6)); the 
representation by the (E,) plane is first considered here. For any point of this plane the 
value Er(E,) is immediately computed, and, if the mass density is known, the value 

 ,Rv E is also computed, as well as  ,lv E  and  ,tv E . 
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in which the subscripts f and s denote film and substrate, respectively. In (17) is a 
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depths of indentations and /t A is the geometric scaling parameter. For ideal conical 
indentation, A is proportional to h2, so the scaling parameter is proportional to t/h. 

For deep indentations, i.e. for small t/h, equation (17) provides the properties of the 
substrate; whereas, for shallow indentation (i.e. at the limit / 0t h )equation (17) provides 
the properties of the film. 
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analysis applies to the ‘high thickness’ films as well, either supported or free standing; with 
AM this regime can be achieved only by thicknesses of many micrometres, while with BS it 
is already achieved by thicknesses of a couple of micrometres.  

The assumption of a semi-infinite medium, or of a film of ‘high thickness’, implies that the 
velocities of all the acoustic modes do not depend on the wavevector (Farnell & Adler, 
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4.1. Graphical method 

The condition   ,r rE E E  identifies a line in the ‘stiffness space’, and the condition 
      ,r r rE EE E E E  identifies a confidence band, or a ‘stripe’. The same happens for 

Rv , lv  and tv , when available. A first analysis procedure is graphical, and basically consists 
of drawing the available curves, or bands, in the stiffness space. If two of them are available, 
typically rE  and Rv  from AM (Bamber et al., 2001; Goodman & Derby, 2011), their 
intersection fully identifies the stiffness, and allows a semi-quantitative estimate of its 
uncertainty. If three or more lines are available, as it can happen with BS from sufficiently 
transparent samples (Beghi et al., 2011; Garcia Ferré et al, 2013), all their intersections 
typically do not coincide exactly, but the amplitude of the region which contains them 
allows a qualitative estimation of the consistency of the different measurement techniques. 
In particular, a confidence band which lies beside the intersection of the others is a hint to a 
possible systematic error in one of the measurement techniques. 

Validations of the data analysis procedure have been performed exploiting fused silica 
samples supplied for calibration of the indentation equipment (Bamber et al., 2001; Garcia 
Ferré et al, 2013). In the derivation of stiffness values from the measured acoustic velocity 
the widely accepted value of 2200 kg/m3 was adopted for the mass density of fused silica. 
Fig. 1 shows a recent result obtained by BS, which allows to measure also the doublets due  

 
Figure 1.  (adapted from Garcia Ferré et al. 2013). Representation in the (E,) plane of the measurements 
on a bulk silica platelet of nominal properties E = 72 GPa and  = 0.17. Results from indentation 
(reduced modulus Er, green lines) and from BS (bulk longitudinal wave velocity vl, blue lines; Rayleigh 
wave velocity vR, red lines; ratio of bulk longitudinal to bulk transversal wave velocities vl/vt, violet 
lines). For each quantity: central values and uncertainty bands. The conversion from raw spectral data 
to vl is performed exploiting the measured value of refractive index nsi = 1,464; the conversion from 
velocities vl and vR to the elastic moduli is performed by the widely accepted value of 2200 kg/m3. The 
ratio vl/vt is directly obtained from raw spectral data, and is a function of  which can be plotted without 
needing any of the above data.  
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to bulk waves (Garcia Ferré et al, 2013), In the derivation of the corresponding velocity the 
value of the refractive index n is needed. The latter was measured by an ellipsometer, 
obtaining nsi = 1,464  0.003. An analogous outcome was obtained by AM (Bamber et al., 2001), 
measuring only the Rayleigh velocity but not needing the value of the refractive index. 

4.2. Least squares estimation method 

A more detailed statistical analysis can be performed by a least squares minimization 
procedure. Following standard non linear estimation theory (Seber & Wild, 2003), a least 
square estimator S(E,) is built as the weighted sum over each single result:  
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the weights being determined by the uncertainties. Obviously, the sum over the lv  values is 
present only if the measurement of the bulk longitudinal wave is available. If the bulk 
transversal wave is also measurable, a further summation over the tv  values is also present 
in Eq. (18). The minimum minS  of  ,S E  identifies the most probable value of the  ,E  
couple, and the isolevel curves of the normalized estimator  
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identify the confidence region at any predetermined confidence level (Lefeuvre et al., 1999; 
Beghi et al., 2001, 2011, 2013). The value of S’(E,) that identifies a confidence region is 
determined by the confidence level (typically the 68%, 90% and 95% confidence levels are 
considered) and by the available number of measurements (velocities of acoustic modes and 
indentation data) (Seber & Wild, 2003).  

The estimation of stiffness is performed computing the normalized estimator S’(E,) at the 
nodes of a discrete mesh, which is refined until discretization effects become negligible, and 
then identifying the minimum of  ' ,S E , as well as the confidence regions. It is often found 

that the precise position of the minimum, which by definition falls is in region in which the 
gradient of the estimator is small, is relatively more sensitive to numerical noise. The 
confidence regions typically have a regular shape; their boundaries, which fall in regions in 
which the gradient of the estimator is significant, turn out to be a more robust result.  

The robustness of this outcome was exploited to define the following procedure to pick the 
final results of the evaluation: for each parameter, the minimum and the maximum of the 
values falling within the confidence region are taken. Their average value is taken as the 
estimate of the parameter, and the semi-amplitude of the interval is taken as the estimate of 
its uncertainty. Graphically, this means taking, instead of the point at which the estimator is 
at its minimum and of the precise shape of the confidence region, the rectangle, with sides 
parallel to the axes, circumscribed to the confidence region, and its centre (see Fig. 2a). This 
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In particular, a confidence band which lies beside the intersection of the others is a hint to a 
possible systematic error in one of the measurement techniques. 

Validations of the data analysis procedure have been performed exploiting fused silica 
samples supplied for calibration of the indentation equipment (Bamber et al., 2001; Garcia 
Ferré et al, 2013). In the derivation of stiffness values from the measured acoustic velocity 
the widely accepted value of 2200 kg/m3 was adopted for the mass density of fused silica. 
Fig. 1 shows a recent result obtained by BS, which allows to measure also the doublets due  

 
Figure 1.  (adapted from Garcia Ferré et al. 2013). Representation in the (E,) plane of the measurements 
on a bulk silica platelet of nominal properties E = 72 GPa and  = 0.17. Results from indentation 
(reduced modulus Er, green lines) and from BS (bulk longitudinal wave velocity vl, blue lines; Rayleigh 
wave velocity vR, red lines; ratio of bulk longitudinal to bulk transversal wave velocities vl/vt, violet 
lines). For each quantity: central values and uncertainty bands. The conversion from raw spectral data 
to vl is performed exploiting the measured value of refractive index nsi = 1,464; the conversion from 
velocities vl and vR to the elastic moduli is performed by the widely accepted value of 2200 kg/m3. The 
ratio vl/vt is directly obtained from raw spectral data, and is a function of  which can be plotted without 
needing any of the above data.  
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to bulk waves (Garcia Ferré et al, 2013), In the derivation of the corresponding velocity the 
value of the refractive index n is needed. The latter was measured by an ellipsometer, 
obtaining nsi = 1,464  0.003. An analogous outcome was obtained by AM (Bamber et al., 2001), 
measuring only the Rayleigh velocity but not needing the value of the refractive index. 

4.2. Least squares estimation method 

A more detailed statistical analysis can be performed by a least squares minimization 
procedure. Following standard non linear estimation theory (Seber & Wild, 2003), a least 
square estimator S(E,) is built as the weighted sum over each single result:  
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the weights being determined by the uncertainties. Obviously, the sum over the lv  values is 
present only if the measurement of the bulk longitudinal wave is available. If the bulk 
transversal wave is also measurable, a further summation over the tv  values is also present 
in Eq. (18). The minimum minS  of  ,S E  identifies the most probable value of the  ,E  
couple, and the isolevel curves of the normalized estimator  
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identify the confidence region at any predetermined confidence level (Lefeuvre et al., 1999; 
Beghi et al., 2001, 2011, 2013). The value of S’(E,) that identifies a confidence region is 
determined by the confidence level (typically the 68%, 90% and 95% confidence levels are 
considered) and by the available number of measurements (velocities of acoustic modes and 
indentation data) (Seber & Wild, 2003).  

The estimation of stiffness is performed computing the normalized estimator S’(E,) at the 
nodes of a discrete mesh, which is refined until discretization effects become negligible, and 
then identifying the minimum of  ' ,S E , as well as the confidence regions. It is often found 

that the precise position of the minimum, which by definition falls is in region in which the 
gradient of the estimator is small, is relatively more sensitive to numerical noise. The 
confidence regions typically have a regular shape; their boundaries, which fall in regions in 
which the gradient of the estimator is significant, turn out to be a more robust result.  

The robustness of this outcome was exploited to define the following procedure to pick the 
final results of the evaluation: for each parameter, the minimum and the maximum of the 
values falling within the confidence region are taken. Their average value is taken as the 
estimate of the parameter, and the semi-amplitude of the interval is taken as the estimate of 
its uncertainty. Graphically, this means taking, instead of the point at which the estimator is 
at its minimum and of the precise shape of the confidence region, the rectangle, with sides 
parallel to the axes, circumscribed to the confidence region, and its centre (see Fig. 2a). This 
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gives a simple and clearly defined algorithm to identify the measured value and its 
uncertainty, for each of the parameters, namely for E and  in the representation considered 
until here. However, it must be remembered that these values are only the one-dimensional 
projections of a quantity, the stiffness, which is intrinsically two-dimensional. A statistically 
more rigorous procedure to take into account its two-dimensional nature would require 
considering it as a bivariate normal distribution, and implementing an algorithm to estimate 
its whole covariance matrix, which includes the expectation values for each parameter and 
all the correlations. This implementation is left to future developments.  

The two-dimensional nature of stiffness must however be taken into account when seeking 
the values of the other parameters (such as G, B …). Once E and  are identified with their 
uncertainties σE and σν, as indicated above, the functional dependences on E and , like Eqs. 
(5) and (6) can be exploited to derive the values of other parameters, like G, B, C11 and C44. 
However, care must be exercised in the evaluation of their uncertainties. The standard form 
of the error propagation formula holds for parameters which are uncorrelated. Making this 
assumption to estimate the uncertainties of, e.g., G and B, from σE and σν, would treat E and 
 as uncorrelated, disregarding the information about their correlation which is intrinsically 
given by the shape of the confidence regions. This might lead to a substantial overestimation 
of the uncertainties of all the other parameters.  

The most rigorous way to estimate the values and the uncertainties of all the parameters 
would require, as mentioned above, the estimation of the whole covariance matrix. A 
simpler procedure, which however fully takes into account the two-dimensional nature of 
stiffness, replicates the ‘circumscribed rectangle’ algorithm indicated above. Considering for 
instance G and B, it can be implemented in two different, but equivalent, ways. The first one 
substitutes the functional dependences of E and  on G and B (Eqs. (5) and (6)) into the 
definition of the estimator S(E,ν) (Eq. (18)) obtaining its expression as S(B,G), and then 
repeats the whole procedure outlined above: computation of the normalized estimator at the 
nodes of a rectangular mesh in the (B,G) plane, determination of the confidence regions in 
this plane, identification of the parameters and of their uncertainties by the ‘circumscribed 
rectangle’ algorithm. In a completely equivalent way, once the confidence regions are 
determined in the (E,) plane, their frontiers can be mapped into the (B,G) plane by the 
functional dependences of G and B on E and , and the parameters and their uncertainties 
are then identified by the same algorithm. The two implementations only differ by the 
discretization errors, because a mesh which is rectangular and regular in the (E,) plane is 
neither rectangular nor regular in the (B,G) plane, and vice versa.  

4.3. Anisotropic and non homogeneous cases 

Until now, the data analysis procedure was discussed under the assumptions of isotropic 
and homogeneous medium, remembering that ‘homogeneous’ also includes layers in the 
‘high thickness’ regime, in which the presence and the properties of the substrate are 
essentially irrelevant. The extension of the procedure beyond these assumptions is briefly 
indicated here.  
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In the case of an anisotropic, but still homogeneous, medium, the number of independent 
parameters needed to fully identify the tensor of the elastic constants is larger than two, 
meaning that stiffness is not a two-dimensional quantity, but a multi-dimensional one. 
Considering here for example the cubic symmetry, the independent parameters are three, 
which can be taken as C11, C12 and C44; for the hexagonal symmetry the number of 
independent parameters is five. 

From the acoustic point of view, in a homogeneous anisotropic medium the acoustic waves 
can be not exactly longitudinal and transverse, and, more importantly, their velocity 
depends on the direction of the wavevector k, although not on its modulus. Therefore, any 
acoustic velocity, like e.g. Rv , is a function of not only E and , but of more variables: 

  11 12 44, , , /R Rv v C C C k k . In the same way, each experimental value, like ,R iv  in Eq.(18), 

must be associated to the propagation direction  /
i

k k  along which it was measured. 

From the indentation point of view, anisotropy means that each measurement depends on 
the direction of the normal to the surface on which indentation is performed, and, if the 
indenter is not axisymmetric, it might also depend on the angular position of the indenter 
around its axis. 

It is thus evident that the anisotropic case requires a data analysis which is substantially 
more complex, and, perhaps even more importantly, it requires measurements performed 
on surfaces of various orientations. This typically requires crystals with different cuts, 
which, in the case of films, might be not achievable. In the case of supported films, and 
remembering that we are now dealing with the ‘high thickness’ regime, it seems that the 
only type of anisotropy which can be characterized in detail is the transverse isotropy, 
meaning a film which is isotropic in its plane and has different properties in the 
perpendicular direction. 

Remaining instead in the isotropic case, but relaxing the assumption of homogeneous 
medium, a couple of cases seem to be tractable in some detail. The first one is that of a 
homogeneous substrate with a homogeneous supported film in the ‘low thickness’ regime, 
in which the substrate becomes relevant. In this case ‘non homogeneous’ means a sharp 
discontinuity between two homogeneous media. The second case is that of a mild gradient 
of properties, distributed over a superficial layer. 

In a homogeneous supported film, beside the Rayleigh wave of velocity Rv , other surface 
waves can exist (Sezawa waves). For all of them, for given substrate properties  , subs

E  and 
film thickness h, the velocity depends on the film properties and on the modulus k  k   of 
the wavevector:   , , | , ,R R subs

v v E k h E   . By the same token, each measured value, like 

,R iv  in Eq.(18), must be associated to the modulus ik  at which it was measured, obtaining 
the dispersion relations  v k . By AM the dispersion relation is obtained by measurements 
at different frequencies, while with BS it is obtained by measurements at different incidence 
angles.  



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 202 

gives a simple and clearly defined algorithm to identify the measured value and its 
uncertainty, for each of the parameters, namely for E and  in the representation considered 
until here. However, it must be remembered that these values are only the one-dimensional 
projections of a quantity, the stiffness, which is intrinsically two-dimensional. A statistically 
more rigorous procedure to take into account its two-dimensional nature would require 
considering it as a bivariate normal distribution, and implementing an algorithm to estimate 
its whole covariance matrix, which includes the expectation values for each parameter and 
all the correlations. This implementation is left to future developments.  

The two-dimensional nature of stiffness must however be taken into account when seeking 
the values of the other parameters (such as G, B …). Once E and  are identified with their 
uncertainties σE and σν, as indicated above, the functional dependences on E and , like Eqs. 
(5) and (6) can be exploited to derive the values of other parameters, like G, B, C11 and C44. 
However, care must be exercised in the evaluation of their uncertainties. The standard form 
of the error propagation formula holds for parameters which are uncorrelated. Making this 
assumption to estimate the uncertainties of, e.g., G and B, from σE and σν, would treat E and 
 as uncorrelated, disregarding the information about their correlation which is intrinsically 
given by the shape of the confidence regions. This might lead to a substantial overestimation 
of the uncertainties of all the other parameters.  

The most rigorous way to estimate the values and the uncertainties of all the parameters 
would require, as mentioned above, the estimation of the whole covariance matrix. A 
simpler procedure, which however fully takes into account the two-dimensional nature of 
stiffness, replicates the ‘circumscribed rectangle’ algorithm indicated above. Considering for 
instance G and B, it can be implemented in two different, but equivalent, ways. The first one 
substitutes the functional dependences of E and  on G and B (Eqs. (5) and (6)) into the 
definition of the estimator S(E,ν) (Eq. (18)) obtaining its expression as S(B,G), and then 
repeats the whole procedure outlined above: computation of the normalized estimator at the 
nodes of a rectangular mesh in the (B,G) plane, determination of the confidence regions in 
this plane, identification of the parameters and of their uncertainties by the ‘circumscribed 
rectangle’ algorithm. In a completely equivalent way, once the confidence regions are 
determined in the (E,) plane, their frontiers can be mapped into the (B,G) plane by the 
functional dependences of G and B on E and , and the parameters and their uncertainties 
are then identified by the same algorithm. The two implementations only differ by the 
discretization errors, because a mesh which is rectangular and regular in the (E,) plane is 
neither rectangular nor regular in the (B,G) plane, and vice versa.  

4.3. Anisotropic and non homogeneous cases 

Until now, the data analysis procedure was discussed under the assumptions of isotropic 
and homogeneous medium, remembering that ‘homogeneous’ also includes layers in the 
‘high thickness’ regime, in which the presence and the properties of the substrate are 
essentially irrelevant. The extension of the procedure beyond these assumptions is briefly 
indicated here.  
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In the case of an anisotropic, but still homogeneous, medium, the number of independent 
parameters needed to fully identify the tensor of the elastic constants is larger than two, 
meaning that stiffness is not a two-dimensional quantity, but a multi-dimensional one. 
Considering here for example the cubic symmetry, the independent parameters are three, 
which can be taken as C11, C12 and C44; for the hexagonal symmetry the number of 
independent parameters is five. 

From the acoustic point of view, in a homogeneous anisotropic medium the acoustic waves 
can be not exactly longitudinal and transverse, and, more importantly, their velocity 
depends on the direction of the wavevector k, although not on its modulus. Therefore, any 
acoustic velocity, like e.g. Rv , is a function of not only E and , but of more variables: 

  11 12 44, , , /R Rv v C C C k k . In the same way, each experimental value, like ,R iv  in Eq.(18), 

must be associated to the propagation direction  /
i

k k  along which it was measured. 

From the indentation point of view, anisotropy means that each measurement depends on 
the direction of the normal to the surface on which indentation is performed, and, if the 
indenter is not axisymmetric, it might also depend on the angular position of the indenter 
around its axis. 

It is thus evident that the anisotropic case requires a data analysis which is substantially 
more complex, and, perhaps even more importantly, it requires measurements performed 
on surfaces of various orientations. This typically requires crystals with different cuts, 
which, in the case of films, might be not achievable. In the case of supported films, and 
remembering that we are now dealing with the ‘high thickness’ regime, it seems that the 
only type of anisotropy which can be characterized in detail is the transverse isotropy, 
meaning a film which is isotropic in its plane and has different properties in the 
perpendicular direction. 

Remaining instead in the isotropic case, but relaxing the assumption of homogeneous 
medium, a couple of cases seem to be tractable in some detail. The first one is that of a 
homogeneous substrate with a homogeneous supported film in the ‘low thickness’ regime, 
in which the substrate becomes relevant. In this case ‘non homogeneous’ means a sharp 
discontinuity between two homogeneous media. The second case is that of a mild gradient 
of properties, distributed over a superficial layer. 

In a homogeneous supported film, beside the Rayleigh wave of velocity Rv , other surface 
waves can exist (Sezawa waves). For all of them, for given substrate properties  , subs

E  and 
film thickness h, the velocity depends on the film properties and on the modulus k  k   of 
the wavevector:   , , | , ,R R subs

v v E k h E   . By the same token, each measured value, like 

,R iv  in Eq.(18), must be associated to the modulus ik  at which it was measured, obtaining 
the dispersion relations  v k . By AM the dispersion relation is obtained by measurements 
at different frequencies, while with BS it is obtained by measurements at different incidence 
angles.  
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From the indentation point of view, the critical point for a supported film in the ‘low 
thickness’ regime is the avoidance of the influence of the substrate. With BS the ‘low 
thickness’ regime occurs at thicknesses of the order of one micrometre or less, for which the 
avoidance of substrate influences is a crucial point, but it can be dealt with using sharp tips 
with accurate diamond area function calibrations (Barone et al. 2010) and shallow 
penetration depths. With AM, as discussed above, the ‘low thickness’ regime can occur at 
thicknesses of several micrometres, for which indentation can be easily performed avoiding 
the substrate influences. Therefore, for films of this thickness, the characterization by AM 
can be substantially improved by the combination with indentation. 

The second case, that of a mild gradient of properties distributed over a finite depth, can be 
treated in an approximate way considering the average properties over the explored depth. 
In this case it is crucial that the indentation depth be comparable to the exploited acoustic 
wavelength(s) (Goodman & Derby, 2011). Although the two techniques do not average in 
the same way the properties at different depths, the above condition ensures that averaging 
is performed over the same depth interval. This procedure approximates the actual 
superficial gradient by a homogeneous equivalent film of average properties, over a 
perfectly homogeneous substrate of slightly different properties. 

5. Experimental results 

The combination of AM and indentation, after successful validation by a fused silica sample, 
was exploited to characterize TiN/NbN multilayers deposited by closed field magnetron 
sputtering (Bamber et al., 2001), assuming for the mass density of the multilayer the same 
value of TiN, 5210 kg/m3. Since the thicknesses of the single layers are much smaller than 
the acoustic wavelengths at which they are probed, the whole multilayer coating 
acoustically behaves as an equivalent homogeneous medium. In this case, the same authors 
state that the results were not conclusive, and they present a detailed analysis, focusing on 
the interpretation of the indentation results: they show that a main source of uncertainty lies 
in the analysis of indentation results from a multilayer.  

Other two possible sources of uncertainty can be considered. Firstly, since the thickness of the 
whole multilayer is smaller than the acoustic wavelength, the layer is not in the ‘high thickness 
regime’, meaning that also for the acoustic behaviour the influence of the substrate is not 
negligible, and that the speed of the Rayleigh wave depends on frequency. The authors 
mention that by performing AM measurements at various frequencies the dispersion relation 
can be measured, but they do not give details on how they exploited this possibility. Secondly, 
by its same geometry a multilayer is not isotropic. It has in-plane isotropy, but different 
properties in the normal direction. This type of anisotropy corresponds to hexagonal 
symmetry (transverse isotropy), which requires five independent parameters to fully specify 
the elastic tensor. An isotropic model is the best approximation currently available with the 
experimental information, but it obviously introduces approximations.  

A similar investigation (Goodman & Derby, 2011) was aimed at comparing the properties of 
the air side and the tin side of float glass, which is produced by floating molten glass on 
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molten tin. The mass density values were taken from previous studies on the properties of 
soda-lime glass, and on the influence of the tin content. In this case, despite the need of 
considering a possible gradient of properties in the superficial layer, due to the occurrence 
of microdefects and to diffusion of tin, higher precision results were obtained, allowing to 
detect a measurable difference between the two sides. Due to the possible gradient of 
properties close to the surface, it was ensured that the depths probed by indentation and by 
AM be strictly comparable. 

In a recent investigation (Garcia Ferré et al, 2013), the combination of indentation and BS 
was exploited to achieve a complete mechanical characterization of Al2O3 coatings deposited 
by pulsed laser deposition (PLD). Coatings were deposited on silicon wafer and on stainless 
steel substrates, ablating a 99.99% pure polycrystalline alumina target, and obtaining ultra-
smooth samples (RMS <0,1 nm). SEM observations show a uniform, compact and fully 
dense microstructure; Raman spectroscopy and X-ray diffraction supply evidence of the 
amorphous structure of the coatings. Due to the absence of a crystalline structure and of a 
structure at mesoscopic level, like e.g. a columnar structure, the coating properties are 
assumed to be isotropic. The thickness of the measured coatings were between 4 and 8 m. 
This means that by BS the layer is acoustically in the ‘high thickness’ regime, and that 
indentation can be performed with penetration depths, ranging from 300 to 500 nm, below 
one tenth of the layer thickness, thus avoiding the effect of the substrate. 

Nanoindentation measurements were carried out by a nanoindenter (Micro-Materials, Ltd., 
Wrexham, UK) equipped with a diamond Berkovich tip. The reduced Young’s modulus and 
hardness were assessed from the indentation curves following the Oliver and Pharr 
approach discussed above. BS measurements were performed in the backscattering 
geometry, with incidence angles from 30° to 70°, using an Ar+ laser at the wavelength of 
514,5 nm, and analyzing the scattered light by a tandem multipass Fabry-Perot 
interferometer of the Sandercock type.  

Since the coatings are transparent, BS can measure bulk acoustic modes, but only the 
longitudinal one could be reliably measured. In the analysis of the corresponding data the 
value of the refractive index is needed: ellipsometric measurements supplied na = 1.647  
0.003. The analysis of acoustic data also requires the value of the mass density. For Al2O3 
data are available data for –alumina, i.e. sapphire: mass density ρs between 3970 and 3980 
kg/m3, with index ns, at a wavelength of 514,5 nm, between 1,770 and 1,773 (Malitson, 1962; 
Defranzo & Pazol, 1993). The significant difference between na and ns, for the same nominal 
composition, indicates an appreciably different structure, such that the above value of ρs 
cannot be considered a sufficiently accurate estimate for the amorphous alumina: the 
coating mass density ρa was therefore derived from ρs, ns and na by the Clausius-Mossotti 
formula, also called Lorentz-Lorenz formula when written in terms of the refractive indexes 
(Beghi et al., 2011)  
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From the indentation point of view, the critical point for a supported film in the ‘low 
thickness’ regime is the avoidance of the influence of the substrate. With BS the ‘low 
thickness’ regime occurs at thicknesses of the order of one micrometre or less, for which the 
avoidance of substrate influences is a crucial point, but it can be dealt with using sharp tips 
with accurate diamond area function calibrations (Barone et al. 2010) and shallow 
penetration depths. With AM, as discussed above, the ‘low thickness’ regime can occur at 
thicknesses of several micrometres, for which indentation can be easily performed avoiding 
the substrate influences. Therefore, for films of this thickness, the characterization by AM 
can be substantially improved by the combination with indentation. 

The second case, that of a mild gradient of properties distributed over a finite depth, can be 
treated in an approximate way considering the average properties over the explored depth. 
In this case it is crucial that the indentation depth be comparable to the exploited acoustic 
wavelength(s) (Goodman & Derby, 2011). Although the two techniques do not average in 
the same way the properties at different depths, the above condition ensures that averaging 
is performed over the same depth interval. This procedure approximates the actual 
superficial gradient by a homogeneous equivalent film of average properties, over a 
perfectly homogeneous substrate of slightly different properties. 

5. Experimental results 

The combination of AM and indentation, after successful validation by a fused silica sample, 
was exploited to characterize TiN/NbN multilayers deposited by closed field magnetron 
sputtering (Bamber et al., 2001), assuming for the mass density of the multilayer the same 
value of TiN, 5210 kg/m3. Since the thicknesses of the single layers are much smaller than 
the acoustic wavelengths at which they are probed, the whole multilayer coating 
acoustically behaves as an equivalent homogeneous medium. In this case, the same authors 
state that the results were not conclusive, and they present a detailed analysis, focusing on 
the interpretation of the indentation results: they show that a main source of uncertainty lies 
in the analysis of indentation results from a multilayer.  

Other two possible sources of uncertainty can be considered. Firstly, since the thickness of the 
whole multilayer is smaller than the acoustic wavelength, the layer is not in the ‘high thickness 
regime’, meaning that also for the acoustic behaviour the influence of the substrate is not 
negligible, and that the speed of the Rayleigh wave depends on frequency. The authors 
mention that by performing AM measurements at various frequencies the dispersion relation 
can be measured, but they do not give details on how they exploited this possibility. Secondly, 
by its same geometry a multilayer is not isotropic. It has in-plane isotropy, but different 
properties in the normal direction. This type of anisotropy corresponds to hexagonal 
symmetry (transverse isotropy), which requires five independent parameters to fully specify 
the elastic tensor. An isotropic model is the best approximation currently available with the 
experimental information, but it obviously introduces approximations.  

A similar investigation (Goodman & Derby, 2011) was aimed at comparing the properties of 
the air side and the tin side of float glass, which is produced by floating molten glass on 
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molten tin. The mass density values were taken from previous studies on the properties of 
soda-lime glass, and on the influence of the tin content. In this case, despite the need of 
considering a possible gradient of properties in the superficial layer, due to the occurrence 
of microdefects and to diffusion of tin, higher precision results were obtained, allowing to 
detect a measurable difference between the two sides. Due to the possible gradient of 
properties close to the surface, it was ensured that the depths probed by indentation and by 
AM be strictly comparable. 

In a recent investigation (Garcia Ferré et al, 2013), the combination of indentation and BS 
was exploited to achieve a complete mechanical characterization of Al2O3 coatings deposited 
by pulsed laser deposition (PLD). Coatings were deposited on silicon wafer and on stainless 
steel substrates, ablating a 99.99% pure polycrystalline alumina target, and obtaining ultra-
smooth samples (RMS <0,1 nm). SEM observations show a uniform, compact and fully 
dense microstructure; Raman spectroscopy and X-ray diffraction supply evidence of the 
amorphous structure of the coatings. Due to the absence of a crystalline structure and of a 
structure at mesoscopic level, like e.g. a columnar structure, the coating properties are 
assumed to be isotropic. The thickness of the measured coatings were between 4 and 8 m. 
This means that by BS the layer is acoustically in the ‘high thickness’ regime, and that 
indentation can be performed with penetration depths, ranging from 300 to 500 nm, below 
one tenth of the layer thickness, thus avoiding the effect of the substrate. 

Nanoindentation measurements were carried out by a nanoindenter (Micro-Materials, Ltd., 
Wrexham, UK) equipped with a diamond Berkovich tip. The reduced Young’s modulus and 
hardness were assessed from the indentation curves following the Oliver and Pharr 
approach discussed above. BS measurements were performed in the backscattering 
geometry, with incidence angles from 30° to 70°, using an Ar+ laser at the wavelength of 
514,5 nm, and analyzing the scattered light by a tandem multipass Fabry-Perot 
interferometer of the Sandercock type.  

Since the coatings are transparent, BS can measure bulk acoustic modes, but only the 
longitudinal one could be reliably measured. In the analysis of the corresponding data the 
value of the refractive index is needed: ellipsometric measurements supplied na = 1.647  
0.003. The analysis of acoustic data also requires the value of the mass density. For Al2O3 
data are available data for –alumina, i.e. sapphire: mass density ρs between 3970 and 3980 
kg/m3, with index ns, at a wavelength of 514,5 nm, between 1,770 and 1,773 (Malitson, 1962; 
Defranzo & Pazol, 1993). The significant difference between na and ns, for the same nominal 
composition, indicates an appreciably different structure, such that the above value of ρs 
cannot be considered a sufficiently accurate estimate for the amorphous alumina: the 
coating mass density ρa was therefore derived from ρs, ns and na by the Clausius-Mossotti 
formula, also called Lorentz-Lorenz formula when written in terms of the refractive indexes 
(Beghi et al., 2011)  
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obtaining ρa = 3471  17 kg/m3.  

This combination of ellipsometry, BS and nanoindentation was called ‘EBN procedure’ 
(Garcia Ferré et al., 2013). Its validation was achieved by a bulk silica sample supplied by the 
producer of the indenter for calibration purposes, of nominal properties E = 72 GPa and ν = 
0,17 (see Fig. 1). On this sample BS measurements could detect, beside the Rayleigh wave, 
both the bulk longitudinal and the bulk transversal waves. When both types of bulk waves 
are measurable in the same spectrum, the ratio of their velocities vl/vt can be directly 
obtained from the raw spectral data, irrespective of their calibration and of the values of the 
mass density and refractive index, and without being affected by possible imperfections of 
the scattering geometry. The ratio of velocities is thus measured with better precision than 
the single velocities.  

For the silica sample the results from BS and from indentation are shown in Fig.1: the 
confidence bands resulting from the various measurements all intersect in a small region, 
showing a high degree of consistency among measurement techniques of completely 
different nature. 

For the alumina coatings indentation measurements gave for the reduced modulus Er = 
212.3 ± 5.4 GPa, and for hardness H = 10,32 ± 1,03 GPa. BS measurements could reliably 
measure the Rayleigh wave and the bulk longitudinal waves, of velocities vR = 4328 ± 42 m/s 
and vl = 8655 ± 36 m/s. The conversion from raw spectral data to vl is performed exploiting 
the measured value of refractive index na = 1.647; the conversion from velocities vl and vR to 
the elastic moduli is performed by the value of ρa = 3471 kg/m3 obtained, as indicated above, 
by the Lorentz-Lorenz formula. The procedures outlined above are performed in the (E,) 
plane, as well as in the (B,G) and the (C11,C44) planes, as shown in Fig. 2. The stiffness is thus 
characterized. The results obtained on the basis of the 95% confidence regions are 
summarized in Table 1. A detailed analysis of the uncertainties of statistical and of 
systematic nature was performed (Garcia Ferré et al., 2013). Basically, the errors in the 
measurement of the reduced modulus and the spectral frequencies are of statistical nature, 
and lead to a broadening of the confidence regions. An uncertainty in the value of mass 
density or of the refractive index acts instead like a calibration error, leading to a shift of the 
confidence regions, without appreciable broadening.  

The results of Table 1 show that the stiffness of these PLD deposited alumina coating is 
significantly different from that of most ceramic coatings: namely, Young modulus is lower 
and Poisson’s ratio is higher, resulting in a stiffness which is close to that of steel. This 
finding could be rationalized in the light of TEM analysis, which shows that the coatings 
consist of a homogeneous dispersion of ultra-fine (2-5 nm) Al2O3 nanoparticles in an 
amorphous alumina matrix (Garcia Ferré et al., 2013). This metal-like stiffness is interesting, 
because at the substrate/coating interface a stress concentration occurs, due to the 
discontinuity of mechanical properties. The stress concentration can promote delamination, 
therefore a smaller stiffness discontinuity, reducing the stress concentration, can favour the 
durability of adhesion. 
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E  (GPa)  195.3 ± 7.6 
 0.294 ± 0.020 
G = C44 (GPa) 75.5 ± 3.8 
B (GPa) 159.2 ± 11.8 
C11 (GPa) 259.8 ± 9.7 

Table 1. (adapted from Garcia Ferré et al. 2013). Stiffness parameters for an alumina coating, obtained 
by the combination of ellipsometry, BS and indentation (see Fig. 2). 

6. Conclusions 

Nanoindentation is among the most widespread techniques to perform the mechanical 
characterization of materials. It is applicable to bulk materials, and it is the standard 
characterization route for supported films whose thickness is not too low. Beside the value 
of hardness, instrumented indentation can supply a measurement of stiffness, by the careful 
analysis of a deformation process which involves both elastic and inelastic strains. However, 
stiffness is a two-dimensional quantity for isotropic materials, and has a higher number of 
dimensions in the anisotropic cases. Indentation supplies a one-dimensional estimate, and 
can achieve a full estimate only by some kind of assumption, typically about the value of 
Poisson’s ratio. The techniques which exploit propagating acoustic waves involve 
exclusively elastic strains: they therefore offer the most direct access to the elastic properties, 
and potentially their most accurate measurements. However, if only one acoustic mode can 
be detected, as it typically happens with AM and with BS of metallic samples, also acoustic 
techniques only supply a one-dimensional estimate. The combination of indentation and an 
acoustic method then allows to obtain the full two-dimensional measurement of stiffness, 
avoiding any assumption. With sufficiently transparent samples BS can detect further 
acoustic modes, supplying additional information and allowing to reduce the uncertainties. 
The consistency of results obtained by the two completely different methods could be 
checked by reference samples. The combined procedure, which is able to achieve the 
complete elastic characterization without needing assumptions, is particularly useful in the 
case of materials with novel properties, either for the novelty of the material or for the 
novelty of the production process. In these cases any assumption is not sufficiently 
grounded, and might lead to misleading results; the combined procedure then achieves a 
characterization of stiffness whose accuracy and reliability would not be reachable by each 
of the techniques alone. Furthermore, the presence of indentation simultaneously provides 
the measurement of hardness, intrinsically out of the reach of acoustic methods. 
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1. Introduction 

Delay lines, as well as thin film acoustic resonators (FBAR) and solidly mounted resonators 
(SMR) of bulk acoustic waves (BAW), are widely used in the modern wireless 
communication networks due to their compactness and ability to operate in the ultra-high 
and super-high frequencies.  

The most rigorous description of the characteristics of arbitrary BAW devices may be 
achieved by using the known three dimensional finite element method (e.g., Giraud et al, 
2007). However, this approach demands enormous computational resources and a long 
computation time during each design of BAW resonators based on multilayer topologies. 
So, it is difficult to optimize the system construction promptly, with respect to the 
peculiarities of each particular specification.  

In addition, the results obtained by means of FEM analysis do not have a clear physical 
sense. Consequently, every time it is not evident which factors of either material or 
constructive nature influence dominantly on the degradation of the real system 
performances, and one has to make rather expensive experiments to answer the necessary 
questions in the course of optimization of a concrete design. Thus, an evident interest 
appears to develop approximate but flexible analytical approach, allowing fast preliminary 
investigation and synthesis of any BAW system1.  

We would like to restrict our theoretical investigation here to the one-dimensional (1D) 
analysis: the model described below admits changes of the system properties along the 
longitudinal coordinate only. This approach doesn’t merely simplify our analysis: it has also 
some objective advantages in the sense of its practical use due to the following. 
                                                                 
1 3D-FEM approach may be aplyied at the final stage of needed design, if necessary. 
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In general, BAW devices represent a set of layers made of various materials. Where parallel 
facets that are perpendicular not only to the “working” X-direction, but also to Y & Z axes 
exist (Fig.1a), the synchronous resonant excitations of spurious lateral modes associated 
with the simultaneous excitations of transverse bending wave motion in plates with side 
edges parallel to one another become inevitable. The main shortcoming of one-dimensional 
models is their inability to take into account only those spurious lateral modes. 
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However, a usage of irregular polygon electrode, in which no two sides are parallel to one in 
the directions being perpendicular to Y- & Z- axes (Fig.1b), allows considerable suppression 
of parasitic movements in similar systems (Bradley et al., 2002). Thus, we must only 
introduce - on the phenomenological level - the proper imaginary addends to the wave-
numbers in every layer, taking into account the losses caused by non-synchronous excitation 
and transformation to heat of parasitic modes (in addition to propagation losses of acoustic 
waves because of the material viscosity).  

Therefore, a one-dimensional model, which allows involving additional losses into analysis, 
is even more suitable for studying real BAW devices, than, say, two-dimensional models, 
which demand much more complex routine but cannot be used in design of actual devices 
with polygonal electrodes.  

It is noteworthy that one-dimensional simulation of BAW device is a preferable and correct 
approach if the direction of the wave propagation in a crystal coincides with the axis of its 
symmetry. This is so at least in the case of the widely used orientations of ZnO, AlN, W, Mo, 
SiO2, Ti, Al, Al2O3, Si, etc. 

Despite numerous publications on research of BAW devices even in a simplified one-
dimensional case (e.g., Hashimoto, K. (Ed.), 2009), to date no-one has provided reliable fast 
calculations of many real systems with complex structures. For example, an equivalent 
circuit network analysis (Ballato et al., 1974) becomes progressively difficult with increased 
number of electrodes. On the other hand, the most general modelling approach, based on 
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the direct solution of the relevant equations for electro-acoustic fields (Novotny, H., et al., 
1991), cannot describe adequately many different configurations of practical importance 
(e.g., a real SMR). Moreover, Novotny’s model is based on a cumbersome cascading routine, 
where every layer is being represented by a (88) transfer matrix. Accordingly, it is difficult 
to arrange enough complex electrical circuitry in that manner while minimizing at the same 
time inevitable mistakes during preparation of corresponding software tools.  

The novel one-dimensional theory is a more universally suitable designing tool, since it is 
both much clearer and simpler in use than predecessors. At the same time an effective self-
checking algorithm based on satisfaction of three fundamental conditions (energy balance, 
the second law of thermodynamics and reciprocity) is proposed and utilized in the 
application software.  

Applying the newly developed approach, one would be capable of analyzing - while 
remaining in the frame of the same modelling principles - any system with an arbitrary 
number and sequence of dielectric and metal layers under arbitrary inter-electrode 
connections2. Multiple electrodes may compose the multilayer transducers, forming either 
those based one-port and two-port networks, or tunable re-radiators, loaded by variable 
admittance. The last variant may be used in order to control electrically the frequency 
responses of various modern devices, based on usage of bulk acoustic waves. 

2. Viscous losses in BAW devices 

One of the most important aspects affecting the quality of real BAW devices, is the energy 
losses which emerge during propagation of acoustic waves in crystals. The main cause of 
the wave attenuation in this case is a viscosity of elastic medium, i.e., the friction arising due 
to the mechanical movements of the material particles with respect to the neighboring 
environment. A reliable quantitative estimation of propagation losses is possible only on the 
basis of experiments. 

Many similar experiments have been carried out earlier by different groups of researchers 
(e.g., Gulyaev, Yu., & Mansfeld, G., 2004). Their results show that the logarithmic decrement 
characterizing propagation loss per BAW’s wavelength depends on frequency almost 
linearly and can be expressed as (f)=1f. Table 1 shows, for example, a set of 1- values, 
related to some materials, commonly used in modern BAW resonators.  
 

Mat.  Al AlN ZnO SiO2 W Ti Mo Si Al2O3 Diam LTO LNO 
1103 

(1/GHz) 
4.13 0.58 1.04 0.15 1.74 4.9 1.16 0.86 0.025 0.45 0.0058 0.014 

Table 1. Values of logarithmic decrement (1/GHz), evaluating attenuation per wavelength of BAW in 
some popular materials. 
                                                                 
2 The infinite conductivity of electrodes is assumed below, when free charges may concentrate only in the infinitely 
thin skins at metal’s borders. 
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3. Simulation principles 
In order to calculate the characteristics of multilayer system, we should consider within each 
layer the motion equation and constitutive relations (Auld, 1973), reducing them to the one-
dimensional case in application to the selected bulk wave mode - either longitudinal or the 
shear one (Kino, 1987).  

Let us denote the normal component of the elastic stress tensor as T (Pa), while u = elastic 
displacement (m),  = mass density (kg/m3), D = electric displacement (C/m2) in the presence 
of electric field with intensity E (V/m). Besides, c, , , and  mean, respectively, the 
corresponding components of tensors, characterizing elastic stiffness (Pa), piezoelectric 
stress (C/m2), relative permittivity (F/m), and viscosity (sPa).  

Then, a well known system of the motion equation (1) and constitutive relations (2-3) should 
be written for each layer (Auld, 1973): 
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At this point a quasi-static approximation of Maxwell’s equations holds everywhere, except 
neighbor edges of the electrodes with different polarity:  
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It is convenient to convert (2-3) to the following relations for the electric intensity and elastic 
stress:  
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 is a logarithmic decrement, characterizing total distributed dissipation per 

wavelength of bulk acoustic waves in the chosen medium.  
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NB: 
 21 


c k

v


 is a BAW velocity in the lossless case.  

Assuming, as usual, a harmonic solution and omitting the time oscillating factor i te  , one 
can simply obtain from Eqs. (1,4,6) the wave equation for dissipative medium:  
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 (7) 

Therefore, it is possible to find a solution in every j-th layer, i.e. within a spatial interval xj-1  
x  xj (j = 1,2…N), as a superposition of two counterpropagating waves: 

    1 1( )      
   j j j jiq x x iq x x

j j j Nu x U e U e  (8) 

In analogy with the previously developed approach to study arbitrary BAW devices , we are 
using below the sequential “end-to-end” subscripting of wave amplitudes: index of the 
backward wave comes to hand from an index of the forward wave within the same layer 
simply by adding N-figure, where N is a number of the system layers, including electrodes 
and substrate (Sveshnikov, 2009). Amplitudes mU (m= 1,2... 2N) have to be found when 
satisfying all the boundary conditions at the layer interfaces xj:  

 ( 0) ( 0)  j ju x u x  (9) 

 ( 0) ( 0)  j jT x T x  (10) 

 ( 0) ( 0) ( )   j j jD x D x x  (11) 

where ( )jx means the surface charge density on j-th interface3.  

Before giving the general solution of the stated problem, we’d like to describe, first of all, 
solutions of a few typical tasks to facilitate understanding of the present modelling logics. 

3.1. P-matrix of a circuitry containing a single piezoelectric layer 

Let us describe a simple bulk acoustic wave transducer (BT), formed by a piezoelectric layer 
with thickness ‘d’, placed between perfectly conductive metal electrodes, infinitely extended 
along the acoustic channel (Fig.2). This structure may be used either as a transducer directly 
(S is in position “1”), or as a tunable reflector loaded by variable admittance Yo (S  “2”).  

As a three-port network containing one electrical and two acoustic ports it may be 
characterized by means of the usual P-matrix. Its sense is explained by the following 
relations, appropriate when switch S on Fig.2 is in the 1st position: 
                                                                 
3 j - values differ from zero only at the edges of neighbor electrodes with different polarity. 
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Figure 2. A piezoelectric layer (1), placed between two semi-infinite electrodes (2), made, in general, 
from different materials (we assume below that they are perfectly conductive).  

One can find all needed terms of this P-matrix in two steps. 

3.1.1. “One-layer” transducer of bulk acoustic waves 

Assuming that there no beams launching upon a BT from outside ( 1 2 0 a a , satisfaction of 
the boundary conditions (9-11) at the cross-sections x=0 & x=d gives us a set of linear 
equations for five unknowns: 
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Here    0 0   D D D d  and / 2 q d . 
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Note that equality (17) is obtained by integrating (5) over a piezoelectric layer:  
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d

E x dx V  (18) 

When substituting (13) & (15) into (14) & (16), one can get a couple of equations allowing us 
to express the amplitudes 1,2U through applied voltage V: 
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Parameter Zj above has a sense of acoustic impedance (Pas/m) of j-th layer (subscript is 
omitted for a middle film), being complex valued quantity in the presence of dissipation, 

and 
2

2
21


e
kK

k
is an effective piezoelectric coupling constant (Kino, 1987).  

By substituting solutions 1,2U of (19) to (13) & (15), we find the terms P23,13 of the considered 

P-matrix, characterizing amplitudes of the “forward” and “backward” acoustic beams, 
radiated into the neighboring semi-infinite acoustic media.  
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On the other hand, with the help of (17) one can calculate an admittance of considered “one- 
layer” transducer as P33= iD(0<x< d) S/V : 
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where 0



SC

d
  is the static capacitance of a BT, if an area of its electrodes equals S . In the 

lossless case (=0) conductance of similar transducer Ga = Re(P33) is expressed as follows:  
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where 0



SC

d
  is the static capacitance of a BT, if an area of its electrodes equals S . In the 

lossless case (=0) conductance of similar transducer Ga = Re(P33) is expressed as follows:  
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In particular, at frequency f = f0, for which  = /2, i.e., when the film thickness equals half of 
a wavelength within the piezoelectric layer ( 0 / 2 / 2 d v ), one can obtain: 
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This value is maximized (Ga = C0/2) under the evident relation between the acoustic 

impedances of neighboring media: 2
1 2

4
    eZ Z Z K
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Figure 3. Frequency dependence of normalized conductance, related to a simple transducer with the 

AlN film under d=0/2, when 2
1 2

2
   eZ Z K Z


 (a), and 2

1 2
4

   eZ Z K Z


 (b).  

However, this is not the maximal conductance meaning over a whole spectrum (look, e.g., at 
Fig.3). As one can see, in order to maximize the BT’s conductance at the desired frequency, 
one should make a piezoelectric film thinner than 0/2. Besides, by varying Z1, 2 -values one 
can change both magnitude and working bandwidth of the main BT’s characteristic.  

(a) (b)
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Anyway, an optimization of the relation between the material parameters and thickness of 
piezoelectric film is needed even in this simple case. In general, a lot of input parameters 
(including thickness of metal electrodes) should be involved in optimization routines to 
improve performances of any real system. With this aim we have to apply the more rigorous 
modeling tools, being developed below (in Section 4). 

3.1.1.1. Isolated BAW resonators with infinitely thin electrodes 

One can shorten Eq. (22) notably in two particular cases, appropriate for the ideal transducer 
with infinitely thin electrodes, when: 

1. Both edges of the piezoelectric layer to be free of external stress (Z1, 2 = 0) (Kino, 1987): 
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2. One edge of the BT is free of stresses, while another border is a rigidly clamped surface 
(Z1 = 0; Z2 ): 
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Figure 4. Admittance magnitudes of the considered idealized embodiments - |Yoo(f)| (a) & |Yoc(f)|(b) - 
related to BT, formed by a single aluminum nitride (AlN) film with thickness d=1.093 microns, 
calculated in a narrow (top) and wide (bottom) frequency ranges of analysis.  

(a) (b)
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In particular, at frequency f = f0, for which  = /2, i.e., when the film thickness equals half of 
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Anyway, an optimization of the relation between the material parameters and thickness of 
piezoelectric film is needed even in this simple case. In general, a lot of input parameters 
(including thickness of metal electrodes) should be involved in optimization routines to 
improve performances of any real system. With this aim we have to apply the more rigorous 
modeling tools, being developed below (in Section 4). 

3.1.1.1. Isolated BAW resonators with infinitely thin electrodes 

One can shorten Eq. (22) notably in two particular cases, appropriate for the ideal transducer 
with infinitely thin electrodes, when: 

1. Both edges of the piezoelectric layer to be free of external stress (Z1, 2 = 0) (Kino, 1987): 
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2. One edge of the BT is free of stresses, while another border is a rigidly clamped surface 
(Z1 = 0; Z2 ): 
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Figure 4. Admittance magnitudes of the considered idealized embodiments - |Yoo(f)| (a) & |Yoc(f)|(b) - 
related to BT, formed by a single aluminum nitride (AlN) film with thickness d=1.093 microns, 
calculated in a narrow (top) and wide (bottom) frequency ranges of analysis.  

(a) (b)
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The parallel resonances for the considered transducers exist under  2 1 / 2  n  , when 

Yoo=0, and if  2 1 / 4  n  , when Yoc=0 (n = 0,1,2…).  

Figures 4 illustrate functions |Yoo(f)|and |Yoc(f)| in logarithmic scale both for a narrow 
(top) and wide (bottom) frequency bandwidths of analysis, taking into account the 
propagation losses in AlN film, found from the Table 1 (  2.8810-3 under f =5 GHz). It 
should be noted that the frequency interval between the harmonic resonances in the 2nd 
case is twice smaller than in the first embodiment. However, the fractional ratio for n-th 
couple of resonant (|Y(fr)|=max) and anti-resonant (|Y(fa)|=min) frequencies satisfies the 
same relation for both constructions: 

 
( ) ( )

2
( ) ( )tan (2 1) (2 1)

2 2

 
      
 
 

r r
n n

e a a
n n

f f
K n n

f f
 

 (27) 

Besides, figures 5(a,b) demonstrate the corresponding conductance frequency responses, 
which may be non-zero values (Re(Yoo,oc)  0) only due to dissipation: a single reason of the 
power consumption within those systems, isolated hypothetically from the neighboring 
environment, is the transformation of acoustic energy to heat. 

 

 
Figure 5. The conductance of considered idealized BTs, formed by a single AlN layer with thickness 
equaled to d=1.093 microns and placed between infinitely thin electrodes. Calculations are made in a 
narrow (top) and wide (bottom) frequency ranges.  

(a) (b)
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3.1.2. Tunable BAW reflectors containing a single piezoelectric layer 

In the recent years a demand in the electrically tunable BAW devices has revived as a result 
of the ability of the thin film bulk acoustic wave resonators to enable development of 
advanced reconfigurable/adaptable microwave circuits. In particular, the focus of the 
attention remained up till now on tunability which is provided when external variable bias 
voltage is applied to FBAR. This voltage influences the BAW velocity in the layers forming 
the system and therefore on its resonant frequencies (Vorobiev & Gevorgian, 2010; Defaÿ, E. 
et al., 2011).  

Another possibility exists to achieve the same goal on a basis of the tunable reflectors with 
variable electrical load, as a part of modern FBARs or SMRs.  

When switch S on Fig.2 is turned to the 2nd position, one can consider a transducer with 
electric load Yo, as the tunable reflector of bulk acoustic waves. Aiming to describe its 
operation more in detail, one should find a solution of the wave equation (8) when using a 
different, as compared to (13-17), set of boundary conditions.  

Assuming that there is no voltage, applied to BT from an external source while looking at 
Fig.2, one can could conclude the following: 

 1 2 1 1  U U a b  (28) 

    1 2 1 1 1 1          i c q U U D ic q a b
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If Vr=0 (this is so under |Y0| ), then, by substituting (32) into (29) & (31), we find a 
system of two coupled equations for U1,2(a1, a2): 

 

2 21 1 1
1 2 1

2 22 2 2
1 2 2

2
1 1

2
1 1

sin( ) sin( )

sin( ) sin( )

  

  

   
             

   

                    

 

 

i i
e e

i i
e e

Z Z Z
K e U K e U a

Z Z Z
Z Z Z

K e U K e U a
Z Z Z

 

 

 
 
 

 

 (33) 

By solving it and setting alternately two combinations of a couple {a1, a2} ({1, 0} or {0,1}), 
which define the fields incident on a BT, one can find all the remaining terms of P-matrix, 
mentioned above: 
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By solving it and setting alternately two combinations of a couple {a1, a2} ({1, 0} or {0,1}), 
which define the fields incident on a BT, one can find all the remaining terms of P-matrix, 
mentioned above: 
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Otherwise (if 1
0 0 Y ), one can express a voltage between the electrodes with the help of the 

Ohm’s law for external electrical circuitry: 

 0 0    ri D S V Y  (40) 
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As a result, Eq. (32) may be simply transformed to the relation (41): 
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 (41) 

where 
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Y i C
 is the variable parameter, characterizing an electrical load.  

Omitting the intermediate calculations, we present here just the resulting expressions for the 
modified 11,22

P  & 21,12
P  terms, of the total P-matrix, describing the tunable scattering 

(reflection and transmission) of bulk acoustic waves by the electrically loaded „one layer“ 
tunable reflector (TR): 
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Assuming that reactance is used as the electrical load (either capacitor C or inductor L ), one 
can take into consideration also the finite resistance (Re) of TR’s electrodes, placing - 
formally – in parallel to TR a shunting conductance 2 2

0 0 0 0 0/    S eG C R C Q  :  
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Otherwise (if 1
0 0 Y ), one can express a voltage between the electrodes with the help of the 

Ohm’s law for external electrical circuitry: 

 0 0    ri D S V Y  (40) 
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As a result, Eq. (32) may be simply transformed to the relation (41): 
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Assuming that reactance is used as the electrical load (either capacitor C or inductor L ), one 
can take into consideration also the finite resistance (Re) of TR’s electrodes, placing - 
formally – in parallel to TR a shunting conductance 2 2

0 0 0 0 0/    S eG C R C Q  :  
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where QC - & QL- values mean the load’s Q-factor (being different, generally, for capacitors 
and inductors).  

It is convenient to characterize Y0-value by the dimensionless parameter 4: 
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 (47) 

Thus, the „tuning“ parameter KY, introduced above, may be represented in the following 
form: 
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Here QC & QL mean the Q-factors of capacitive and inductive loads, respectively, while f0 = 
0/2 is that frequency, at which external inductance compensates the BT’s static capacitance 
( = 0). Figures (6-8) show some examples illustrating the scattering features of TR in the 
considered simplified variant when using aluminum nitride (AlN) piezoelectric film, 
supporting the longitudinal bulk wave mode.  

 
Figure 6. Reflectivity of the short-circuited BT (  KY=1) with the quarter-wavelength thickness of 
AlN film (d = 0/4= v/2f0). 

Contrary to the short-circuited BT (Fig.6), the reflectivity may practically vanish under properly 
found (for a chosen frequency) load’s reactance, if the load’s Q-factor is enough high (Fig.7b). 
                                                                 
4  = -1 &  = 0 mean the open- & short-circuited modes, correspondingly. 
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Figure 7. Antireflecting effect under different values of the load’d Q-factor. 

Physical sense of the mentioned tunability is quite evident: a current, induced because of 
inverse piezoelectricity by incident waves on electrodes, provides "secondary" voltage over 
the load, generating - in turn - the waves in the acoustic channel (which propagate, 
generally, in both opposite directions).  

The re-radiated waves interfere with the reflected and transmitted ones, which appear in the 
inhomogeneous elastic channel under electrical shorting (Yo ). The load’ change results, 
surely, in the amplitude and phase variation of the reflected and passed through BT waves.  

The antireflecting properties of a similar structure may appear when a wave, regenerated 
backward, comes into antiphase with the „elastic“ reflections, cancelling the resulting 
backward wave almost at all. The finite Q-factor of a load results in a several degradation of 
the antireflecting effect (Fig.7b).  

3.1.2.1. Energy balance and the second law of thermodynamics as checking points 

There are two conditions here, which allow us to verify the modeling adequacy bearing in 
mind that the power flow, carried by acoustic wave with amplitude U in the non-

piezoelectric medium, equals 2 2* 2Re( ) Re( )        i U T c q U Z U   (Auld, 1973).  

First of all, in the absence of the beams coming from the outside (a1= a2=0), the total power of 
acoustic waves, radiated by a transducer under applied voltage V, is equal to  

     2 22 2
2 23 1 13Re Re      TP V ω S Z P Z P  (50) 

Accordingly, we should always check whether the energy balance condition is satisfied 
requiring the following obligatory relation between PT -value and the transducer 
conductance, indicating the total power consumed from electrical source:  

   2
33Re TP P V  (51) 
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Equality in (51) holds exactly only in the lossless case: in general, a part of acoustic power 
transforms to heat within BT’s body and can’t be radiated outside it. 

On the other hand, in perfect accordance with the 2nd law of thermodynamics, the total 
part of acoustic power, passed through the reflector, cannot depend on the propagation 
direction of the incident wave (Fig.8a)5. This condition should always be satisfied, even in 
the presence of dissipation in asymmetrical case (if Z1  Z2), when a layer may have 
different reflectivity with respect to the waves launching upon it from opposite directions 
(Fig.8b):  

        2 2
21 2 1 12 1 2

21 2 12 1

Re / Re Re / Re , that is

Re( ) Re( )

  

  

 

 
P Z Z P Z Z

P Z P Z
 (52) 

 
Figure 8. The peculiarity of the BAW scattering by asymmetrical tunable reflector (Z1  Z2). 

As calculations show, Eqs. (21-22) and (42-45) agree absolutely with the conditions (51-52). 

3.1.2.2. Tunability of the “frontal” BAW reflectors 

The tuning possibilities of acoustoetectric BAW transducers as reflectors have been 
investigated first long ago (Gristchenko, 1975). It was proved that one could have control 
over the reflected and transmitted acoustic power by means of variable reactance, connected 
to BT’s electrodes. 

Note that a physically analogous phenomenon, concerning the tunable scattering of surface 
acoustic waves (SAWs), has been widely investigated even earlier than tunability of BAW 
devices. Smith et al. (1969) first have presented an analysis of the interdigital transducer 
(IDT) basing on the equivalent circuit model in the absence of distributed feedback (DFB) 
caused by SAW reflections from electrodes as the periodic inhomogeneities. The 
corresponding expression for the regenerative reflection coefficient of IDT (with the total 
                                                                 
5 Otherwise, a dissipative half-space from a one side of reflector should be heated as compared with the neighbor half-
space, disturbing the condition of thermodynamic equilibrium.  
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admittance Y) was obtained. It can be expressed, within the constant phase multiplier, in the 
following simple form: 

 
0

Re( )



YR

Y Y
 (53) 

Later Sandler and Sveshnikov (1981), basing on the Coupling-of-Modes (COM) analysis, 
have developed the more general model for IDT, taking into account distributed feedback 
also. As they have shown theoretically and, in co-author with Paskhin, experimentally, if a 
Q-factor of a reactance is high enough, then the reflection coefficient of the interdigital 
reflector may be electrically varied practically from zero to unity for any efficacy of Bragg's 
reflections. This circumstance was used to manufacture the tunable SAW resonators, as well 
as to suppress electrically the triple-transit signals in ordinary bandpass SAW filters 
(Paskhin et al., 1981). 

Then, the phase-shifting features of a reflector, manufactured as a single phase 
unidirectional transducer (SPUDT) with variable electrical load, has been discovered 
(Sveshnikov & Filinov, 1988). It was revealed that the phase value of the SPUDT reflection 
coefficient can be varied electrically over an interval [0; 2] at the stopband frequency, if the 
SAW beam is launched upon a SPUDT from the direction of its predominant radiation. It 
means that by changing variable reactance Y0 one can fluently change resonant frequency of 
the resonator, containing similar reflector, over a frequency interval f between its 
neighboring resonant frequencies.  

Due to the physical propinquity of SPUDT with the frontal BT (which has a unidirectional 
nature in principle), it became clear that the same phenomenon has to appear for the frontal 
BAW transducer, placed on the crystal surface and used as the „one-side “ tunable mirror. This 
effect was well founded further both by simplified analytical model (Sveshnikov, 1995), and by 
numerical calculations made for multimode BAW resonators (Kucheryavaya, et al., 1995). 

Indeed, assuming that there is the air above the boundary x=0 on Fig.2 (when a shift S there 
is in the second position) and neglecting a dissipation in the middle layer, a surface x=0 

should be considered as the perfect elastic mirror: 2
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U
U

 practically equa1s unity6.  

Owing to system’s linearity, the total reflection coefficient of the loaded BT (R = b2/a2), being 
a superposition of the elastic and regenerative terms, within the inessential phase constant 
may be represented as follows:  
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Equality in (51) holds exactly only in the lossless case: in general, a part of acoustic power 
transforms to heat within BT’s body and can’t be radiated outside it. 

On the other hand, in perfect accordance with the 2nd law of thermodynamics, the total 
part of acoustic power, passed through the reflector, cannot depend on the propagation 
direction of the incident wave (Fig.8a)5. This condition should always be satisfied, even in 
the presence of dissipation in asymmetrical case (if Z1  Z2), when a layer may have 
different reflectivity with respect to the waves launching upon it from opposite directions 
(Fig.8b):  
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Figure 8. The peculiarity of the BAW scattering by asymmetrical tunable reflector (Z1  Z2). 

As calculations show, Eqs. (21-22) and (42-45) agree absolutely with the conditions (51-52). 

3.1.2.2. Tunability of the “frontal” BAW reflectors 

The tuning possibilities of acoustoetectric BAW transducers as reflectors have been 
investigated first long ago (Gristchenko, 1975). It was proved that one could have control 
over the reflected and transmitted acoustic power by means of variable reactance, connected 
to BT’s electrodes. 

Note that a physically analogous phenomenon, concerning the tunable scattering of surface 
acoustic waves (SAWs), has been widely investigated even earlier than tunability of BAW 
devices. Smith et al. (1969) first have presented an analysis of the interdigital transducer 
(IDT) basing on the equivalent circuit model in the absence of distributed feedback (DFB) 
caused by SAW reflections from electrodes as the periodic inhomogeneities. The 
corresponding expression for the regenerative reflection coefficient of IDT (with the total 
                                                                 
5 Otherwise, a dissipative half-space from a one side of reflector should be heated as compared with the neighbor half-
space, disturbing the condition of thermodynamic equilibrium.  
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while A is unknown constant coefficient. As it doesn’t depend on Y0-value, one can find it 
assuming for the nonce a load to be the lossless reactance (=0). In this case, due to the 
energy balance, an equality|R|=1 holds too. The last relation may be satisfied for arbitrary  
-value only under A = - 2. Thus, we get the following simple formula, being valid even in the 
presence of Ohm loss in electrical load (0), neglecting only the BAW attenuation in 
piezoelectric film (Sveshnikov, 1995): 

 1 ,where tan tan
1 1 1

     
               

Ri
R

iR R e a a
i

   
   

 (55)  

As a consequence of the reciprocity principle, under the electrical matching (=1 and  = 0) 
the mentioned reflectivity should disappear (R=0), because of the perfect unidirectionality of 
this frontal BT (all the incident power is absorbed in a load).  

Taking into account (21) & (54), by numerical calculations made under condition Z1=0 one 
can always ascertain that Eq.(43), obtained rigorously, absolutely coincides with (55) in the 
absence of layer’s viscosity7. For example, if  = /2, then    tan 2 tan 2    , and 
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It is clear from (55) also that under condition of enough small Ohm losses ( < 1), if the 
reactive load is widely varied, from a very large capacitance (  ) to a very small 
inductance (  - ), then the reflection phase is changed all around a circle:    R  . 
Nonetheless, under the finite Q - factor of a load, |R|-value may decrease notably during 
the tuning process. Figures 9a & 9b illustrate this effect in two cases: a) under real Q-factors 
of electrical circuitry, and b) when these Q-factors assumed to be ten times larger (f0 = 
2GHz).  

The larger ratio G=Re(P33)/C0 between the transducer conductance and its „static“ 
susceptance, the smaller the mentioned falling of TR’s reflectivity. As it is clear from (56) one 
can increase G-value by decreasing the ratio |Z2/Z|. However, on this way we have not 
enough variety of the impedance combinations, when using real materials. 

Another technological possibility must be analyzed also to improve the functional features 
of tunable BAW reflectors. It concerns manufacturing of the multi-layered BAW transducer, 
containing a number (Np) piezoelectric layers placed between electrodes with alternating 
polarity - similarly to the interdigital transducer (IDT) of surface acoustic waves. It was clear 
that G-value in this case may rise almost linearly with increasing Np. On the other hand, the 
wave propagation within the extended (in the longitudinal direction) reflector will bring us 
                                                                 
7 This fact is another confirmation of the simulation validity.  
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additional losses too. So, it is necessary to create a proper model, to be able optimize the 
parameters of actual BAW devices in the presence of unavoidable dissipation. 

 
Figure 9. Tunability of the frontal BAW reflector by varying a load’s reactance: an interval  of 
variation of the reflection coefficient phase  = arg(P22(f0)) is close to 2 when [-4;+3].  

4. P-matrix of BAW transducer with multiple electrodes  
Suppose, there is a sequence of piezoelectric layers, placed between metal electrodes with 
alternating polarity, which form a multi-layer BAW transducer (MBT), in analogy with IDT 
(Fig.10).  

 
Figure 10. Schematic representation of multi-layer transducer of bulk acoustic waves, which becomes 
tunable reflector, when being loaded by variable reactance. 

The P-matrix of an BT, containing a number of arbitrary layers in the amount of Nt=2Np+1 
(including electrodes), depends on materials of the neighboring media of acoustic track, 
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while A is unknown constant coefficient. As it doesn’t depend on Y0-value, one can find it 
assuming for the nonce a load to be the lossless reactance (=0). In this case, due to the 
energy balance, an equality|R|=1 holds too. The last relation may be satisfied for arbitrary  
-value only under A = - 2. Thus, we get the following simple formula, being valid even in the 
presence of Ohm loss in electrical load (0), neglecting only the BAW attenuation in 
piezoelectric film (Sveshnikov, 1995): 
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It is clear from (55) also that under condition of enough small Ohm losses ( < 1), if the 
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of electrical circuitry, and b) when these Q-factors assumed to be ten times larger (f0 = 
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The larger ratio G=Re(P33)/C0 between the transducer conductance and its „static“ 
susceptance, the smaller the mentioned falling of TR’s reflectivity. As it is clear from (56) one 
can increase G-value by decreasing the ratio |Z2/Z|. However, on this way we have not 
enough variety of the impedance combinations, when using real materials. 

Another technological possibility must be analyzed also to improve the functional features 
of tunable BAW reflectors. It concerns manufacturing of the multi-layered BAW transducer, 
containing a number (Np) piezoelectric layers placed between electrodes with alternating 
polarity - similarly to the interdigital transducer (IDT) of surface acoustic waves. It was clear 
that G-value in this case may rise almost linearly with increasing Np. On the other hand, the 
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additional losses too. So, it is necessary to create a proper model, to be able optimize the 
parameters of actual BAW devices in the presence of unavoidable dissipation. 

 
Figure 9. Tunability of the frontal BAW reflector by varying a load’s reactance: an interval  of 
variation of the reflection coefficient phase  = arg(P22(f0)) is close to 2 when [-4;+3].  

4. P-matrix of BAW transducer with multiple electrodes  
Suppose, there is a sequence of piezoelectric layers, placed between metal electrodes with 
alternating polarity, which form a multi-layer BAW transducer (MBT), in analogy with IDT 
(Fig.10).  

 
Figure 10. Schematic representation of multi-layer transducer of bulk acoustic waves, which becomes 
tunable reflector, when being loaded by variable reactance. 

The P-matrix of an BT, containing a number of arbitrary layers in the amount of Nt=2Np+1 
(including electrodes), depends on materials of the neighboring media of acoustic track, 
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where a transducer should be placed. So, when finding the BT’s P-matrix we have to involve 
into consideration also a pair of the frontier non-piezoelectric layers, made from the 
arbitrary materials. The total number of layers, to be taken into account at this point, equals 
N=Nt+2 = 2Np+3.  

Denoting dj = xj – xj-1 and following the above-mentioned numeration of acoustic waves, 
appeared inside a system either because of applied voltage (V0), or due to external beams 
under short-circuiting condition (V=0), we consider the boundary conditions (9-10) at the 
interfaces x1, x2... xN-1 , bearing in mind (in analogy with (17)) that within j-th film 
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where Vj = Vj-1 -Vj mean the voltage drop upon j-th layer.  

Besides, there are two boundary conditions at the borders x = x0 = 0 & x = xN. One can 
characterize them by two parameters B1,2, which may accept three meanings: 1) B1,2 = 1, 
relating to free edges (T(x0,N) = 0); 2) B1,2 = - 1, relating to the rigidly clamped borders (u(x0,N) 
= 0), and 3) B1,2 = 0, imitating the perfect matching of transducer with neighboring acoustic 
channels (when there are no waves, coming to transducer from outside): 
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So, one can get a linear system of 2N coupled equations for amplitudes Um (m = 1…2N), 
which may be written in the following matrix form for two vectors, characterizing the 
spatial distribution of acoustic fields ( ( ) VU & ( ) aU ), induced within a device either by 
applied voltage, or by external beams incident on a short circuited transducer from outside: 
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  V a V a V aU M U H  (59) 

At this time the vectors ( ) ( )&
 V aH H  define in (59) the sources of the BAW excitation, 

appeared both because of the applied voltage V (when a1=a2=0) and due to external acoustic fields 
with unit amplitudes, launching on BT at the cross-sections x=0 (a1=1, a2=0) or x=xN (a1=0, a2=1):  
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Here ( )
jt  & ( )

jt  are the transmission coefficients of BAW beams through j-th interface for 
waves, propagating under Vj=0 forward (in „+x“ direction) & backward (in „-x“ direction), 
respectively; ( )

jr  & ( )
jr have a sense of reflection coefficients, describing (under Vj=0) 
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where a transducer should be placed. So, when finding the BT’s P-matrix we have to involve 
into consideration also a pair of the frontier non-piezoelectric layers, made from the 
arbitrary materials. The total number of layers, to be taken into account at this point, equals 
N=Nt+2 = 2Np+3.  

Denoting dj = xj – xj-1 and following the above-mentioned numeration of acoustic waves, 
appeared inside a system either because of applied voltage (V0), or due to external beams 
under short-circuiting condition (V=0), we consider the boundary conditions (9-10) at the 
interfaces x1, x2... xN-1 , bearing in mind (in analogy with (17)) that within j-th film 
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where Vj = Vj-1 -Vj mean the voltage drop upon j-th layer.  

Besides, there are two boundary conditions at the borders x = x0 = 0 & x = xN. One can 
characterize them by two parameters B1,2, which may accept three meanings: 1) B1,2 = 1, 
relating to free edges (T(x0,N) = 0); 2) B1,2 = - 1, relating to the rigidly clamped borders (u(x0,N) 
= 0), and 3) B1,2 = 0, imitating the perfect matching of transducer with neighboring acoustic 
channels (when there are no waves, coming to transducer from outside): 
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So, one can get a linear system of 2N coupled equations for amplitudes Um (m = 1…2N), 
which may be written in the following matrix form for two vectors, characterizing the 
spatial distribution of acoustic fields ( ( ) VU & ( ) aU ), induced within a device either by 
applied voltage, or by external beams incident on a short circuited transducer from outside: 
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Here ( )
jt  & ( )

jt  are the transmission coefficients of BAW beams through j-th interface for 
waves, propagating under Vj=0 forward (in „+x“ direction) & backward (in „-x“ direction), 
respectively; ( )

jr  & ( )
jr have a sense of reflection coefficients, describing (under Vj=0) 
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reflection at j-th interface of waves, propagating after reflection in „+x“ & „-x“ directions, 
correspondingly: 
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where Zj means complex acoustic impedance of j-th layer (see (19a)). 

The following evident equality solves (59) when introducing the (2N2N) unit matrix Î : 

 ( , ) 1 ( , )ˆ ˆ( )  
 V a V aU I M H  (62) 

In accordance with (62) the spatial distribution of electric displacement Dj, expressed using 
(57) through the spatial distribution Uj & Uj+N, may be also represented as a superposition of 
two terms induced either by the voltage or by the external acoustic beams: ( ) ( ) V a

j j jD D D . 

Thus, when using (62), one could simply obtain all terms of the desired P-matrix related to 
arbitrary multi-layer transducer: 
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Note, the equalities (63-65) concern the same P-parameters as (20-21) & (34-39), derived 
above for the „one-layer“ BT. In order to obtain the scattering parameters, characterizing 
tunable multi-layer reflector, loaded by variable electrical admittance Y0, it is convenient to 
apply, using (63-65), the well-known relations (see, e.g., Hashimoto, 2009): 
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Naturally, the found relations (63-66) for generalized P-matrix meet both of the fundamental 
requirements (51-52), confirming the simulation validity. 

Figs.11 illustrate some frequency responses, representing conductance of the multi-layered 
frontal transducer (B1=1), which contains AlN films with thickness dp=vp/(2f0), placed 
between infinitely thin, though infinitely conductive, Al electrodes. The curves, found under 
the assumption that the “bottom” layer of transducer is perfectly matched with the adjacent 
acoustic channel (B2=0), was normalized by the product of Np-value on a conductance, 
calculated at frequency f0 for the “one layer” BT8.  

 
Figure 11. The normalized conductance of BTs, containing different numbers (Np) of AlN layers with 
thickness d=v/(2f0), placed between infinitely thin, though perfectly conductive Al electrodes, under a 
different number of piezoelectric layers: Np=1 (a), 3 (b) and 5 (c).  

 
Figure 12. Tuning of multi-layered frontal TR, containing three (b) & four (c) piezoelectric films with 
thickness dp = 0.445p, when [-4;+3] & f = f0 = vp/p = 2GHz (electric resistance of Al electrodes with 
thickness te = 0.1e assumed to be negligible yet).  

As it is clear from Figs.12 one can minimize the undesired variation of TR’s reflectivity, 
occurring during the tuning process, by using multilayer structures (compare with Fig.9a). 
However, this is done at the expense of certain reduction of the reflection coefficient 
magnitude in consequence of the viscous damping in TR with increased longitudinal size.  

                                                                 
8 If Np=1, these results numerically coincide with the analytical ones, found above in Section 3.1.2. 
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where Zj means complex acoustic impedance of j-th layer (see (19a)). 

The following evident equality solves (59) when introducing the (2N2N) unit matrix Î : 
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We don’t pay attention here to a separate task, concerning optimization of the system 
parameters, as its solution depends on concrete specifications and technological capabilities 
of the BAW device manufacturing. However, the developed model is just the well suited 
instrument facilitating a solution of the multi-parametric optimization problem, bearing in 
mind the finite thickness of electrodes as well.  

5. Tunable SMR 

As an example of universal modeling, we’d like to demonstrate, how one can calculate 
characteristics of solidly mounted resonators (SMR), containing, in particular, the above 
mentioned multi-layered tunable reflector. 

Let us consider, for instance, a device, consisting of two parts: 1) frontal TR, placed in the 
domain x < 0 including Np piezoelectric films placed between Al electrodes, and 2) “two-
port” domain, with input & output transducers (containing NP1 & NP2 piezoelectric films), 
mounted on the bottom substrate by using an intermediate acoustic Bragg reflector (BR). BR 
consists of alternating high and low acoustic impedance layers (e.g., Mo and SiO2), in 
amount Nr, manufactured in order to select only one acoustic resonance in this potentially 
multi-resonant system. 

 
Figure 13. Schematic image of two-port solidly mounted BAW device.  

The wave amplitudes U11…2N & U21…2N within domain 0  x  xN on Fig.13 may be found in 
analogy with the previous analysis, brought in “Sect. 3.3”, when voltage is applied either to 
input or output transducers (V1=1 & V2=0  Um =U1m; V1=0 & V2=1  Um = U2m).  
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A couple of changes should be, yet, involved into the modeling, when forming the general 
scattering matrix M̂ of SMR in whole (besides, surely, the novel spatial distribution of 
materials and thickness of layers there). First, 22

P -parameter of the “top side” tunable 
reflector, found under condition B2=0, must be used as the 1st term in the sub-matrix M̂12 :  

 11 22 0 1M̂12 ( ) P Y BC  (67) 

Secondly, 4
NN 2M̂21   NBC ex . Here BC1,2 are the components of the boundary condition 

vector, relating to the domain x  [0, xN] on Fig.13 (BC2 =-1 means, e.g., the rigidly clumped 
bottom side of a substrate).  

Then, using (57), one has to determine afresh the corresponding distribution of electrical 
displacements within the transducers for the voltages applied either to input or output 
MBTs, finding all the needed Y- parameters of arbitrary four-terminal network: 

 1,2 11,22 1,2 12,21 2,1   I Y V Y V  (68) 

Accordingly to the energy balance condition at every frequency point of analysis and for 
arbitrary architecture of a device the normalized acoustic power hypothetically going 
outside a system (when BC1BC2 = 0) under external voltage, applied either to input (PT=Pa1) 
or output (PT=Pa2) ports, in the lossless case absolutely coincides with the input/output 
conductance values, and becomes smaller them in the presence of dissipation (a part of 
energy, supplied by source, is transformed to a heat): 
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Note, as well, that one more checking rule must be applied here too. It is coupled with the 
reciprocity principle, being valid for any four-terminal network, based on acoustic waves: 

 21 12Y Y  (70) 

The present model always passes through this test also - under the arbitrary combination of 
the topological and material parameters of a system. 

Figures 14(a,b) illustrate how an input impedance of the one-port SMR (Ze = 1/|Y11|) may be 
influenced by the variable reactance for some combinations of SMR’s input data. Two 
variants (with more realistic thicknesses of electrodes) have been considered here, when the 
TRs contain a) one (with thickness dpTR  2.49 m), and b) three (with thickness dpTR  2.57 
m) AlN layers. At this point BT contains in both cases a one piezoelectric layer with 
thickness dpBT = AlN/2  2.73 m. Thickness of electrodes (with area S = 1 mm2) assumed to 
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be different within TR (teTR  0.16 m) and BT (teBT  1.58 m). The Bragg reflector, 
containing Nr =10 “quarter-wavelength” layers, made from SiO2 & Mo films, separates a 
transducer from the bottom substrate (Si) which has a thickness about 1 mm.  

 

 
Figure 14. Input impedance of SMR with the rigidly clamped bottom surface of a substrate (Si). 
Tunable reflector is loaded only by variable capacitor, allowing changes of its capacitance From 

09 CC ~  (solid lines) to 0C~  (dotted lines), where C0 is a static capacitance of TR. Calculations are 

made in two cases, when TR contains one (a) and three (b) AlN layers.  

As one can see, the SMR’s Q-factors at both resonant (Qr) and anti-resonant (Qa) frequencies 
increase when utilizing a multi-layer tunable reflector. Even these (not optimized yet) 
variant shows that under Np=3 a fractional interval of the frequency tuning reaches a rather 
large quantity (f/f0  1.34 %), to be almost twice better than for SMR with a “one layer” TR. 
At this time only a capacitive reactance (varicap with Q-factor equaled to 100) is assumed to 
be used as a load, in order to prevent increasing of Ohm losses, which rise usually when 
using an inductor in the external electrical circuitry.  

6. Conclusion  

A highly efficient self-consistent analytical model, allowing us to describe an arbitrary BAW 
device, has been developed. Comprehensive solution of several typical tasks is given with 
the clear physical argumentation. Flexible one-dimensional modelling is based on a direct 
solution of the motion and constitutive acoustic equations, taking into account the relevant 
boundary conditions. Any kind of dissipation may be involved into consideration at the 
phenomenological level.  

Using the proposed approach one may analyze and synthesize, while remaining within the 
frame of the same investigation manner, a structure with an arbitrary number and sequence 
of dielectric and metal layers. Multiple electrodes may compose the multilayer transducers 
forming those based one- and two-port networks.  

(a) (b)
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A method to control over the resonant frequency of solidly mounted BAW resonators, based 
on the usage of multi-layered tunable reflectors, is investigated in detail. It improves 
substantially the SMR tunability and may be applied either with the aim to correct for 
frequency errors, caused by technological thickness variations of layers, or in order to 
compensate the temperature drifts of the device characteristics using variable electrical load.  

An original and very useful integral method is proposed to verify the validity of the 
simulation, when basing on three fundamental principles, namely: energy balance, the 
second law of thermodynamics, and reciprocity. The presented checking algorithm, on the 
one hand, gives us assurance in the modeling correctness. On the other hand, it simplifies 
considerably the search for mistakes during preparation of the corresponding software tools 
needed to optimize the device parameters in the shortest time.  
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1. Introduction

Since several decades, the acoustic devices improvement depends largely on the theoretical
and Numerical tools. In Acoustic domain, the simulations provide results in high agreement
with the measurements. The numerical methods mainly used are either heuristic or
algorithmic. The heuristic ones give results rapidly but not necessary optimized e.g. the
Mixed Matrix formulation [1–3]. The second kind of numerical methods (algorithmic ones)
requires advanced mathematical development and also complex numerical algorithms e.g.
Finite Element Analysis (FEA)/Boundary Element Method (BEM) [4]. FEA also provides the
data structures for the heuristic methods such as P-Matrix method. In this chapter, we go
over the second kind of numerical methods i.e. the exact ones (FEA/BEM). First, the basis
equations are detailed as well as the current level of the numerical tools (Periodic FEA/BEM
[5]). Next, FEA improvements are demonstrated. Indeed, new research fields in acoustic
need to consider extra configurations which cannot be treated by the periodic way e.g. in
dual-mode SAW filters [6]. So, a non-periodic model was developed and implemented. The
theoretical approach is identical to the one used in periodic case. The strategy of digitizing
is also the same i.e. So only the inhomogeneous part of the studied configuration must be
discretized. By contrast, the surrounding space is considered by using boundary conditions.
Indeed, an acoustic devices is not flying in a free space but if one does not take care of the
boundary that is exactly what it is simulate. The edges of the mesh used in a FEA act as
a perfect mirror. So, without boundary conditions the component is in the vacuum. This
remark is valid both for the non-periodic and periodic. To avoid any problems with the
bottom and top limits of the mesh, one must first develop a BEM to simulate the radiation
in a multilayered substrate or surrounding medium. Here, BEM is based on Green functions.
The inverse Green problem is solved for the periodic case [7] while the direct one is used for
the non-periodic systems [8]. In a second step the artificial reflexions on the side edges of
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is considered by using periodic conditions on the edges [9]. In non-periodic case, a Perfectly
Matched Layer (PML) method must be used and specially for spatially finite SAW resonators.
This method avoids artificial reflexions on the edge side of the meshed.

This work presents first the basis of the FEA with a brief state of the art in simulation with
the main known results until now both for the non-periodic and periodic cases. Next, the
last improvements applied to these numerical investigations are introduced. The boundary
conditions are mainly developed to address new configurations such as the spatially finite
SAW devices. The radiation problem (BEM) is first shown and secondly the PML. The last
part is dedicated to the new results obtained by using the latter improvements.

2. Analytical recipes and state of the art

2.1. Fundamental equations

The Finite Element model allows to simulate the behavior of acoustic devices against many
parameters such as coated medium, electrodes apodization... This method was first initiated
by Tiersten [10]. The principle consists in the equilibrium of the potential and kinetic energy
in the volume with the electrical and mechanical excitation applied on the edges. Thus we
obtained the variational formulation from the equilibrium point of the Lagrangian functional
[11] :
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ui and φ are respectively the displacement and the potential unknowns, Cijkl the elastic
constants, eijk the piezoelectric ones, ρ the density and εij the dielectric coefficients. Fi, Tij and
Di are respectively the forces the stress and the displacement vector. Ω and Γ are respectively
the studied domain and its frontier with the outer space (See Fig. 1). The solution of such an
equation is not trivial. The scheme of FEA allows to find a global solution from an exact one
computed at local points. The global solution is obtained by polynomial interpolation in finite
elements. The sum of each elements give the Ω domain. The variational equation (1) is given
for the FEA scheme:
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where e defines the eth element and E the total number of elements. In equation (2), all the
unknowns (δu, u...) should be written using polynomial interpolation for each element [12].
Each quantities Δ(e)(xi) is written according to the following interpolation in one element:

Δ(e)(xi) =
Ne

∑
n=1

Δ(e,n)P(e,n)(xi), (3)
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where xi is one space direction, Ne the number of nodes in the eth element, Δ(e,n) the value of
the quantity Δ at the nth node of the eth element and P(e,n)(xi) is the Lagrangian interpolation
polynomial for the same node. For the sake of clarity, only the elastic part is written below
according to the FEA formulation for a dimensional device (for instance along x1 in Fig. 1)
with all the mechanical contributions:
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In the nodal expression (4), the right hand is zero. The boundary is actually not considered in
this trivial model.

Limit, Γ

Meshed Domain, 

Ω

Outer space

x2
x1

x3

Figure 1. Splitting of space for a FEA. Ω is the inhomogeneous space under simulation. This is the
meshed domain in which the FEA is applied. Γ is the boundary of Ω with the remaining space. The
latest is either simulated using boundary conditions or considered as vacuum.

The right hands of equations (1) and (2) show several boundary conditions. They are
represented by the integration on the limit Γ. This domain is also discretized in all its elements.
The boundary conditions can be applied on each element considering a condition on the stress
as well as on the displacement or the potential. These parts are for example the beginning of
the radiating conditions. We define below this condition and how consider it in the variational
equation.

2.2. State of the art

The FEA is known since forty years in piezoelectric problem [13]. However, the finite
dimension of the meshed space involves the problem of the spurious reflexions on the edges.
Indeed, by default the edges act as perfect mirrors. The device is seldom in the vacuum.
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The right hands of equations (1) and (2) show several boundary conditions. They are
represented by the integration on the limit Γ. This domain is also discretized in all its elements.
The boundary conditions can be applied on each element considering a condition on the stress
as well as on the displacement or the potential. These parts are for example the beginning of
the radiating conditions. We define below this condition and how consider it in the variational
equation.

2.2. State of the art

The FEA is known since forty years in piezoelectric problem [13]. However, the finite
dimension of the meshed space involves the problem of the spurious reflexions on the edges.
Indeed, by default the edges act as perfect mirrors. The device is seldom in the vacuum.
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Moreover, to consider a real case, the device must be supported by a substrate. So, the
boundary conditions have to be set by considering all these constraints.

First, we were interested in the periodic acoustic devices e.g. Surface Acoustic Waves devices
(SAW). So, the side edges constraints were easily avoided. Indeed, periodic condition was set
on them [14]. to consider realistic case, the radiating medium must be modeled. The mix of
FEA and BEM in periodic configuration was so implemented [15]. A lot of results with high
accuracy are obtained from this numerical method. One of these results is depicted in figure 2
and 3. These results come from Ref. [15]. This is the comparison between experimental results

Figure 2. Mesh of the considered prominent electrode grating device Ref. [16] red part of the mesh:
quartz; blue part: Al; and green section: interface between FEA and BEM.

Figure 3. Comparison between theoretical and experimental resonance frequency and stop bandwidth
for prominent electrode grating based resonators Ref [16].

(Ref. [16]) and numerical simulations combining both FEA and BEM for Surface Transverse
Wave problem under massive electrodes. In that case, the grating’s period was 5 m with
a metalization ratio of 0.5. The strip height atop the resulting prominent quartz ridge was
300 nm with a groove depth ranging from 0 to 350 nm. FEA/BEM approach. The typical
mesh for prominent electrode gratings is plotted in Fig. 2. Both the resonance frequency
and frequency stop-band width were measured. The comparison between FEA results and
experiments are reported in figure 3. It highlights a good prediction of the behavior of the
device.

3D periodic problems have also be considered. We depict here a very original work on a
two direction a 2D periodic transducer consisting of square dots or pads exhibiting a double
excitation potential alternation (along x1 and x2, here the axes defining the surface) [17].
In other words, a two directions SAW resonator is investigated in this previous paper.We
particularly focused on one excitation configuration consisting in potential alternation along
both period d1 and d2 as illustrated in figure 4. It is however clear that the actual
implementation of such an excitation configuration is quite difficult to achieve, as we can not
imagine the fabrication of metal bridges for accessing all the square dots of the surface. We
then imagine the use of a dielectric spacer allowing for preventing the presence of electrical
charge at the surface between the dots but allowing for the connection we are looking for. This
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is graphically illustrated in figure 5, showing an example of mesh. This kind of mesh has been

Figure 4. A 2D excitation structure based on a double potential alternation to promote the excitation of
surface waves exhibiting complex polarization (the 2D equivalent of the usual interdigital transducer)

Figure 5. An example of simplified 3D mesh used to simulate the 2D periodic transducer. The period of
the grating is set to 25Âţm. The green square dots localize the dielectric âĂŞ SiO2 âĂŞ spacers and the
blue strips and squares show the deposition of the Al electrodes above the structure. The red
background is the piezoelectric material.

used for the computation of the harmonic admittance of an infinite 2D periodic transducer
according to the excitation conditions of figure 4. We then simply apply opposite potentials
to the adjacent strips and set the two excitation parameters to an integer value (typically one).
We particularly focused our interest on LiNbO3 and more specifically the (YXl)/128Âř cut
because of its advantageous electromechanical coupling. The numerical and experimental
results are drawn in figures 6. At a glance, the correspondence of the measured admittance
with the harmonic conductance reported in is rather convincing about the fact that the device
operates as theoretically announced. When focusing on the low frequency contributions,
one can see that they are composed of two principal wide band contributions modulated
by resonance peaks, expected to correspond to wave reflection on the surrounding devices
in experimental measurements. Whatever the origin of this effect, this measurement proofs
that the device actually can generate waves with clear electrical contribution on the device
admittance and that quite sharp resonance can be expected, although the operation frequency
remains rather low (near 100 MHz), corresponding rather fairly to theoretical predictions. To
better understand the operation of the transducer, we have plotted the deformed shape of the
surface for the two guided modes in figures 7. It turns out that the propagation takes place
in both case along the median trace of the dielectric dots. In that case, the wavelength is then
equal to 35.5μm, yielding the observed contributions near 100 MHz. In this configuration, the
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Figure 6. Harmonic admittance of the infinite 2D periodic grating of figure 5 focusing on the guided
modes. In red experimental measurements and in green simulation.

(a) Beginning of the stop-band (b) End of the stopband

Figure 7. Deformed mesh for both modes emphasized in figure 6 (isovalues correspond to displacement
along x1)

transducer does not really allow for exciting complex propagation polarization but behaves
more like a natural partially directionnal transducer (a small resonance at the beginning of the
stop band but a large one at its end).

The improvements of experimental approaches lead to take into account new effects such as
influence of SAW devices aperture. Indeed, up to now, the length of electrode is considered
as infinite compare to the period of the grating in SAW resonators. So, the influence of the
input buses and diffraction at the end of electrodes is neglected. However, this is a drastic
assumption. Thus, to quantify such an influence, PML method is necessary to simulate the
lateral leaky mode outside of the resonator. PML was already implemented in FEA [18, 19].
Nevertheless, a global approach to include PML in FEA is demonstrated below.

There are also more and more acoustic devices with finite lateral dimension such as BAW
resonators or acoustic filter to avoid reflections at the end of SAW devices (Bragg mirrors). In
some cases, it is possible to define a large periodicity in periodic FEA to model a non periodic
structure and thus avoid the interaction between the neighbors (as in specific BAW resonators
simulation). However, the computational time cost is very high. Moreover, in most cases, it is
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not possible to use periodic FEA with high width. For example, the simulation of non periodic
SAW resonators cannot be achieved in this way. So, the non-periodic FEA is necessary as well
as the related boundary conditions i.e. the BEM [20].

Below, the main advancements of the FEA scheme applied to acoustic resonators with finite
lateral dimension are depicted (such as dual mode filters or realistic periodic SAW resonators
with effective aperture). The PML method as well as the BEM are thus demonstrated
separately even if they are used together to simulate embedded finite resonator on radiating
medium for instance.

3. FEA improvements

3.1. Boundary Element method in non-periodic cases

A radiating surface in an non periodic acoustic problem can be included to the FEA formalism
in the right hand side of the general variational equation (1).

The right hand of equation (1) limited to the stress part stands for the radiation part. It can
thus be treated by using Green’s function based relation [21],

Tijnj = Giijk(ω, S)nj ∗ uk, (5)

where ∗ denotes the convolution between the displacements u and Gi, the inverse Green
tensor relating the stress T to the displacement. Knowing the Green tensor, one can just insert
equation (5) in equation (1) to solve the problem with radiation boundaries conditions without
any restriction. We developed a first approach of this method for isotropic radiation medium
in further work [8]. However, we can’t apply straight this method for anisotropic medium.
Indeed, the spectral Green function Ĝi(ω, s) (where s is the slowness) is not holomorphe
and so its inverse Fourier Transform (iFT) can’t be computed directly for the general case
(anisotropic medium). So to avoid this problem we use the reciprocal form of equation (5),

uk = Gijk(ω, S) ∗ Tijnj, (6)

in which the direct green function G relates the displacements to the stress [21]. This function
is defined from its iFT in the slowness space,

Gijk(ω, x1) =
ω

2π

∫ +∞

−∞
Ĝijk(ω, s1) exp(jωs1x1)ds1, (7)

whereˆdefines the Fourier Transform. s1 is the slowness along the direction x1. To avoid the
problem of loading or time calculation, we use the canonical Green function Ĥ(s1) [22] which
is frequency independent. This function is related to the Green function as following

Ĝijk(ω, s1) =
Ĥijk(s1)

ω
. (8)

Thus we are able to compute the canonical function before the FEA once and for all assuming
the radiation medium is semi-infinite [23]. The actual Green function is obtained by including
the equation (8) in equation (7),

Gi2k(ω, x1) =
1

2π

∫ +∞

−∞
Ĥi2k(s1) exp(jωs1x1)ds1. (9)

247Progress in Theoretical and Numerical Tools Devoted to Understanding of Acoustic Devices Behavior



6 Will-be-set-by-IN-TECH

 0

 0.002

 0.004

 0.006

 0.008

 0.01

 0.012

 0.014

 0.016

 0.018

 0  50  100  150  200  250  300
-5

 0

 5

 10

 15

 20

 25

R
e

(Y
)

R
e

(Y
h

a
rm

)

Frequency(MHz)

Re(Y)
Re(Yharm)

(a) Real part

 0.004

 0.006

 0.008

 0.01

 0.012

 0.014

 0.016

 0.018

 0.02

 0.022

 0.024

 0  50  100  150  200  250  300
-20

 0

 20

 40

 60

 80

 100

Im
(Y

)

Im
(Y

h
a

rm
)

Frequency(MHz)

Im(Y)
Im(Yharm)

(b) Imaginary part

Figure 6. Harmonic admittance of the infinite 2D periodic grating of figure 5 focusing on the guided
modes. In red experimental measurements and in green simulation.

(a) Beginning of the stop-band (b) End of the stopband

Figure 7. Deformed mesh for both modes emphasized in figure 6 (isovalues correspond to displacement
along x1)

transducer does not really allow for exciting complex propagation polarization but behaves
more like a natural partially directionnal transducer (a small resonance at the beginning of the
stop band but a large one at its end).

The improvements of experimental approaches lead to take into account new effects such as
influence of SAW devices aperture. Indeed, up to now, the length of electrode is considered
as infinite compare to the period of the grating in SAW resonators. So, the influence of the
input buses and diffraction at the end of electrodes is neglected. However, this is a drastic
assumption. Thus, to quantify such an influence, PML method is necessary to simulate the
lateral leaky mode outside of the resonator. PML was already implemented in FEA [18, 19].
Nevertheless, a global approach to include PML in FEA is demonstrated below.

There are also more and more acoustic devices with finite lateral dimension such as BAW
resonators or acoustic filter to avoid reflections at the end of SAW devices (Bragg mirrors). In
some cases, it is possible to define a large periodicity in periodic FEA to model a non periodic
structure and thus avoid the interaction between the neighbors (as in specific BAW resonators
simulation). However, the computational time cost is very high. Moreover, in most cases, it is
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not possible to use periodic FEA with high width. For example, the simulation of non periodic
SAW resonators cannot be achieved in this way. So, the non-periodic FEA is necessary as well
as the related boundary conditions i.e. the BEM [20].

Below, the main advancements of the FEA scheme applied to acoustic resonators with finite
lateral dimension are depicted (such as dual mode filters or realistic periodic SAW resonators
with effective aperture). The PML method as well as the BEM are thus demonstrated
separately even if they are used together to simulate embedded finite resonator on radiating
medium for instance.

3. FEA improvements

3.1. Boundary Element method in non-periodic cases

A radiating surface in an non periodic acoustic problem can be included to the FEA formalism
in the right hand side of the general variational equation (1).

The right hand of equation (1) limited to the stress part stands for the radiation part. It can
thus be treated by using Green’s function based relation [21],

Tijnj = Giijk(ω, S)nj ∗ uk, (5)

where ∗ denotes the convolution between the displacements u and Gi, the inverse Green
tensor relating the stress T to the displacement. Knowing the Green tensor, one can just insert
equation (5) in equation (1) to solve the problem with radiation boundaries conditions without
any restriction. We developed a first approach of this method for isotropic radiation medium
in further work [8]. However, we can’t apply straight this method for anisotropic medium.
Indeed, the spectral Green function Ĝi(ω, s) (where s is the slowness) is not holomorphe
and so its inverse Fourier Transform (iFT) can’t be computed directly for the general case
(anisotropic medium). So to avoid this problem we use the reciprocal form of equation (5),

uk = Gijk(ω, S) ∗ Tijnj, (6)

in which the direct green function G relates the displacements to the stress [21]. This function
is defined from its iFT in the slowness space,

Gijk(ω, x1) =
ω

2π

∫ +∞

−∞
Ĝijk(ω, s1) exp(jωs1x1)ds1, (7)

whereˆdefines the Fourier Transform. s1 is the slowness along the direction x1. To avoid the
problem of loading or time calculation, we use the canonical Green function Ĥ(s1) [22] which
is frequency independent. This function is related to the Green function as following

Ĝijk(ω, s1) =
Ĥijk(s1)

ω
. (8)

Thus we are able to compute the canonical function before the FEA once and for all assuming
the radiation medium is semi-infinite [23]. The actual Green function is obtained by including
the equation (8) in equation (7),

Gi2k(ω, x1) =
1

2π

∫ +∞

−∞
Ĥi2k(s1) exp(jωs1x1)ds1. (9)
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(Here the notation takes into account the propagation and radiation assumptions of this
work i.e., j = 2). However, the spectral canonical Green function Ĥ(s1) gives rise to some
singularities. So, we must to divide up this function into three parts [24]

Ĥi2k(s1) = Ĥ(res)
i2k (s1) + Ĥ∞

i2k(s1) + Ĥ(0)
i2k (s1) + ĤR

i2k, (10)

where Ĥ(0)
i2k (s1) is the contribution for the slowness s1 = 0, Ĥ∞

i2k(s1) is the asymptotic one and

ĤR
i2k stands for the acoustic poles contribution. Thus, we can define Ĥ(res)

i2k (s1) as the residual
Green function part without singularities. The computation in the spectral domain as well as
in the spatial one always takes into account separately these four parts. The residual part can
be numerically computed whereas the others need to be considered analytically [24].

Once, the Green function numerically and/or analytically defined, one can express the
variational form of equation (6),

∫ x1=+∞

x1=−∞
δu∗

k uk(x1)dx1 =

∫ x1=+∞

x1=−∞
δu∗

i

∫ x�
1=+∞

x�
1=−∞

Gi2k(ω, x1 − x�1)Ti2(x�1)dx�1dx1,
(11)

in order to develop the Finite Element scheme for the radiation conditions,

Ne

∑
e=1

ηe

∑
m=1

δuk
∗(em)

ηe

∑
μ=1

u(eμ)
k

∫

Γe

P(em)(xe
1)P(eμ)(xe

1)dx1 =

Ne

∑
e=1

ηe

∑
m=1

δuk
∗(em)

Ne

∑
�=1

ηe

∑
μ=1

T(�μ)
i2

∫

Γe

P(em)(xe
1)

∫

Γ�

P(�μ)(x�
1)Gi2k(ω, (xe

1 − x�
1))dx�

1dxe
1,

(12)

where Ne is the number of elements on Γ2 and ηe the number of nodes by element. P(em)

are the FEA interpolation polynomials (first or second degree). The integrations from −∞ to
+∞ are bound to the Γ2 length. Indeed, anywhere else that the activated domain the Green
function is null. Note also that the nodal displacement, variational unknown and stress are
outside the convolution and the integrals on the elements.

So to match the FEA algorithm, we must write equation (12) in a nodal matrix relation,

< δu > (Ψ) {u} =< δu > (G) {T} , (13)

where (Ψ) is the nodal matrix relating the nodal vectors of the variational unknown and
displacements. In the same way, (G) is the nodal Green matrix relating the nodal vectors of
the variational unknown and stress. Equation (13) is right whatever the variational unknown.
So, on can write the reciprocal relation relating the stress to the displacement,

{T} = (G)−1(Ψ) {u} , (14)
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where (G)−1 is the inverse of the nodal Green matrix defined in equation (12,13). The general
variational equation (1) must be also written in a matrix formulation (Only the elastic part is
considered without losses of generality)

< δu >
[
K − Mω2

]
{u} =< δu > (Ψ) {T} . (15)

Thus the final FEA/BEM system is obtained by including equation (14) in equation (15),
[
K − Mω2 − (Ψ)(G)−1(Ψ)

]
{u} = 0. (16)

the global FEA/BEM system is similar to the ideal case with an additional correction which
doesn’t change the scheme to solve the problem.

3.2. Perfectly Matched Layer method

The PML method was first developped in electromagnetism [25] and well adapted to the Finite
Difference in Time Domain (FDTD) method [26]. More recently, some works demonstrated the
implementation of this approach for acoustic simulations based on FEA [18] [19]. The basic
idea consists in rigorously simulating an exponential decrease of the acoustic field along at
least one space direction. To clear the approach, let us consider the following incident plane
wave

u = Aexp−j(kx x−ω) = Aexp−jω(sx x−t) (17)

We then consider that in the absorbing area, one can apply a geometrical transform in the
complex plane to introduce the exponential decay. Since it must not modify the propagation
phase, this transform can be written

x̃ = x − j f (x) (18)

where f (x) growths from the origin of the absorbing area to its end along a defined rate.
However, since this transform must be efficient for any frequency (we represent the problem
in the spectral domain), it is wise to define this function as follow :

f (xi) =
1
ω

xi∫

0

d(x)dx, (19)

d(xi) = dmax

(
1 − (abs(xi)− xp)2

(xa − xp)2

)n

, (20)

which allows for an easy definition of the transform Jacobian linking the considered
coordinate systems. This reads

1
∂x̃

=
jω

jω + d(x)
1

∂x
→ 1

∂x
=

(
1 +

d(x)
jω

)
1

∂x̃
= αx

1
∂x̃

(21)

Replacing x by x̃ in (17) provides the wanted exponential decay if f (x) unconditionally
growths, imposing d(x) even and positive to fulfil the absorbing condition for any x (we
assume the problem centred around x = 0). Since the absorbing function d(x) is not frequency
dependent, its efficiency should be constant along ω. Conformably to Zheng and Huang [27],
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are the FEA interpolation polynomials (first or second degree). The integrations from −∞ to
+∞ are bound to the Γ2 length. Indeed, anywhere else that the activated domain the Green
function is null. Note also that the nodal displacement, variational unknown and stress are
outside the convolution and the integrals on the elements.

So to match the FEA algorithm, we must write equation (12) in a nodal matrix relation,

< δu > (Ψ) {u} =< δu > (G) {T} , (13)

where (Ψ) is the nodal matrix relating the nodal vectors of the variational unknown and
displacements. In the same way, (G) is the nodal Green matrix relating the nodal vectors of
the variational unknown and stress. Equation (13) is right whatever the variational unknown.
So, on can write the reciprocal relation relating the stress to the displacement,

{T} = (G)−1(Ψ) {u} , (14)
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where (G)−1 is the inverse of the nodal Green matrix defined in equation (12,13). The general
variational equation (1) must be also written in a matrix formulation (Only the elastic part is
considered without losses of generality)

< δu >
[
K − Mω2

]
{u} =< δu > (Ψ) {T} . (15)

Thus the final FEA/BEM system is obtained by including equation (14) in equation (15),
[
K − Mω2 − (Ψ)(G)−1(Ψ)

]
{u} = 0. (16)

the global FEA/BEM system is similar to the ideal case with an additional correction which
doesn’t change the scheme to solve the problem.

3.2. Perfectly Matched Layer method

The PML method was first developped in electromagnetism [25] and well adapted to the Finite
Difference in Time Domain (FDTD) method [26]. More recently, some works demonstrated the
implementation of this approach for acoustic simulations based on FEA [18] [19]. The basic
idea consists in rigorously simulating an exponential decrease of the acoustic field along at
least one space direction. To clear the approach, let us consider the following incident plane
wave

u = Aexp−j(kx x−ω) = Aexp−jω(sx x−t) (17)

We then consider that in the absorbing area, one can apply a geometrical transform in the
complex plane to introduce the exponential decay. Since it must not modify the propagation
phase, this transform can be written

x̃ = x − j f (x) (18)

where f (x) growths from the origin of the absorbing area to its end along a defined rate.
However, since this transform must be efficient for any frequency (we represent the problem
in the spectral domain), it is wise to define this function as follow :

f (xi) =
1
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xi∫

0

d(x)dx, (19)

d(xi) = dmax

(
1 − (abs(xi)− xp)2
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, (20)

which allows for an easy definition of the transform Jacobian linking the considered
coordinate systems. This reads
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=
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1 +
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)
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1
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Replacing x by x̃ in (17) provides the wanted exponential decay if f (x) unconditionally
growths, imposing d(x) even and positive to fulfil the absorbing condition for any x (we
assume the problem centred around x = 0). Since the absorbing function d(x) is not frequency
dependent, its efficiency should be constant along ω. Conformably to Zheng and Huang [27],
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we develop a formulation based on the usual piezoelectricity equations, yielding significant
modifications of the elastic, piezoelectric and dielectric constants to account for the absorption.

We now rewrite the elasticity equations in the absorbing region turning x to x̃, using then (5)
to express the result in the initial coordinates. As in [27], the absorbing effect is assumed along
the three space directions for the sake of generality. The equilibrium equation then reads

− ρω2ui =
∂Tij

∂x̃j
=

1
αj

∂Tij

∂xj
(22)

where αj is characterized by its specific function dj(xj). Tij and ui respectively represent
the dynamic stresses and displacements, and � is the mass density. We introduce a non
symmetrical stress tensor, expressed in the transformed axis

T̃ij =
α1α2α3

αj
Cijkl

∂ul
∂x̃k

=
α1α2α3

αjαk
Cijkl

∂ul
∂xk

= C̃ijkl
∂ul
∂xk

(23)

where C̃ijkl is the transformed elastic constant tensor relative to the absorption area. We
multiply (22) by α1α2α3, thus yielding Newton relation for PMLs in the real coordinates

− ρ̃ω2ui =
∂T̃ij

∂xj
(24)

where ρ̃ = ρα1α2α3 is the mass density relative to the transformed domain. Since the
obtained form of the equilibrium equation complies with the classical expression for usual
solids, it is liable to exploit the standard FEA formulation for PML as well, accounting for the
frequency dependence of the transformed physical tensors. These developments of course
can be extended to piezoelectricity by rewriting Poisson’s equation and taking into account
the piezoelectric coupling in the stress definition as follows

T̃ij =
α1α2α3

αj

(
Cijkl

∂ul
∂x̃k

+ ekij
∂ϕ
∂x̃k

)
=

Cijkl
∂ul
∂xk

+ ẽkij
∂ϕ
∂xk

(25)

Poisson’s equation expressed in the transformed system of axes reads

∂Di
∂x̃i

= 0 ⇒ 1
αi

∂Di
∂xi

= 0 (26)

with Di the electrical displacement vector. To provide an homogeneous formulation, we
proceed as for the stress definition (23), multiplying the electrical displacement by α1α2α3,
yielding

D̃i =
α1α2α3

αi
Di (27)

As for the propagation equation (22), the Poisson’s condition is written accounting for these
changes as

∂D̃i
∂xi

= 0 (28)
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Conformably to the stress tensor transformation, we introduce modified piezoelectric and
dielectric constants defined as follows

D̃i =
α1α2α3

αi

(
eikl

∂ul
∂x̃k

− εik
∂ϕ
∂x̃k

)
=

ẽikl
∂ul
∂xk

− ε̃ik
∂ϕ
∂xk

(29)

We now are able to establish a FEA formulation exploiting these developments without
fundamental changes of the existing code. Thus, equation (1) becomes

∫∫∫

ΩPML

(
∂δui
∂xj

C̃ijkl
∂ul
∂xk

+
∂δui
∂xj

ẽkij
∂φ

∂xk
+

∂δφ

∂xi
ẽijk

∂uj

∂xk

− ∂δφ

∂xj
ε̃ jk

∂φ

∂xk
− ρω2uiδui

)
dV =

∫∫

ΓPML

(
δuiT̃ijnj + δφD̃jnj

)
dS

(30)

where ΩPML and ΓPML are respectively the PML domain and its boundary.

We must note here that all the parameters of the absorbing polynomial (Eqs. (19) and (20)) are
empirically defined. Indeed, the polynomial d(x) must increase from zero to the maximum
value dmax by a progressive slope. The value of d(x) must be zero at the beginning of the PML
to verify the impedance match. Moreover, the derivative of d(x) must be null too to avoid
any singularities. However, the absorbing polynomial must increase as quick as possible
to minimize the number of PML finite elements with respect to the better smoothy shape.
Therefore one can choose the degree of polynomial d(x) equal to 3. The depth of the PML
domain (xp − xa) is also defined according the absorbed waves. So, we defined that this
length must be approximately equal to one wavelength.

4. Results

In this section, we first depict results from the Boundary Element Method based on the direct
Green function. Next, the 2D and 3D results of the Perfectly Matched Layer method are
exhibited. At last, we depict how powerful the mixed approached is on a 2D case.

4.1. A Green’s function as boundary condition

4.1.1. Validation by comparison with proofed periodic FEA scheme

First, the non periodic numerical scheme developed here is compared to an existing periodic
one that we developed in previous works [15]. In order to make this comparison, we choose
the configuration depicted in figure 8. It seems to be odd to test a non periodic code with a
periodic one. However, in the configuration of figure 8, the most of waves provided by the
transducer propagate into the direction x2. Of course, there are some components along the
x1 due to the coupling with the radiation surface or the finite width of the transducer. So, we
choose a period p = 1.2mm which makes insignificant the coupling with nearest neighbor
in the periodic case at Γ3. This choice also allows us to neglect the reflections at the en of
the mesh for the non periodic case on Γ3. The results of the periodic computation have been
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we develop a formulation based on the usual piezoelectricity equations, yielding significant
modifications of the elastic, piezoelectric and dielectric constants to account for the absorption.

We now rewrite the elasticity equations in the absorbing region turning x to x̃, using then (5)
to express the result in the initial coordinates. As in [27], the absorbing effect is assumed along
the three space directions for the sake of generality. The equilibrium equation then reads

− ρω2ui =
∂Tij
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=

1
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(22)

where αj is characterized by its specific function dj(xj). Tij and ui respectively represent
the dynamic stresses and displacements, and � is the mass density. We introduce a non
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where C̃ijkl is the transformed elastic constant tensor relative to the absorption area. We
multiply (22) by α1α2α3, thus yielding Newton relation for PMLs in the real coordinates

− ρ̃ω2ui =
∂T̃ij

∂xj
(24)

where ρ̃ = ρα1α2α3 is the mass density relative to the transformed domain. Since the
obtained form of the equilibrium equation complies with the classical expression for usual
solids, it is liable to exploit the standard FEA formulation for PML as well, accounting for the
frequency dependence of the transformed physical tensors. These developments of course
can be extended to piezoelectricity by rewriting Poisson’s equation and taking into account
the piezoelectric coupling in the stress definition as follows

T̃ij =
α1α2α3

αj

(
Cijkl

∂ul
∂x̃k

+ ekij
∂ϕ
∂x̃k

)
=

Cijkl
∂ul
∂xk

+ ẽkij
∂ϕ
∂xk

(25)

Poisson’s equation expressed in the transformed system of axes reads

∂Di
∂x̃i

= 0 ⇒ 1
αi

∂Di
∂xi

= 0 (26)

with Di the electrical displacement vector. To provide an homogeneous formulation, we
proceed as for the stress definition (23), multiplying the electrical displacement by α1α2α3,
yielding

D̃i =
α1α2α3

αi
Di (27)

As for the propagation equation (22), the Poisson’s condition is written accounting for these
changes as

∂D̃i
∂xi

= 0 (28)
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Conformably to the stress tensor transformation, we introduce modified piezoelectric and
dielectric constants defined as follows

D̃i =
α1α2α3

αi

(
eikl

∂ul
∂x̃k

− εik
∂ϕ
∂x̃k

)
=

ẽikl
∂ul
∂xk

− ε̃ik
∂ϕ
∂xk

(29)

We now are able to establish a FEA formulation exploiting these developments without
fundamental changes of the existing code. Thus, equation (1) becomes

∫∫∫

ΩPML

(
∂δui
∂xj

C̃ijkl
∂ul
∂xk

+
∂δui
∂xj

ẽkij
∂φ

∂xk
+

∂δφ

∂xi
ẽijk

∂uj

∂xk

− ∂δφ

∂xj
ε̃ jk

∂φ

∂xk
− ρω2uiδui

)
dV =

∫∫

ΓPML

(
δuiT̃ijnj + δφD̃jnj

)
dS

(30)

where ΩPML and ΓPML are respectively the PML domain and its boundary.

We must note here that all the parameters of the absorbing polynomial (Eqs. (19) and (20)) are
empirically defined. Indeed, the polynomial d(x) must increase from zero to the maximum
value dmax by a progressive slope. The value of d(x) must be zero at the beginning of the PML
to verify the impedance match. Moreover, the derivative of d(x) must be null too to avoid
any singularities. However, the absorbing polynomial must increase as quick as possible
to minimize the number of PML finite elements with respect to the better smoothy shape.
Therefore one can choose the degree of polynomial d(x) equal to 3. The depth of the PML
domain (xp − xa) is also defined according the absorbed waves. So, we defined that this
length must be approximately equal to one wavelength.

4. Results

In this section, we first depict results from the Boundary Element Method based on the direct
Green function. Next, the 2D and 3D results of the Perfectly Matched Layer method are
exhibited. At last, we depict how powerful the mixed approached is on a 2D case.

4.1. A Green’s function as boundary condition

4.1.1. Validation by comparison with proofed periodic FEA scheme

First, the non periodic numerical scheme developed here is compared to an existing periodic
one that we developed in previous works [15]. In order to make this comparison, we choose
the configuration depicted in figure 8. It seems to be odd to test a non periodic code with a
periodic one. However, in the configuration of figure 8, the most of waves provided by the
transducer propagate into the direction x2. Of course, there are some components along the
x1 due to the coupling with the radiation surface or the finite width of the transducer. So, we
choose a period p = 1.2mm which makes insignificant the coupling with nearest neighbor
in the periodic case at Γ3. This choice also allows us to neglect the reflections at the en of
the mesh for the non periodic case on Γ3. The results of the periodic computation have been

251Progress in Theoretical and Numerical Tools Devoted to Understanding of Acoustic Devices Behavior



12 Will-be-set-by-IN-TECH

Electrodes

Radiating medium

Piezoelectric medium

eb

etx3

x2

x1

Period: p

1Γ  : 

Γ  : 2

Γ  : 3

Without condition

Radiation conditions

Periodic conditions
}Meshed region

w

ea

Figure 8. Chosen geometry for the validation by comparison with periodic FEA code. This configuration
defines a single transducer providing mainly bulk wave.
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Figure 9. General geometry of resonator studied addressed by the investigated FEA-BEM. This
configuration defines a non periodic interdigital transducers grating devoted to SAW applications

tested to be unchanged from the chosen period p = 1.2mm. The thickness of electrodes is
set to zero and so we don’t consider the influence of the mass loading and material. However,
it’s not a restriction due to the numerical method and a study of the influence of the electrode
material could be achieved. The width of the piezoelectric transducer is set to w = 100μm,
its thickness is et = 4μm. we also choose the same material for the radiation medium and
the piezoelectric one. The constants used for computation are these of quartz with a YXl/36
cut. The surrounding medium is the vacuum. In figure 10, we show this comparison between
the periodic and the non periodic code. In this computation, we consider all the degrees of
freedom i.e., all modes can be observed (the in plane one as well as the shear one). The figure
10(a) depicts the conductance whereas figure 10(b) draws the susceptance both computed for
the above configuration. The good agreement between these two different methods is the first
proof of validation for the non periodic scheme presented in this work.

4.1.2. Validation by comparison with an other non periodic scheme

The second test presented here is the comparison with a non periodic method based on the
integral equations method [24]. The configuration is the one depicted in figure 9. It addresses
a SAW devices of finite width equal to w = ∑n

i=1 wi. wi is the width of the pattern and n
is the number of electrodes pairs. The pattern k is defined by a pair of metallic electrodes.
The widths and the thicknesses of each electrodes for the considered pattern are respectively
denoted by l2n−1, e2n−1 and l2k, e2n. The metal ratio is constant and set to 0.5. The width of the
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(a) Conductance (μS) (b) Susceptance (μS)

Figure 10. Comparison between the results obtained with a proofed periodic computation (TRPP3D)
and the method presented in this work (TRPFS). All the degrees of freedom are taken into account and
the FEA interpolation is quadratic. All elements of the mesh are identical (triangle, 2 elements per
micron in x1 and 10 elements in x2).

(a) Integral equations method (b) FEA/BEM

Figure 11. Comparison between the results obtained with an integral equations based method and the
FEA/BEM method presented in this paper. All the degrees of freedom are taken into account and the
FEA interpolation is quadratic. The mesh is the same as previously.

piezoelectric medium is w and its thickness is et = 200nm. The piezoelectric material constants
used for computation are still these of quartz with a YXl/36 cut. The radiation medium is also
the same as the previous test with periodic method. As previously, the surrounding medium
is still the vacuum. Here, all the electrodes widths are equal to 2.5μm and they are without
thickness i.e., there is no mass loading. So the total width of the SAW device is w = 10nμm. We
increase the number of pairs of electrodes from 1 to 7. Thus, w varies from 10μm to 70μm. The
excitation is the excitation is an symmetric alternate potential for each pattern i.e. +U/ − U
where U = 0.5V.

The results of this comparison are drawn in figure 11. The figure 11(a) depicts the results for
the integral equations method. Those of the FEA/BEM methods are in figure 11(b). Once
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tested to be unchanged from the chosen period p = 1.2mm. The thickness of electrodes is
set to zero and so we don’t consider the influence of the mass loading and material. However,
it’s not a restriction due to the numerical method and a study of the influence of the electrode
material could be achieved. The width of the piezoelectric transducer is set to w = 100μm,
its thickness is et = 4μm. we also choose the same material for the radiation medium and
the piezoelectric one. The constants used for computation are these of quartz with a YXl/36
cut. The surrounding medium is the vacuum. In figure 10, we show this comparison between
the periodic and the non periodic code. In this computation, we consider all the degrees of
freedom i.e., all modes can be observed (the in plane one as well as the shear one). The figure
10(a) depicts the conductance whereas figure 10(b) draws the susceptance both computed for
the above configuration. The good agreement between these two different methods is the first
proof of validation for the non periodic scheme presented in this work.

4.1.2. Validation by comparison with an other non periodic scheme

The second test presented here is the comparison with a non periodic method based on the
integral equations method [24]. The configuration is the one depicted in figure 9. It addresses
a SAW devices of finite width equal to w = ∑n

i=1 wi. wi is the width of the pattern and n
is the number of electrodes pairs. The pattern k is defined by a pair of metallic electrodes.
The widths and the thicknesses of each electrodes for the considered pattern are respectively
denoted by l2n−1, e2n−1 and l2k, e2n. The metal ratio is constant and set to 0.5. The width of the
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Figure 10. Comparison between the results obtained with a proofed periodic computation (TRPP3D)
and the method presented in this work (TRPFS). All the degrees of freedom are taken into account and
the FEA interpolation is quadratic. All elements of the mesh are identical (triangle, 2 elements per
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Figure 11. Comparison between the results obtained with an integral equations based method and the
FEA/BEM method presented in this paper. All the degrees of freedom are taken into account and the
FEA interpolation is quadratic. The mesh is the same as previously.

piezoelectric medium is w and its thickness is et = 200nm. The piezoelectric material constants
used for computation are still these of quartz with a YXl/36 cut. The radiation medium is also
the same as the previous test with periodic method. As previously, the surrounding medium
is still the vacuum. Here, all the electrodes widths are equal to 2.5μm and they are without
thickness i.e., there is no mass loading. So the total width of the SAW device is w = 10nμm. We
increase the number of pairs of electrodes from 1 to 7. Thus, w varies from 10μm to 70μm. The
excitation is the excitation is an symmetric alternate potential for each pattern i.e. +U/ − U
where U = 0.5V.

The results of this comparison are drawn in figure 11. The figure 11(a) depicts the results for
the integral equations method. Those of the FEA/BEM methods are in figure 11(b). Once
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(a)

(b)

Figure 12. Geometrical configuration for a passivated electrodes grating with (a) non conformal and (b)
conformal deposition. The electrodes thickness is either null or equal to 200nm. The other parameter still
unchanged with the configuration depicted in figure 9.

again, the good agreement between the two method allows us to conclude that the FEA/BEM
method is a good tools for the understanding the behavior of such a SAW devices.

4.2. Application to a wide non periodic passivated SAW devices

The method presented in this work is devoted to address non periodic passivated SAW
devices among others. So, we give here some results about this configuration. We consider the
same configuration as in the case depicted in figure 9. We only vary the thickness of electrodes.
First we let them without thickness and look at the influence of the passivation layer and next
we consider a electrodes thickness equal to 200nm. We then study again the device behavior
against the passivation configuration i.e., without passivation, with conformal passivation
and with non conformal passivation (See figure 12). The material constants of the passivation
layer are to be the fused silicon ones. These results are depicted in figure 13. We can see
that the global effect of then passivation layer red-shift the resonance frequencies for the
non massive electrodes as well as for the massive one. Indeed, this layer acts as a mass
loading effect. So, the resonance frequency must decreases with the mass over the electrodes.
Moreover, this conclusion is corroborated by the evolution between the cyan and magenta
curves of figure 13. The frequency is slightly lower for the conformal passivation which leads
to a higher weight over electrodes. We also point out that the conductance level increases
when we put the passivation layer. This comment can be explained by considering the velocity
of the mode in the passivation layer is higher than in the guide. So the guidance is better for
the case with passivation layer. These results are in good agreement with previous results
obtained on periodic structures [15].

4.3. Perfectly Matched Layer Method: an other approach

The efficiency of the PML implemented in FEA is depicted in three parts. First, a 2D-case is
investigated showing the absorbing due to the PML domain and the effects of the effects of
the finite lateral size on the behavior of a SAW resonator. Next, the same study is repeated but
in a 3D configuration in order to validate the general PML approach. At last, a realistic SAW
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Figure 13. Conductance in (mS). Influence of the passivation layer on the acoustic device behavior
(figure 9). All the degrees of freedom are taken into account and the FEA interpolation is quadratic. The
same FEA mesh is used.

problem is addressed by considering the aperture of the resonator and absorbing the lateral
leaky modes.

First, A 2D SAW resonator problem is addressed. The geometrical configuration is depicted
in figure 14. A piezoelectric medium (quartz YXl/36) is driven by 4 pairs of electrodes. The
electrodes are non massive and alternatively activated with V = 1V and V = 0V. The
period is 10μm. The depth of PML on both sides is 35μm. The eight of the mesh is 75μm.
The absorbing parameters are set to dmax = 106 and n = 3. The result of this simulation
is shown in figure 15. We depicted the vibrations for the x-displacements in the XY plane.
The vibrations in both the right and left PML domains are strongly reduced as and as they
enter into. The decreasing factor is around 10−5. We also hardly observed the phenomena
of diffraction due to the finite lateral size of the resonator. Indeed, weak lobes appears at the
both lateral end of the grating and give rise to bulk wave and so losses in the medium.

Next, we repeat the same simulation as the one depicted in figure 14 but for a 3D geometry.
The configuration is drawn in figure 16. The piezoelectric is once more quartz YXl/36. The
same set of non massive electrodes is still powered in the same way. The absorbing conditions
are also the same.

The x-displacement obtained by FEA/PML is shown in the perspective figure 17. It is clearly
demonstrated that the vibration have the same absorption as in the 2D-case even if the
absorbing factor is slightly worse. One more time, the losses in the medium can also be
observed at the end of the resonator. We notice that there is no relection at the end of the
mesh for both side edges and bottom boundaries.
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again, the good agreement between the two method allows us to conclude that the FEA/BEM
method is a good tools for the understanding the behavior of such a SAW devices.

4.2. Application to a wide non periodic passivated SAW devices

The method presented in this work is devoted to address non periodic passivated SAW
devices among others. So, we give here some results about this configuration. We consider the
same configuration as in the case depicted in figure 9. We only vary the thickness of electrodes.
First we let them without thickness and look at the influence of the passivation layer and next
we consider a electrodes thickness equal to 200nm. We then study again the device behavior
against the passivation configuration i.e., without passivation, with conformal passivation
and with non conformal passivation (See figure 12). The material constants of the passivation
layer are to be the fused silicon ones. These results are depicted in figure 13. We can see
that the global effect of then passivation layer red-shift the resonance frequencies for the
non massive electrodes as well as for the massive one. Indeed, this layer acts as a mass
loading effect. So, the resonance frequency must decreases with the mass over the electrodes.
Moreover, this conclusion is corroborated by the evolution between the cyan and magenta
curves of figure 13. The frequency is slightly lower for the conformal passivation which leads
to a higher weight over electrodes. We also point out that the conductance level increases
when we put the passivation layer. This comment can be explained by considering the velocity
of the mode in the passivation layer is higher than in the guide. So the guidance is better for
the case with passivation layer. These results are in good agreement with previous results
obtained on periodic structures [15].

4.3. Perfectly Matched Layer Method: an other approach

The efficiency of the PML implemented in FEA is depicted in three parts. First, a 2D-case is
investigated showing the absorbing due to the PML domain and the effects of the effects of
the finite lateral size on the behavior of a SAW resonator. Next, the same study is repeated but
in a 3D configuration in order to validate the general PML approach. At last, a realistic SAW
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problem is addressed by considering the aperture of the resonator and absorbing the lateral
leaky modes.

First, A 2D SAW resonator problem is addressed. The geometrical configuration is depicted
in figure 14. A piezoelectric medium (quartz YXl/36) is driven by 4 pairs of electrodes. The
electrodes are non massive and alternatively activated with V = 1V and V = 0V. The
period is 10μm. The depth of PML on both sides is 35μm. The eight of the mesh is 75μm.
The absorbing parameters are set to dmax = 106 and n = 3. The result of this simulation
is shown in figure 15. We depicted the vibrations for the x-displacements in the XY plane.
The vibrations in both the right and left PML domains are strongly reduced as and as they
enter into. The decreasing factor is around 10−5. We also hardly observed the phenomena
of diffraction due to the finite lateral size of the resonator. Indeed, weak lobes appears at the
both lateral end of the grating and give rise to bulk wave and so losses in the medium.

Next, we repeat the same simulation as the one depicted in figure 14 but for a 3D geometry.
The configuration is drawn in figure 16. The piezoelectric is once more quartz YXl/36. The
same set of non massive electrodes is still powered in the same way. The absorbing conditions
are also the same.

The x-displacement obtained by FEA/PML is shown in the perspective figure 17. It is clearly
demonstrated that the vibration have the same absorption as in the 2D-case even if the
absorbing factor is slightly worse. One more time, the losses in the medium can also be
observed at the end of the resonator. We notice that there is no relection at the end of the
mesh for both side edges and bottom boundaries.
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Figure 14. Characteristic configuration for finite SAW resonators considering the mixed PML/FEA
approach. Eight non massive electrodes are activated alternatively (V1 = 1V, V2 = 0V). The width of
electrodes is equal to 2.5μm and the period of the resonator is set to 10μm. The piezoelectric medium is
quartz YXl/36. Its thickness vary from zero. On the left and right parts of the scheme, two PML domains
are set. No boundary conditions are defined neither at the top nor at the bottom. Th depth of the
piezoelectric h is chosen to avoid any interaction with the penetrating bulk wave at the bottom interface.
dmax = 106 and n = 3.

Figure 15. The vibrations for x-displacement in the XY plane for the 2-D problem depicted in figure 14.
The piezoelectric medium is quartz YXl/36 activated by eight electrodes alternatively powered by
V = 1V and V = 0V. The PML domains are delimited by the white dashed line at the let and right sides.
The frequency is 318MHz. h = 7e − 5m, dmax = 106 and n = 3.

The last configuration highlight a new point to design SAW resonator. Indeed, up to now,
the devices modelings were most often considered as 2D systems infinitely periodic in the
direction of propagation and infinite in the perpendicular one. We just demonstrate that it
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Figure 16. Same configuration as in figure 14 but in 3D-case. The z-direction is periodically infinite. So
the electrodes are infinitly long in the z-direction. Eight non massive electrodes are activated
alternatively (V1 = 1V, V2 = 0V).h = 7e − 5m, dmax = 106 and n = 3.

Figure 17. The vibrations for x-displacement for the 3-D problem depicted in figure 16. The piezoelectric
medium is quartz YXl/36 activated by eight electrodes alternatively excited by V = 1V and V = 0V. The
PML domains are delimited by the white dashed line at the let and right sides. The frequency is
318MHz. h = 7e − 5m, dmax = 106 and n = 3.

is now possible to take into account the effects due to finite dimension along the direction of
propagation. In this part, we depict the way to address the problem of real aperture of a SAW
resonator. In other words, we consider a finite dimension in the perpendicular direction of the
propagation. In this study, the number of electrodes is infinite. The geometrical configuration
is depicted in figure 18. The materials properties, excitation and dimensions of the grating are
still the same as previously in figure 16. We now consider a length of the electrodes equal to
54μm for a period in the direction of propagation equal to 10μm. The buses on the both right
and left gratings are infinite along the propagation and 20μm wide. We also assume that the
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the devices modelings were most often considered as 2D systems infinitely periodic in the
direction of propagation and infinite in the perpendicular one. We just demonstrate that it
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medium is quartz YXl/36 activated by eight electrodes alternatively excited by V = 1V and V = 0V. The
PML domains are delimited by the white dashed line at the let and right sides. The frequency is
318MHz. h = 7e − 5m, dmax = 106 and n = 3.

is now possible to take into account the effects due to finite dimension along the direction of
propagation. In this part, we depict the way to address the problem of real aperture of a SAW
resonator. In other words, we consider a finite dimension in the perpendicular direction of the
propagation. In this study, the number of electrodes is infinite. The geometrical configuration
is depicted in figure 18. The materials properties, excitation and dimensions of the grating are
still the same as previously in figure 16. We now consider a length of the electrodes equal to
54μm for a period in the direction of propagation equal to 10μm. The buses on the both right
and left gratings are infinite along the propagation and 20μm wide. We also assume that the
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piezoelectric medium continue towards the infinity on the both sides of the resonator. The
PML method allows this assumption.

Figure 18. Configuration of an infinitely periodic SAW resonator in the propagation direction but with
finite lateral dimension. The z-direction is infinitely periodic and the non massive electrodes are
alternatively excited with V1 = 1V and V2 = 0V. The piezoelectric medium is quartz YXl/36. The length
of electrodes is 54μm while the period is 10μm. h = 30μm, dmax = 1e − 6 and n = 3.

Once again, we show the vibration for the x-displacement in the perspective figure 19. The
factor of absorption is still very high even if we notice a slight decrease. The Ω domain stands
for the physical space in which the SAW is generated. We observe the Rayleigh wave in the
middle of Ω. On each side of this vibration, the presence of th buses is denoted by two maxima
of displacement. This displacements give rise to a lateral mode which is reflected on the side
edges if there is no activated PML. But, in figure 19, all PML are turned on. So, the lateral
modes can be detected at the very end of the Ω area, just before the PML domains. However,
due to the presence of the PML, this mode do not reflect on the side edges and moreover its
amplitude decreases at the time it progress in the PML from the beginning to the end where it
almost vanishes by then.

These three results show the efficiency of the combining of PML and FEA to simulate the
effects due to the consideration of the real length or width of a SAW resonator. Thus, using
this kind of method, we are able to simulate realistic effects in SAW. This method can also be
applied to other kind of resonator.

4.4. The mixed BEM/PML approach

In the last part of the results exhibiting, the complete mixed BEM/PML approach is
highlighted. This is done considering the general SAW configuration in figure 9 and adding
PML area. This configuration is depicted in figure 20. A finite SAW resonator is characterized
considering both the PML and the BEM as boundary conditions. The piezoelectric medium
is a YXl/36 quartz. Its thickness can increase from zero to a non null value. It’s excited
by two non massive electrodes. The width of each electrodes is equal to 2.5μm and the
length of the resonator is 10μm. The excitation is symmetric and V1 = −V2 = 0.5V. The
number of finite elements by length unit is equal to 1.6e6 elements/m along x direction and
6e5 elements/m along y. The PML domains have the same FEA properties except for the
absorbing conditions. The absorbing coefficient dmax is equal to 1e − 6 and the order of the
polynomial is set to n = 3. The BEM stands for the bottom radiation on Γβ and simulates the
propagation to the infinite in the same medium as the piezoelectric one. It’s important to note
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Figure 19. The vibrations for x-displacement for the 3-D problem depicted in figure 18. The piezoelectric
medium is quartz YXl/36 activated by eight electrodes alternatively excited by V = 1V and V = 0V. The
PML domains are delimited by the white dashed line at the let and right sides. The frequency is
318MHz. h = 7e − 5m, dmax = 106 and n = 3.

that the BEM introduces an infinite slab in the x direction under the piezoelectric medium. So
if the thickness of the piezoelectric is zero, the two electrodes are placed on an infinite layer of
YXl/36 quartz.
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Figure 20. Characteristic configuration for finite SAW resonators considering the mixed BEM/PML
approach. Two non massive electrodes are activated (V1 = 0.5V, V2 = −0.5V). The width of electrodes is
equal to 2.5μm and the period of the resonator is set to 10μm. The piezoelectric medium is quartz
YXl/36. Its thickness vary from zero. Only the radiation on Γβ is active and the radiating medium is the
same as the piezoelectric one. The surrounding medium is vacuum so there is no radiation on Γα. On the
left and right parts of the scheme, two PML domain are added.

259Progress in Theoretical and Numerical Tools Devoted to Understanding of Acoustic Devices Behavior



18 Will-be-set-by-IN-TECH

piezoelectric medium continue towards the infinity on the both sides of the resonator. The
PML method allows this assumption.

Figure 18. Configuration of an infinitely periodic SAW resonator in the propagation direction but with
finite lateral dimension. The z-direction is infinitely periodic and the non massive electrodes are
alternatively excited with V1 = 1V and V2 = 0V. The piezoelectric medium is quartz YXl/36. The length
of electrodes is 54μm while the period is 10μm. h = 30μm, dmax = 1e − 6 and n = 3.

Once again, we show the vibration for the x-displacement in the perspective figure 19. The
factor of absorption is still very high even if we notice a slight decrease. The Ω domain stands
for the physical space in which the SAW is generated. We observe the Rayleigh wave in the
middle of Ω. On each side of this vibration, the presence of th buses is denoted by two maxima
of displacement. This displacements give rise to a lateral mode which is reflected on the side
edges if there is no activated PML. But, in figure 19, all PML are turned on. So, the lateral
modes can be detected at the very end of the Ω area, just before the PML domains. However,
due to the presence of the PML, this mode do not reflect on the side edges and moreover its
amplitude decreases at the time it progress in the PML from the beginning to the end where it
almost vanishes by then.

These three results show the efficiency of the combining of PML and FEA to simulate the
effects due to the consideration of the real length or width of a SAW resonator. Thus, using
this kind of method, we are able to simulate realistic effects in SAW. This method can also be
applied to other kind of resonator.

4.4. The mixed BEM/PML approach

In the last part of the results exhibiting, the complete mixed BEM/PML approach is
highlighted. This is done considering the general SAW configuration in figure 9 and adding
PML area. This configuration is depicted in figure 20. A finite SAW resonator is characterized
considering both the PML and the BEM as boundary conditions. The piezoelectric medium
is a YXl/36 quartz. Its thickness can increase from zero to a non null value. It’s excited
by two non massive electrodes. The width of each electrodes is equal to 2.5μm and the
length of the resonator is 10μm. The excitation is symmetric and V1 = −V2 = 0.5V. The
number of finite elements by length unit is equal to 1.6e6 elements/m along x direction and
6e5 elements/m along y. The PML domains have the same FEA properties except for the
absorbing conditions. The absorbing coefficient dmax is equal to 1e − 6 and the order of the
polynomial is set to n = 3. The BEM stands for the bottom radiation on Γβ and simulates the
propagation to the infinite in the same medium as the piezoelectric one. It’s important to note
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Figure 19. The vibrations for x-displacement for the 3-D problem depicted in figure 18. The piezoelectric
medium is quartz YXl/36 activated by eight electrodes alternatively excited by V = 1V and V = 0V. The
PML domains are delimited by the white dashed line at the let and right sides. The frequency is
318MHz. h = 7e − 5m, dmax = 106 and n = 3.

that the BEM introduces an infinite slab in the x direction under the piezoelectric medium. So
if the thickness of the piezoelectric is zero, the two electrodes are placed on an infinite layer of
YXl/36 quartz.
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Figure 20. Characteristic configuration for finite SAW resonators considering the mixed BEM/PML
approach. Two non massive electrodes are activated (V1 = 0.5V, V2 = −0.5V). The width of electrodes is
equal to 2.5μm and the period of the resonator is set to 10μm. The piezoelectric medium is quartz
YXl/36. Its thickness vary from zero. Only the radiation on Γβ is active and the radiating medium is the
same as the piezoelectric one. The surrounding medium is vacuum so there is no radiation on Γα. On the
left and right parts of the scheme, two PML domain are added.
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We first focused on the effects of the thickness of the piezoelectric medium on the response
of the resonator to an electric excitation. The excitation and the geometric configuration are
depicted in figure 20. This response is exhibited in figure 21. We depict the logarithm of the
conductance expressed in micro Siemens against the frequency for different thicknesses of the
piezoelectric medium. The depth of the piezoelectric medium increases from zero for the red
solid line to 2 microns for the red stars. It can be noted that when the thickness decreases the
conductance converges to the result of the infinite slab, i.e. when the thickness is zero. This
evolution can be explained by the diffraction at the end of the resonator when the depth is non
zero. So even is the behavior is nearly the same whatever the thickness of the piezoelectric,
the influence of this parameter is actually important.

Figure 21. The logarithm of the conductance in μS against the frequency for different thicknesses of the
piezoelectric medium when the PML is switch off. The radiation in the substrate is simulated with BEM.
The width of the transducer is finite and equal to 10μm and the PML domains vanish. The electrodes are
non massive. The number of finite elements by length unit is equal to 1.6e6 elements/m along x direction
and 6e5 elements/m along y.

Figure 22. The logarithm of the conductance in μS against the frequency for different thickness of the
piezoelectric medium when the PML is switch on. Except for PML domains, the configuration is the
same as in the figure 21. The width of PML Domains is equal to 30μm for the both right and the left part.
The number of finite elements by length unit is the same as outside PML domains. The absorbing
coefficient is set to dmax = 1e6 and the polynomial order is equal to n = 3.
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So to highlight the PML efficiency, we compare the results of the thickness equal to zero in
figure 21 to the non-zero ones when the PML are activated. The same configuration as in
figure 21 is used for the non PML area, we only add two PML on the right and the left parts.
The depth of the PML domains is equal to xp − xa = 3μm. The absorbing coefficients are
defined above. Again, the variation of the conductance against the frequency is depicted for
different thickness of piezoelectric when PML is switch on in figure 22. We can notice again
that the conductance converges to the result for a zero thickness when the piezoelectric depth
increases. That means there is a non zero interaction between PML and BEM giving rise to
undesirable effects for low thickness. So, It’s again important to notice that the mixed of the
two boundary conditions PML and BEM must be used in a drastic validity domain. One must
consider a sufficient thickness of piezoelectric medium or used a zero thickness without PML.
The last way can be used if no surrounding medium is taken into account. However, in the
configuration of figures 12, the PML must be used for an infinite passivation layer and we
must check if the simulation is in the validity domain.

Figure 23. The map of x-displacement in the XY plane for the fixed frequency 170MHz. The
configuration is the one depicted in figure 20. The height of the piezoelectric medium is set to 2e5m. The
electrodes are denoted by the references 1 and 2. The PML domain are delimited by the white dashed
line. The BEM is set at the bottom of the meshed domain also in PML area.

The last part of the results on mixed PML/BEM approach shows the effects of the boundary
conditions on the x-displacement in the sagittal plane (XY). The distortion is depicted in
figure 23. This is due to the electric excitation of the piezoelectric medium located in references
1 and 2. This result is obtained for a fixed frequency equal to 170MHz for the previous
geometrical configuration of figure 22 for a 20μm thickness. The PML areas are denoted by
the white dashed line and the conservative part (or the physical one) is under the electrodes.
First, we can notice that the x-displacement is absorbed in the PML domains with a 1e4 factor.
Indeed, we really pay attention to the validity domain and thus the PML actually acts as a
propagation towards the infinity in the same material that initially. Secondly, we can also
note the presence of lobes on the left and the right parts of the resonator due to its finite lateral
dimension. We already signified the lateral absorbed ones in the PML. However, there are two
other which propagate in the y-direction. They are not only absorbed by PML too but also not
reflected at the BEM interface indicating thus that the Green radiation conditions work well
too. These results show the possibility of combining these two boundary conditions.
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We first focused on the effects of the thickness of the piezoelectric medium on the response
of the resonator to an electric excitation. The excitation and the geometric configuration are
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conductance expressed in micro Siemens against the frequency for different thicknesses of the
piezoelectric medium. The depth of the piezoelectric medium increases from zero for the red
solid line to 2 microns for the red stars. It can be noted that when the thickness decreases the
conductance converges to the result of the infinite slab, i.e. when the thickness is zero. This
evolution can be explained by the diffraction at the end of the resonator when the depth is non
zero. So even is the behavior is nearly the same whatever the thickness of the piezoelectric,
the influence of this parameter is actually important.

Figure 21. The logarithm of the conductance in μS against the frequency for different thicknesses of the
piezoelectric medium when the PML is switch off. The radiation in the substrate is simulated with BEM.
The width of the transducer is finite and equal to 10μm and the PML domains vanish. The electrodes are
non massive. The number of finite elements by length unit is equal to 1.6e6 elements/m along x direction
and 6e5 elements/m along y.

Figure 22. The logarithm of the conductance in μS against the frequency for different thickness of the
piezoelectric medium when the PML is switch on. Except for PML domains, the configuration is the
same as in the figure 21. The width of PML Domains is equal to 30μm for the both right and the left part.
The number of finite elements by length unit is the same as outside PML domains. The absorbing
coefficient is set to dmax = 1e6 and the polynomial order is equal to n = 3.
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So to highlight the PML efficiency, we compare the results of the thickness equal to zero in
figure 21 to the non-zero ones when the PML are activated. The same configuration as in
figure 21 is used for the non PML area, we only add two PML on the right and the left parts.
The depth of the PML domains is equal to xp − xa = 3μm. The absorbing coefficients are
defined above. Again, the variation of the conductance against the frequency is depicted for
different thickness of piezoelectric when PML is switch on in figure 22. We can notice again
that the conductance converges to the result for a zero thickness when the piezoelectric depth
increases. That means there is a non zero interaction between PML and BEM giving rise to
undesirable effects for low thickness. So, It’s again important to notice that the mixed of the
two boundary conditions PML and BEM must be used in a drastic validity domain. One must
consider a sufficient thickness of piezoelectric medium or used a zero thickness without PML.
The last way can be used if no surrounding medium is taken into account. However, in the
configuration of figures 12, the PML must be used for an infinite passivation layer and we
must check if the simulation is in the validity domain.

Figure 23. The map of x-displacement in the XY plane for the fixed frequency 170MHz. The
configuration is the one depicted in figure 20. The height of the piezoelectric medium is set to 2e5m. The
electrodes are denoted by the references 1 and 2. The PML domain are delimited by the white dashed
line. The BEM is set at the bottom of the meshed domain also in PML area.

The last part of the results on mixed PML/BEM approach shows the effects of the boundary
conditions on the x-displacement in the sagittal plane (XY). The distortion is depicted in
figure 23. This is due to the electric excitation of the piezoelectric medium located in references
1 and 2. This result is obtained for a fixed frequency equal to 170MHz for the previous
geometrical configuration of figure 22 for a 20μm thickness. The PML areas are denoted by
the white dashed line and the conservative part (or the physical one) is under the electrodes.
First, we can notice that the x-displacement is absorbed in the PML domains with a 1e4 factor.
Indeed, we really pay attention to the validity domain and thus the PML actually acts as a
propagation towards the infinity in the same material that initially. Secondly, we can also
note the presence of lobes on the left and the right parts of the resonator due to its finite lateral
dimension. We already signified the lateral absorbed ones in the PML. However, there are two
other which propagate in the y-direction. They are not only absorbed by PML too but also not
reflected at the BEM interface indicating thus that the Green radiation conditions work well
too. These results show the possibility of combining these two boundary conditions.
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5. Conclusions

In this paper, we first demonstrated the theoretical and numerical basis of FEA. We next
illustrated the state of the art in simulation based on FEA for 2D and 3D acoustic devices
(especially SAW resonators). These examples introduced how the last research in acoustic
research needs further improvements of the numerical tools. For instance, the wide and finite
SAW resonators cannot be well numerically understood without a new theoretical approach.
We drew these numerical improvement based on a finite FEA combining with two different
kind of boundary conditions i.e. the PML method and BEM. At last, we show the efficiency of
these approach for several example and more precisely we also demonstrated that we can use
simultaneously the two boundary conditions to allow the simulation of realistic resonators
e.g. we can consider the numerical aperture of an acoustic device.

So we introduced here a new complete numerical based on FEA combining with PML and
BEM. We thus are capable to simulate a wide spectrum of resonators. We can simulate periodic
as well as non periodic devices. Moreover, new parameters can be considered e.g. aperture
or number of electrodes (for SAW resonators). In other worlds, we have now a strong and
efficient numerical tool allowing the simulation of nearly all the configurations for SAW and
BAW resonators.
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are necessary. By far, three sorts of matrix methods, including the analytical methods based 
on continuous (distributed-parameter) models, numerical methods based on discrete 
models and analytical-numerical mixed methods, have been presented for analyzing multi-
layered acoustic wave devices. Analytical matrix methods, such as the transfer matrix 
method (TMM) (Lowe, 1995; Adler, 2000), the effective permittivity matrix method (Wu & 
Chen, 2002), the scattering matrix method (Pastureaud et al., 2002), and the recursive 
asymptotic stiffness matrix method (Wang and Rokhlin, 2002), usually give accurate results 
with low computational cost. However, some of these analytical methods are numerically 
instable. One reason is that both exponentially growing and decaying terms with respect to 
frequency and thickness are incorporated in a same matrix, and the other is that matrix 
inversion is involved in the formulation. For example, TMM ceases to be effective for cases 
of high frequency-thickness products. Tan (2007) compared most analytical methods in their 
mathematical algorithm, computational efficiency and numerical stability. Very recently, 
Guo et al. (Guo, 2008; Guo & Chen, 2008a, 2010; Guo et al., 2009) have presented a new 
version of the analytical method of reverberation-ray matrix (MRRM) formerly proposed by 
Pao et al. (Su et al., 2002; Pao et al, 2007), based on three-dimensional elasticity/ 
piezoelectricity (Ding & Chen, 2001), state-space formalism (Stroh, 1962) and plane wave 
expansion for the analysis of free waves in multi-layered anisotropic structures. The new 
formulation of MRRM deals with the exponentially growing and decaying terms separately 
and refrains from matrix inversion. It is a promising analytical matrix method, which 
bearing unconditionally numerical stability, for accurately modeling the multi-layered 
acoustic wave devices (Guo and Chen, 2008b). Numerical methods, including the finite 
difference method (FDM), the finite element method (FEM), the boundary element method 
(BEM) and the hybrid method of BEM/FEM (Makkonen, 2005), are powerful for modeling 
multi-layered acoustic wave devices with complex geometries and boundaries. However, 
they are less accurate and efficient, especially for high frequency analysis. The reason is that 
the wave media should be modeled by tremendous elements of small size to ensure 
computational convergence. Analytical-numerical mixed methods, such as the finite element 
method/boundary integral formulation (FEM/BIF) (Ballandras et al., 2004) and the finite 
element method/spectral domain analysis (FEM/SDA) (Hashimoto et al., 2009; Naumenko, 
2010), are usually powerful for modeling both the small-sized accessories and the large-
dimensioned wave media with high accuracy. They seem to be promising as long as the 
uniformity of their formulation is improved (Hashimoto et al., 2009; Naumenko, 2010). 
Although some of these matrix methods are extendable to modeling the multi-layered 
acoustic wave devices with Bragg Cell, there are few investigations focused on this subject. 
Few studies have been reported on the effects of a Bragg Cell on wave propagation 
characteristics of multi-layered acoustic wave devices either. To the authors’ knowledge, all 
existing references aimed at Bragg Cell in solidly mounted resonators. Zhang et al. (2006, 
2008) and Marechal et al. (2008) studied both the resonant transmission in Bragg Cell and 
acoustic wave propagation in multi-layered bulk acoustic devices with Bragg Cell. Tajic et 
al., (2010) presented FEM combined with BEM and/or PML to simulate the solidly mounted 
BAW resonators with Bragg Cell. The formation mechanisms of the frequency bands in 
Bragg Cell are still an untouched topic. It should be pointed out that the Bragg Cell, as a kind 
of reliable wave guiding and isolating structure, is potential for utilizing in multi-layered 
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acoustic wave devices working with various acoustic modes including Rayleigh modes, Love 
modes, Lamb modes, SH modes and bulk longitudinal/transversal modes, so as to improve 
their performances (Yoon & Park, 2000; Chung et al., 2008). Moreover, for acoustic wave 
devices working with a specific acoustic mode, other spurious modes inevitably exist. 
Therefore, for appropriately designing the multi-layered acoustic wave devices with Bragg 
Cell, modeling methods should be established by considering various wave modes and based 
on an integrated model, which reckoning on the propagation media, electrodes, Bragg Cell, 
support layer and substrate. In addition, for appropriately designing the Bragg Cell to improve 
the performance of multi-layered acoustic wave devices, the features and the mechanisms of 
frequency bands in the Bragg Cell should be studied. The influence of inserted Bragg Cell on 
acoustic wave propagation in the working layer should also be clearly revealed. 

In this chapter, the wave behavior in the Bragg Cell and the design rules of a Bragg Cell are 
studied by taking SH wave mode as illustration and by using the Method of Reverberation-
Ray Matrix (MRRM). The MRRM is also proposed for accurate analysis and design of multi-
layered acoustic wave devices with Bragg Cell, based on an integrated model involving the 
effects of electrodes, Bragg Cell, support layer and substrate on the working media. Firstly, 
the MRRM is extended to the analysis of SH wave dispersion characteristics of a ternary 
Bragg Cell, whose unit cell consisting of three isotropic layers. Based on the resultant closed-
form dispersion equations, the formation mechanisms of the SH wave frequency bands are 
revealed. The design rules of the Bragg Cell according to specific isolation requirements of 
SH waves are summarized. Secondly, the integrated model, which incorporates the effects 
of electrodes, Bragg Cell, support layer and substrate on the working piezoelectric media by 
modeling them as individual non-piezoelectric or piezoelectric layers, is proposed for 
accurately analyzing acoustic wave propagation in multilayered acoustic wave devices. The 
formulation of MRRM for the integrated multi-layered structures based on the state space 
formalism is derived, by which the propagation characteristics of waves can be investigated. 
In view of the achieved dispersion characteristics, the operating status of various acoustic 
wave devices can be decided. Thirdly, numerical examples are given to validate the 
proposed MRRM, to show the features and the formation of SH-wave bands in the Bragg 
Cell and to indicate the resonant characteristics of multi-layered acoustic wave devices. 
Finally, conclusions are drawn concerning the SH wave behavior in the Bragg Cell, the 
advantages of the integrated model and MRRM, and the resonant characteristics of multi-
layered acoustic wave devices. 

2. The features and formation of SH-wave bands in the Bragg Cell  
Consider an infinite periodic layered structure with each unit cell containing three isotropic 
elastic layers. A unit cell is depicted in Fig. 1, which can completely determine the band 
features of the infinite periodic layered structure by invoking the Floquet-Bloch principle 

(Mead, 1996). The surfaces and interfaces of the unit cell are denoted by numerals 1 to 4 
from top to bottom, and the layers are represented by numerals 1 to 3 from top to bottom. 
Due to the isotropy of the layers, the in-plane wave motion is decoupled from the out-of-
plane one. We limit our discussion to the out-of-plane (transverse) wave motion, i.e. only 
the SH type mode is present. 
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acoustic wave devices working with various acoustic modes including Rayleigh modes, Love 
modes, Lamb modes, SH modes and bulk longitudinal/transversal modes, so as to improve 
their performances (Yoon & Park, 2000; Chung et al., 2008). Moreover, for acoustic wave 
devices working with a specific acoustic mode, other spurious modes inevitably exist. 
Therefore, for appropriately designing the multi-layered acoustic wave devices with Bragg 
Cell, modeling methods should be established by considering various wave modes and based 
on an integrated model, which reckoning on the propagation media, electrodes, Bragg Cell, 
support layer and substrate. In addition, for appropriately designing the Bragg Cell to improve 
the performance of multi-layered acoustic wave devices, the features and the mechanisms of 
frequency bands in the Bragg Cell should be studied. The influence of inserted Bragg Cell on 
acoustic wave propagation in the working layer should also be clearly revealed. 

In this chapter, the wave behavior in the Bragg Cell and the design rules of a Bragg Cell are 
studied by taking SH wave mode as illustration and by using the Method of Reverberation-
Ray Matrix (MRRM). The MRRM is also proposed for accurate analysis and design of multi-
layered acoustic wave devices with Bragg Cell, based on an integrated model involving the 
effects of electrodes, Bragg Cell, support layer and substrate on the working media. Firstly, 
the MRRM is extended to the analysis of SH wave dispersion characteristics of a ternary 
Bragg Cell, whose unit cell consisting of three isotropic layers. Based on the resultant closed-
form dispersion equations, the formation mechanisms of the SH wave frequency bands are 
revealed. The design rules of the Bragg Cell according to specific isolation requirements of 
SH waves are summarized. Secondly, the integrated model, which incorporates the effects 
of electrodes, Bragg Cell, support layer and substrate on the working piezoelectric media by 
modeling them as individual non-piezoelectric or piezoelectric layers, is proposed for 
accurately analyzing acoustic wave propagation in multilayered acoustic wave devices. The 
formulation of MRRM for the integrated multi-layered structures based on the state space 
formalism is derived, by which the propagation characteristics of waves can be investigated. 
In view of the achieved dispersion characteristics, the operating status of various acoustic 
wave devices can be decided. Thirdly, numerical examples are given to validate the 
proposed MRRM, to show the features and the formation of SH-wave bands in the Bragg 
Cell and to indicate the resonant characteristics of multi-layered acoustic wave devices. 
Finally, conclusions are drawn concerning the SH wave behavior in the Bragg Cell, the 
advantages of the integrated model and MRRM, and the resonant characteristics of multi-
layered acoustic wave devices. 

2. The features and formation of SH-wave bands in the Bragg Cell  
Consider an infinite periodic layered structure with each unit cell containing three isotropic 
elastic layers. A unit cell is depicted in Fig. 1, which can completely determine the band 
features of the infinite periodic layered structure by invoking the Floquet-Bloch principle 

(Mead, 1996). The surfaces and interfaces of the unit cell are denoted by numerals 1 to 4 
from top to bottom, and the layers are represented by numerals 1 to 3 from top to bottom. 
Due to the isotropy of the layers, the in-plane wave motion is decoupled from the out-of-
plane one. We limit our discussion to the out-of-plane (transverse) wave motion, i.e. only 
the SH type mode is present. 
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Figure 1. The schematic of the unit cell of a periodic ternary layered structure and its description in the 
global coordinates 

2.1. SH wave dispersion characteristics of the Bragg Cell 

Within the framework of the method of reverberation-ray matrix (MRRM) (Su et al., 2002; 
Pao et al., 2007; Guo, 2008), constituent layers of the unit cell are individually described in 
the corresponding local dual coordinates. Fig. 2 depicts the local dual coordinates of a 
typical layer j  ( 1,2,3j  ) with its top and bottom surfaces denoted respectively as J ( j ) 
and K  ( +1j ), and the SH wave amplitudes along the thickness in the typical layer j  as the 
wavenumber along X  is k  for all of the constituent layers. Meanwhile, superscripts JK or 
KJ will be attached to physical variables of the typical layer j , which is also called as JK  or 

KJ  according to the related coordinates ( , , )JK JK JKx y z  or ( , , )KJ KJ KJx y z , to indicate the layer 
and its pertaining coordinate system. The displacement and stress are deemed to be positive 
as they are along the positive direction of the pertaining coordinates.  

 
Figure 2. Description of a typical constituent layer j  of the unit cell in local dual coordinates 
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According to the elastodynamics of linear isotropic media (Eringen & Suhubi, 1975), the 
plane wave solutions to the out-of-plane displacement v  and shear stress zy  in any 

constituent layer JK (or j) in its pertaining coordinates ( , , )JK JK JKx y z  can be expressed as 
follows (with superscripts JK omitted)  

 i ii( ) i( )
3 3ˆ( , , ) ( )e ( e e )e ,s sz zt kx t kxv x z t v z a d       (1) 

 i ii( ) i( )
3 3 3ˆ( , , ) ( )e ( e e )e ,s sz zt kx t kx

zy zyx z t z a d          (2) 

where ˆ( )v z  and ˆ ( )zy z  signify the corresponding quantities in the frequency-wavenumber  

( k  ) domain (i.e. the transformed quantities), i 1   is the imaginary unit, s   

( 2 2
sk k    or 2 2

sk k   ) and /s sk c  are respectively the z -direction shear 

wavenumber and the total shear wavenumber with   being the circular frequency and 
/sc G   the shear wave velocity, 3 i sG   is the shear stress coefficient, constants G  and 

  are respectively the shear modulus and the mass density. It is clearly seen that the terms 
with 3a  and 3d  at the right-hand sides of Eqs. (1) and (2) signify backward and forward 
traveling waves along the thickness coordinate, i.e. the arriving and departing waves relative 
to the surface J, with 3a  and 3d  being the corresponding undetermined wave amplitudes. 

First, we consider the spectral equations within the layers. The transformed displacement v̂  
(stress ˆzy ) at an arbitrary plane JKz  of any layer j  expressed in one coordinate system 

( , , )JK JK JKx y z  should be compatible with that expressed in the other coordinate system 

( , , )KJ KJ KJx y z , due to the uniqueness of the physical essence. Referring to the sign 
convention of displacement (stress), we have  

 ˆ ˆ( ) ( )JK JK KJ JK JKv z v h z  , (3) 

 ˆ ˆ( ) ( )JK JK KJ JK JK
zy zyz h z    . (4) 

Substituting Eq. (1) into Eq. (3) and Eq. (2) into Eq. (4), and noticing the functions ie sz  and 
ie sz  are nonzero for finite s  and z , one obtains the phase relation of layer j (JK or KJ) 

 i
3 3 3 3e ( , )  

JK JK
s hKJ JK KJ JKa d P k d  (5) 

where JK KJ
s s sj    , JK KJ

jh h h   and 3 3 3
JK KJ

jP P P   are the wavenumber along z  

direction, the thickness and the phase coefficient of layer j (JK or KJ), respectively. It is noted 
that the thickness wavenumber sj  can always be chosen to satisfy Re[ i ] 0sj jh  , so that 

no exponentially growing function is included in the phase relation.  
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jP P P   are the wavenumber along z  

direction, the thickness and the phase coefficient of layer j (JK or KJ), respectively. It is noted 
that the thickness wavenumber sj  can always be chosen to satisfy Re[ i ] 0sj jh  , so that 

no exponentially growing function is included in the phase relation.  
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Second, we consider the spectral equations at the interfaces between adjacent layers. The 
compatibility of displacements and equilibrium of stresses at the interfaces 2 and 3 are 
expressed as 

 21 23 21 23 32 34 32 34ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ(0) (0), (0) (0) 0, (0) (0), (0) (0) 0zy zy zy zyv v v v          (6) 

Substituting Eqs. (1) and (2) into Eq. (6), one obtains the scattering relations at interfaces 2  
and 3  
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Third, we consider the spectral equations at the top and bottom surfaces. The Floquet-Bloch 
principle of periodic structures (Brillouin, 1953; Mead, 1996) requires that the displacement 
(stress) of bottom layer at the bottom surface 4 should relate to that of top layer at the top 
surface 1  by 

 i i43 12 43 12ˆ ˆ ˆ ˆ(0) e (0), (0) e (0)qh qh
zy zyv v      (8) 

where 3
1 jjh h


  is the thickness of the unit cell, q  is the wavenumber of the characteristic 

waves in the periodic ternary layered media. The real part Rq h  and the imaginary part Iq h  
of dimensionless wavenumber qh  denote the phase constant and the attenuation constant 
of the characteristic wave, respectively (Mead, 1996). Substitution of Eqs. (1) and (2) into Eq. 
(8) gives the scattering relations at surfaces 1  and 4  

 i i i i12 12 43 43 12 12 12 12 43 43 43 43
3 3 3 3 3 3 3 3 3 3 3 3e e 0, e e 0qh qh qh qha d a d a d a d            (9) 

Finally, introducing the phase relations of all layers as given in Eq. (5) to the scattering 
relations of all interfaces and surfaces as given in Eqs. (7) and (9), we obtain the system 
equations with all the departing wave amplitudes as basic unknown quantities 
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P P d
P P d
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0
0
0
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0
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( , , )d k q

           
  
  
  

   

R d 0
 (10) 

where 3 3 3
JK KJ

j     ( 1 1,2,3J K j    ) is the shear stress coefficient of layer j , dR  is 

the system matrix, and d  is the global departing wave vector. 
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The dispersion equation governing the characteristic SH waves in periodic ternary layered 
media is obtained by vanishing of the determinant of system matrix  

 det[ ( , , )]d k q R 0 . (11) 

Further expansion of the determinant in Eq. (11) gives the closed-form dispersion relation of 
characteristic SH waves in periodic ternary layered media as follows 
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2 i 2 i 2 ii2 2
31 32 33

2 ii2 2
32 33 31

8 e e e (1 e )

2 e (1 e )(1 e )(1 e )
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 (12) 

Dispersion equation (12) assures unconditionally numerical stability because Re[ i ] 0sj jh   

is already guaranteed by the properly established phase relation and Re[i ] 0qh   can also be 
guaranteed by properly specifying q  in the solving process, since q  and q  signifying 
wavenumbers in opposite direction should give the same propagation characteristics. Due 

to ie 0sj jh
  and ie 0qh  , Equation (12) can be simplified, by virtue of relations between 

trigonometric functions and exponential functions, to 

 

31 32 33 1 1 2 2 3 3
2 2

31 32 33 1 1 2 2 3 3

2 2
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33 31 32 3 3 1 1
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( ) ( ) sin( )sin( )cos( )
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    2 2 ).s h

  (13) 

Define  

 2 2 2
3 / i / /SHj j sj j j j jZ G G k G           (14) 

as the characteristic impedance of SH wave in layer j , which is dependent on not only the 
shear modulus jG  and mass density j , but also the frequency   and wavenumber k . 

Therefore, the characteristic impedance of SH wave in an isotropic layer is not a constant 
and can be imaginary below the cutoff frequency of SH wave. It is very different from the 
characteristic impedance of bulk shear wave Tj j jZ G  in an isotropic medium j , which 

is a real-valued constant. But SHjZ  equals to TjZ  as 0k  . If 1 2 3 0SH SH SHZ Z Z  , i.e. 

1 2 3( )( )( ) 0s s skc kc kc      , the dispersion equation (13) is automatically satisfied 

regardless of qh . This case merely gives the cutoff frequency of SH wave mode c sk c   
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Second, we consider the spectral equations at the interfaces between adjacent layers. The 
compatibility of displacements and equilibrium of stresses at the interfaces 2 and 3 are 
expressed as 
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and 3  
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Third, we consider the spectral equations at the top and bottom surfaces. The Floquet-Bloch 
principle of periodic structures (Brillouin, 1953; Mead, 1996) requires that the displacement 
(stress) of bottom layer at the bottom surface 4 should relate to that of top layer at the top 
surface 1  by 
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where 3
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  is the thickness of the unit cell, q  is the wavenumber of the characteristic 

waves in the periodic ternary layered media. The real part Rq h  and the imaginary part Iq h  
of dimensionless wavenumber qh  denote the phase constant and the attenuation constant 
of the characteristic wave, respectively (Mead, 1996). Substitution of Eqs. (1) and (2) into Eq. 
(8) gives the scattering relations at surfaces 1  and 4  
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Finally, introducing the phase relations of all layers as given in Eq. (5) to the scattering 
relations of all interfaces and surfaces as given in Eqs. (7) and (9), we obtain the system 
equations with all the departing wave amplitudes as basic unknown quantities 
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where 3 3 3
JK KJ

j     ( 1 1,2,3J K j    ) is the shear stress coefficient of layer j , dR  is 

the system matrix, and d  is the global departing wave vector. 
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The dispersion equation governing the characteristic SH waves in periodic ternary layered 
media is obtained by vanishing of the determinant of system matrix  

 det[ ( , , )]d k q R 0 . (11) 

Further expansion of the determinant in Eq. (11) gives the closed-form dispersion relation of 
characteristic SH waves in periodic ternary layered media as follows 
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Dispersion equation (12) assures unconditionally numerical stability because Re[ i ] 0sj jh   

is already guaranteed by the properly established phase relation and Re[i ] 0qh   can also be 
guaranteed by properly specifying q  in the solving process, since q  and q  signifying 
wavenumbers in opposite direction should give the same propagation characteristics. Due 

to ie 0sj jh
  and ie 0qh  , Equation (12) can be simplified, by virtue of relations between 

trigonometric functions and exponential functions, to 
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Define  

 2 2 2
3 / i / /SHj j sj j j j jZ G G k G           (14) 

as the characteristic impedance of SH wave in layer j , which is dependent on not only the 
shear modulus jG  and mass density j , but also the frequency   and wavenumber k . 

Therefore, the characteristic impedance of SH wave in an isotropic layer is not a constant 
and can be imaginary below the cutoff frequency of SH wave. It is very different from the 
characteristic impedance of bulk shear wave Tj j jZ G  in an isotropic medium j , which 

is a real-valued constant. But SHjZ  equals to TjZ  as 0k  . If 1 2 3 0SH SH SHZ Z Z  , i.e. 

1 2 3( )( )( ) 0s s skc kc kc      , the dispersion equation (13) is automatically satisfied 

regardless of qh . This case merely gives the cutoff frequency of SH wave mode c sk c   
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within one of the constituent layers, and we shall not discuss it any further. Otherwise for 
1 2 3 0SH SH SHZ Z Z  , the dispersion relation is further simplified to 

1 1 2 2 3 3 1/2 2/1 1 1 2 2 3 3

2/3 3/2 2 2 3 3 1 1 3/1 1/3 3 3 1 1 2 2

1cos( ) cos( )cos( )cos( ) ( )sin( )sin( )cos( )
2

1 1( )sin( )sin( )cos( ) ( )sin( )sin( )cos( ),
2 2

s s s s s s

s s s s s s

qh h h h F F h h h

F F h h h F F h h h

     

     

  

   
 (15) 

where 

  3
/

3

i /
, 1,2,3,

i /
j sj j sj j SHj

j j
j sj j sj j SHj

G G Z
F j j j j

G G Z
   

   
     

 
     

          (16) 

signifies the contrast of characteristic impedances of SH waves in layer j  and layer j .  

2.2. Formation mechanisms of SH-wave bands in the Bragg Cell 

Based on Eq. (15), in which 1 2 3 0SH SH SHZ Z Z   is implied, in what follows we will discuss the 
formation mechanisms of frequency bands of SH waves in periodic ternary layered media, 
according to the following two cases for the characteristic impedances of SH waves in the 
three constituent layers of the unit cell. 

1. 1 2 3SH SH SHZ Z Z    

Owing to / / 1j j j jF F      ( , 1,2,3j j   , j j  ), the dispersion relation (15) is reduced to 

 
1 1 2 2 3 3

1 2 3 1 2 3
1 2 3

cos( ) cos( ) cos( )

cos( ) cos[ ( )] cos( ),

s s s se

SH SH SH SH
SH SH SH

qh h h h h

h h h T T T T
c c c

   
    

   

      
 (17) 

where 3
1( ) /se j sj jh h   is the equivalent wavenumber of SH wave in the unit cell, 

/SHj j SHjT h c  is the parameter reflecting the characteristic time as SH wave traverses the 

thickness of constituent j, but may be imaginary number below the cutoff frequency c , 
3

1SH SHjjT T


   is the parameter reflecting the characteristic time as SH wave traverses the 

thickness of the unit cell. Equation (17) has the solution 

 2 2 ,se SH
m m

qh h T
n n

          (18) 

where m  and n  are arbitrary integers corresponding to positive and negative signs, 
respectively . Equation (18) indicates that when all the three constituent layers have the 
same characteristic impedance of SH wave, there is no bandgap above the maximum cutoff 
frequency max 1 2 3max( , , )c c c c    . The dispersion spectra are completely determined by 
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the fundamental dispersion curve of the equivalent SH wave in the unit cell due to the zone 
folding effect (Brillouin, 1953) with the characteristic time of the unit cell being the essential 
parameter. In other words, the contrast of characteristic impedances determines whether the 
band gaps exist or not above maxc , and the characteristic time of the unit cell decides the 
dispersion spectra of the periodic layered media as no bandgap exists above maxc . 

 
2. ,SHj SHj SHj SHjZ Z Z Z    (   SHj SHjZ or Z   , , , 1 or 2 or 3j j j   , j j j   ) 
 

If SHj SHjZ Z  , then the dispersion relation (15) is reduced to 
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/ /
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sj j si i j i i j sj j si i

qh h h h F F h h h

h h F F h h

     

   

             

  
 (19) 

which is the dispersion relation for periodic binary layered media already obtained (Shen & 

Cao, 2000; Wang et al., 2004). ( ) /si sj j sj j ih h h        and i j jh h h    are the wavenumber 

along the z -direction and the thickness of the new equivalent layer i  composed of the two 
constituent layers with identical characteristic impedance of SH wave. If SHj SHjZ Z  , then 

the dispersion relation should be the general form of Eq. (15).  

In any circumstances, as maxc   the characteristic impedances and the wavenumbers 
along the z -direction of SH waves in the constituent layers will be positive real number. 
Thus, we have  

 

 / / / /
2/ /

1 1 11 1 1 2 ,
1 1 1

b
j j j j j j

bj j j
F F j j   

  



     
  

              
     (20) 

where /j  , / j  and j   are real numbers, /0 1j    ( / 1j  ) when / 1jF   , /0 1j   

( / 1j   ) when / 1jF  , / /min( , ) (0,1)j j j      . Similarly, we have 

 / /
2

11 2 ,
1

b
j j j j j j j j

bj j
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   (21) 

where 0j j     as SHj SHjZ Z  , 0 1j j     as SHj SHjZ Z  . Therefore, the dispersion 

equations (15) and (19) can be rewritten uniformly as  
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within one of the constituent layers, and we shall not discuss it any further. Otherwise for 
1 2 3 0SH SH SHZ Z Z  , the dispersion relation is further simplified to 
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signifies the contrast of characteristic impedances of SH waves in layer j  and layer j .  

2.2. Formation mechanisms of SH-wave bands in the Bragg Cell 

Based on Eq. (15), in which 1 2 3 0SH SH SHZ Z Z   is implied, in what follows we will discuss the 
formation mechanisms of frequency bands of SH waves in periodic ternary layered media, 
according to the following two cases for the characteristic impedances of SH waves in the 
three constituent layers of the unit cell. 

1. 1 2 3SH SH SHZ Z Z    

Owing to / / 1j j j jF F      ( , 1,2,3j j   , j j  ), the dispersion relation (15) is reduced to 

 
1 1 2 2 3 3

1 2 3 1 2 3
1 2 3

cos( ) cos( ) cos( )

cos( ) cos[ ( )] cos( ),

s s s se

SH SH SH SH
SH SH SH

qh h h h h

h h h T T T T
c c c

   
    

   

      
 (17) 

where 3
1( ) /se j sj jh h   is the equivalent wavenumber of SH wave in the unit cell, 

/SHj j SHjT h c  is the parameter reflecting the characteristic time as SH wave traverses the 

thickness of constituent j, but may be imaginary number below the cutoff frequency c , 
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   is the parameter reflecting the characteristic time as SH wave traverses the 

thickness of the unit cell. Equation (17) has the solution 
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where m  and n  are arbitrary integers corresponding to positive and negative signs, 
respectively . Equation (18) indicates that when all the three constituent layers have the 
same characteristic impedance of SH wave, there is no bandgap above the maximum cutoff 
frequency max 1 2 3max( , , )c c c c    . The dispersion spectra are completely determined by 
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the fundamental dispersion curve of the equivalent SH wave in the unit cell due to the zone 
folding effect (Brillouin, 1953) with the characteristic time of the unit cell being the essential 
parameter. In other words, the contrast of characteristic impedances determines whether the 
band gaps exist or not above maxc , and the characteristic time of the unit cell decides the 
dispersion spectra of the periodic layered media as no bandgap exists above maxc . 
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which is the dispersion relation for periodic binary layered media already obtained (Shen & 

Cao, 2000; Wang et al., 2004). ( ) /si sj j sj j ih h h        and i j jh h h    are the wavenumber 

along the z -direction and the thickness of the new equivalent layer i  composed of the two 
constituent layers with identical characteristic impedance of SH wave. If SHj SHjZ Z  , then 

the dispersion relation should be the general form of Eq. (15).  

In any circumstances, as maxc   the characteristic impedances and the wavenumbers 
along the z -direction of SH waves in the constituent layers will be positive real number. 
Thus, we have  

 

 / / / /
2/ /

1 1 11 1 1 2 ,
1 1 1

b
j j j j j j

bj j j
F F j j   

  



     
  

              
     (20) 

where /j  , / j  and j   are real numbers, /0 1j    ( / 1j  ) when / 1jF   , /0 1j   
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where 0j j     as SHj SHjZ Z  , 0 1j j     as SHj SHjZ Z  . Therefore, the dispersion 

equations (15) and (19) can be rewritten uniformly as  
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 (22) 

which indicates that the band structures of the periodic ternary layered media are not only 
determined by the fundamental dispersion curve of the equivalent SH wave according to 
zone folding effect, but also influenced by three disturbance terms with disturbing functions 
sin( )sin( )cos( )sj j sj j sj jh h h       (or sin( )sin( )cos( )SHj SHj SHjT T T    , , , 1,2,3j j j   , j j j   ) 

and disturbing amplitudes 2 / [2(1 )]j j j j     . The value of the right-hand side of Eq. (22) 

determines the demarcation of frequency bands: 1  gives the dividing lines of pass-bands 
and stop-bands; 0  gives the central frequencies of pass-bands; those between 1  and 1  
give the pass-bands; and all other values give the stop-bands. The characteristic time of the 
unit cell, the characteristic times of constituent layers and the contrasts of characteristic 
impedances of SH waves in the constituent layers are the essential parameters for the band 
structure formation, which determine the shape of the dispersion curves of the equivalent 
SH wave (the pre-disturbed baselines), the shapes of the disturbing functions, and the 
amplitudes of the disturbance terms, respectively. When the disturbing functions satisfy 
sin( )sin( )cos( ) 0sj j sj j sj jh h h        ( sin( )sin( )cos( ) 1sj j sj j sj jh h h        ), the band structures 

coincide exactly with (deviate most from) the fundamental and derivative dispersion curves 
of the equivalent SH wave in the unit cell. The corresponding points on the dispersion 
curves are called as the coincident (separating) points. The frequency equation can be 
simplified to ( , , 1,2,3j j j   , j j j   ) 
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  (23) 

 ,  (2 1) / 2,  (2 1) / 2sj j j sj j j sj j jh g h g h g               ,  (24) 

for coincident and separating points, respectively.  
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In physics, at any interface J  of the unit cell there are one incident wave iJw  and one 

reflected wave rjw  arising from the next interface except that there is no reflection at the 

interface where the two constituent layers with identical characteristic impedances 
connected. sj jh , sj jh    and sj jh    denote the phase changes as SH wave passes through 

layer j , j  and j , respectively. Thus, the former formula in Eq. (23) corresponds to the 
constructive interference condition of the incident wave and reflected wave at two 
interfaces, and the latter formula in Eq. (23) corresponds to the destructive interference 
condition at three interfaces. Equation (24) corresponds to destructive interference condition 
of incident wave and reflected wave at two interfaces and constructive interference 
condition at one interface. Therefore, it is concluded that the frequency bands are formed 
physically as a result of interference phenomenon as waves transmit and reflect in the 
constituent layers of a periodic ternary layered media. The specified combination of exact 
constructive and destructive interferences of the incident and reflected waves at some 
interfaces makes the equivalent SH wave travel through the unit cell without any change of 
its dispersion characteristic or be completely prohibited to travel. The specified combination 
of near constructive and destructive interferences of the incident and reflected waves at 
some interfaces makes the equivalent SH wave be capable of going through the unit cell 
with a change of its dispersion characteristic or be attenuated. The exact constructive and 
destructive interferences specified by Eq. (23) and Eq. (24) are only possible for special 
periodic ternary layered media with the characteristic times of constituent layers satisfying  
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However, the near constructive and destructive interferences specified by Eq. (23) and Eq. 
(24) can occur in general periodic ternary layered media.  

In summary, the occurrence of some specified combination of exact or near constructive and 
destructive interference phenomena in the unit cell makes the equivalent SH wave travel 
through the unit cell and gives birth to the pass-bands, whereas the occurrence of other 
specified combination of exact or near destructive interference makes the equivalent SH wave 
unable to pass through the unit cell and brings about the stop-bands. Although the above 
discussion on the formation mechanisms of SH-wave bands is based on the periodic ternary 
layered structure, it is actually extendable to SH wave in general periodic layered media. 

2.3. Design rules to the Bragg Cell concerning with SH wave bands 
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which indicates that the band structures of the periodic ternary layered media are not only 
determined by the fundamental dispersion curve of the equivalent SH wave according to 
zone folding effect, but also influenced by three disturbance terms with disturbing functions 
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for coincident and separating points, respectively.  

 
Precise Analysis and Design of Multi-Layered Acoustic Wave Devices with Bragg Cell 275 
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The discussion of formation mechanisms of SH wave bands in the layered Bragg Cell 
indicates that the contrasts of characteristic impedances of the constituent layers, the 
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cutoff property exist or not. When the characteristic impedances of all the constituent layers 
are identical, any SH waves above the maximum cutoff frequency can propagate in the 
periodic layer without attenuation and no stop-bands other than that due to the SH wave 
cutoff property exist. In other cases, stop-bands exist above the maximum cutoff frequency, 
and the contrasts of characteristic impedances decide the widths of the frequency bands. 
The characteristic time of the unit cell decides the slopes of the dispersion curves of 
equivalent SH waves, thus it definitely specifies the number of pass-bands/stop-bands in a 
given frequency range. The characteristic times of the constituent layers mainly decide the 
mid-frequencies of the frequency bands. It should be pointed out that the mass densities and 
shear moduli of constituent layers affect all the three kinds of essential parameters, while the 
thicknesses of the constituent layers only influence the characteristic times of the unit cell 
and of the constituent layers. These rules can be used for the design of layered Bragg Cells 
according to the SH-wave bands requirements.  

2.4. Numerical examples  

In this section, the above proposed MRRM for dispersion characteristic analysis and the 
mechanisms for band structure formation of SH waves in periodic ternary layered media are 
validated by considering a periodic ternary layered structure with the unit cell consisting of 
one Pb layer in the middle and two epoxy layers at the up and down sides. The thickness of 
the Pb layer is 10mm and that of the epoxy layers is 5mm. The material parameters of Pb 
and epoxy including the Young’s modulus, shear modulus and mass density are 

40.8187PbE  GPa, 4.35005epoxyE  GPa, 14.9PbG  GPa, 1.59epoxyG  GPa, 11600Pb 

kg/m3 and 1180epoxy  kg/m3. The band structures of SH waves in this periodic ternary 

layered medium are calculated by the formulation presented in Section 2.1. For the 
convenience of presentation, the results are represented by the dimensionless wavenumbers 

/kh   and /qh   with 0.02h  m being the total thickness of the unit cell, and the 
engineering frequency / 2f   . 

We first consider the property of SH-wave band structures in the exemplified periodic 
ternary layered medium. Figure 3 gives the band structures of SH waves below 140 kHz 
represented as various forms of graphs. Figure 3(a) depicts the phase constant surfaces in 
the pass-bands as the dimensionless wavenumbers /kh   and /qh   are in the range of 
[ 2,2] . Figures 3(b) to 3(d) describe both the phase constant spectra in pass-bands (i.e. the 
relation between f  and /Rq h  ) and the attenuation constant spectra in stop-bands (i.e. the 
relation between f  and /Iq h  ) as the dimensionless wavenumber /kh   is 1.0 , 0.5  and 

0.0 , respectively. Figure 3(e) plots the relation between f  and /k h   when /qh   is 

specified as 10.0 2I , 20.5 2I  and 31.0 2I  with 1I , 2I  and 3I  being arbitrary integers. To 
validate our obtained results, in Fig. (3d) the phase constant spectra as / 0kh    are 
compared to the corresponding results calculated by Wang et al. (2004), and in Fig. (3e) the 
spectra of f  versus /k h   as 1/ 0 2qh I    and 3/ 1 2qh I    are compared to their 
counterparts calculated by Wang et al. (2004).  
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Figure 3. The band structures of SH waves below 140 kHz in the periodic ternary layered medium 
consisting of one Pb layer and two epoxy layers 

It is seen from Fig. 3(a) that the phase constant surfaces in the pass-bands are symmetrical 
with respect to the vertical plane / 0kh   , which indicates that the SH waves along the 
positive and the negative X  directions have identical propagation properties. This is due to 
the symmetry of structural configuration and material parameters of the exemplified 
periodic ternary layered medium with respect to YOZ  plane. Likewise, the phase constant 
surfaces in Fig. 3(a) and the attenuation constant spectra in Figs. 3(b) to 3(d) are also 
symmetry with respect to / 0qh   , which indicates that the upward and downward 
characteristic SH waves have identical band structures. In addition, the phase constant 
surfaces in Fig. 3(a) are periodical with respect to /qh   as the minimum positive period 
being / 2qh   , which indicates the periodicity of propagating characteristic SH waves 
along the thickness of the unit cell and reflects the zone folding effect of periodic structures. 
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Figs. 3(b) to 3(d) signify that for any /kh  , with the increasing of frequency the phase 
constant spectra and the attenuation constant spectra of characteristic SH waves in periodic 
ternary layered media occur alternately, i.e. the pass-bands and the stop-bands occur 
alternately. However, the attenuation spectra (the stop band) will advent first for any /kh   
except for / 0kh   . It should be noted that as / 0kh   , the first stop band is formed due 
to the cutoff property of the SH waves in the constituent layers. For any /kh  , the 
attenuation constant spectra in form of closed loops with phase 0  and phase   appear 
alternately. It indicates from Figs. 3(b) to 3(e) that for any /kh  , the frequencies as 

/ 0qh    and those as / 1qh   , which are respectively identical to those as 1/ 0 2qh I    
and those as 3/ 1 2qh I   , are the demarcations between the pass-bands and the stop-
bands. The ranges between two adjacent bounding frequencies, with one corresponding to 

1/ 0 2qh I    and the other corresponding to 3/ 1 2qh I    are pass-bands, whereas the 
ranges between two adjacent bounding frequencies with both corresponding to 

1/ 0 2qh I    or 3/ 1 2qh I    are stop-bands. Fig. 3(e) shows the f - /k h   spectra as 

/qh   takes any other real value lie in the pass-bands between the f - /k h   spectra as 

/ 0qh    and those as / 1qh   . With the increasing of /k h  , the demarcating 

frequencies of the corresponding frequency-bands rise. The first demarcation frequency 
increases most obviously with the rise of /k h  . 

In Fig. 3(d), the comparison between the phase constant spectra obtained by our proposed 
method and those calculated by Wang et al. (2004) indicates good agreement. In Fig. 3(e), 
the comparison between the f - /k h   spectra obtained by our method and those 

calculated by Wang et al. (2004) also manifests close coincidence. Furthermore, the f -

/k h   spectra corresponding to 1/ 0 2qh I    and 3/ 1 2qh I    in our results are 

explicitly separated, which clearly denotes the pass-bands and stop-bands. All these 
validate the accuracy and excellence of the proposed MRRM for dispersion characteristic 
analysis.  

Let us now consider the formation of SH-wave band structures in the exemplified periodic 
ternary layered structure. We plot in Figs. (4a) and (4b) the phase and the attenuation 
constant spectra of characteristic SH waves together with the dispersion curves of the 
equivalent SH waves in the exemplified periodic ternary layered structure, as / 0.0kh    
and / 0.5kh   , respectively, for illustrating the close relation between the dispersion 
curves of the equivalent SH waves and the band structures of characteristic SH waves. The 
fundamental real-part and the imaginary-part dispersion curves of the equivalent SH waves 

are obtained directly from the definition 3 2 2 2
1 /se j j sjh h c k   , while the derivative 

real-part dispersion curve of the equivalent SH waves are attained by virtue of the zone 
folding effect.  
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Figure 4. The band structures of characteristic SH waves and the dispersion curves of equivalent SH 
waves below 140 kHz in the periodic ternary layered medium consisting of one Pb layer and two epoxy 
layers 

It is clearly seen from Figs. (4a) and (4b) that above the maximum cutoff frequency maxc  (

max min0c c    while / 0.0kh   ), the dispersion curves of the equivalent SH waves have 
only the real part. In this case the fundamental and derivative dispersion curves of 
equivalent SH waves serve as the baselines during the band-structure formation of 
characteristic SH waves. In the forming process of the band structures, the dispersion curves 
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first separate with respect to frequency at the intersections 2 2se seh m h n I          ( I  
is an arbitrary integer) representing the boundaries of the Brillouin zone to give the stop-
bands, in which the attenuation constant spectra with phase 0  and phase   corresponding 
to even numbers and odd numbers of I , respectively. The intermediate segments of 
dispersion curves between the adjacent intersections are disturbed to form the phase 
constant spectra in the pass-bands. Figure (4b) also shows below the minimum cutoff 
frequency minc  as / 0.0kh   , the dispersion curves of the equivalent SH waves have only 
the imaginary part. In this case the dispersion curve serve as the baseline during the 
formation of the attenuation constant spectrum in the first stop-band, which is emerged due 
to the cutoff property of the SH waves in the constituent layers. 

It should be emphasized that although the above example is a simple periodic ternary 
layered structure, the obtained property and formation of SH wave band structures are in 
fact also applicable to SH waves in all periodic layered isotropic media.  

3. Analysis of acoustic waves in integrated multi-layered structures 

Various multi-layered acoustic wave devices with Bragg Cell can be modeled by the multi-
layered structures of infinite lateral extent depicted in Fig. 5, which including both non-
piezoelectric layers and piezoelectric layers. Usually, the electrodes, support layers and 
substrate consist of elastic (non-piezoelectric) layers. The propagation media consist of  

 
Figure 5. The schematic of multi-layered structures consisting of n layers for modeling the multi-
layered acoustic wave devices 

piezoelectric single-layer or multi-layers. The Bragg Cell can currently be made of alternate 
elastic layers such as W and SiO2 or alternate elastic and piezoelectric layers such as SiO2 
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and AlN (Lakin, 2005), and may in the future be made of alternate piezoelectric layers. 
Assume in the multi-layered model, each one of the n  layers is homogeneous and the 
adjacent two layers are perfectly connected. To establish a general formulation for the analysis 
of various multi-layered acoustic wave devices with Bragg Cell, each layer in the multi-layered 
model is assumed as arbitrarily anisotropic. From up to down, the layers are denoted in order 
by numbers 1 to n , and the top surface, interfaces and bottom surface in turn are denoted by 
numbers 1 to 1N   ( N n ). Thus, the upper and lower bounding faces of an arbitrary layer 
j  ( 1,2, ,j n  ) are denoted by J  ( J j ) and K  ( 1K j  ), respectively, and the layer j  will 

also be referred to as JK  or KJ . Moreover, a global coordinate system ( , , )X Y Z  with its origin 
located on the top surface and the Z -axis along the thickness direction, as shown in Fig. 5, is 
utilized to describe the integrated multi-layered structure. 

3.1. Modeling of the non-piezoelectric layers (electrode, Bragg Cell, support 
layer and substrate) 

Based on the three-dimensional linear elasticity (Stroh, 1962), the equations governing the 
dynamic state of a homogeneous, arbitrarily anisotropic elastic medium in absence of body 
forces can be written as 
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where the comma in the subscripts and the dot above the variables imply spatial and time 
derivatives, 

ij  and iu  are respectively the stress and the displacement tensors, 
ijklc  denotes 

the elastic constant tensor having at most 21 independent components, and   is the 
material density.  

In the case of layer configuration, the state space formalism (Tarn, 2002a) can be adopted to 
describe mathematically the dynamic state of the medium. Referring to the global 
coordinate system ( , , )X Y Z  in Fig. 5, we divide the stresses into two groups: the first 
consists of the components on the plane of constantZ  , and the second consists of the 
remaining components. The combination of the displacement vector T[ , , ]u u v wv  and the 

vector of first group stresses T[ , , ]zx zy z   v  gives the state vector T T T[( ) ,( ) ]u v v v . 

3.2. Modeling of the piezoelectric layers (propagation media and Bragg Cell) 
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where iD  and   are respectively the electric displacement and the electric potential tensors, 

kije  and ik  are the piezoelectric and the permittivity constant tensors having at most 18 

and 6 independent components, respectively, and all the remaining symbols have the same 
meanings as the corresponding ones in Eq. (27). It is seen from Eq. (28) that the coupling 
between the mechanical and electrical fields is considered.  

Similar to the arbitrarily anisotropic elastic layer, an arbitrarily anisotropic piezoelectric 
layer can also be described mathematically by the state space formalism (Tarn, 2002b). In 
view of the global coordinate system ( , , )X Y Z  in Fig. 5, the state vector is also represented 

as T T T[( ) ,( ) ]u v v v , but with T[ , , , ]u u v w v  being the generalized displacement vector 

and T[ , , , ]zx zy z zD   v  the generalized stress vector of the first group.  

3.3. The state equations and solutions of non-piezoelectric and piezoelectric 
layers  

By virtue of the triple Fourier transform pairs as follows 
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the dynamic governing equations (27) and (28) in the time-space domain can be transformed 
into those in the frequency-wavenumber domain. The quantity   can be interpreted as the 
circular frequency, xk  and yk  are interpreted as the wavenumbers in the x  and y  

directions, respectively. i 1   is the unit imaginary. The z -dependent variable in the 
frequency-wavenumber domain is indicated by an over caret. Adopting the state space 
formalism (Tarn, 2002a, 2002b), we can reduce the transformed dynamic governing equations 
of a material layer corresponding to Eqs. (27) and (28) in right-handed coordinate systems, by 
eliminating the second group of generalized stresses, to the state equation as follows 
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It is noted that the transformed state vector ˆ ( )zv  contains / 2vn  generalized displacement 
components and / 2vn  generalized stress components, with 6vn   and 8vn   for a non-
piezoelectric (elastic) layer and a piezoelectric layer, respectively. Thus, the state equation is 
a system of vn  first-order ordinary differential equations. The v vn n  coefficient matrix A  
of the state equation can be written in a blocked form 
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consists of the components on the plane of constantZ  , and the second consists of the 
remaining components. The combination of the displacement vector T[ , , ]u u v wv  and the 

vector of first group stresses T[ , , ]zx zy z   v  gives the state vector T T T[( ) ,( ) ]u v v v . 

3.2. Modeling of the piezoelectric layers (propagation media and Bragg Cell) 

According to the three-dimensional linear theory of piezoelectricity (Ding & Chen, 2001), the 
dynamic governing equations for the arbitrarily anisotropic piezoelectric medium in 
absence of both body forces and free charges are 

 
, , , ,

, , , ,

( ) / 2
,

( ) / 2 0
ij ijkl k l l k kij k ij j i

i ikl k l l k ik k i i

c u u e u

D e u u D

   

 

     
 

     


 (28) 

 
Precise Analysis and Design of Multi-Layered Acoustic Wave Devices with Bragg Cell 283 

where iD  and   are respectively the electric displacement and the electric potential tensors, 

kije  and ik  are the piezoelectric and the permittivity constant tensors having at most 18 

and 6 independent components, respectively, and all the remaining symbols have the same 
meanings as the corresponding ones in Eq. (27). It is seen from Eq. (28) that the coupling 
between the mechanical and electrical fields is considered.  

Similar to the arbitrarily anisotropic elastic layer, an arbitrarily anisotropic piezoelectric 
layer can also be described mathematically by the state space formalism (Tarn, 2002b). In 
view of the global coordinate system ( , , )X Y Z  in Fig. 5, the state vector is also represented 

as T T T[( ) ,( ) ]u v v v , but with T[ , , , ]u u v w v  being the generalized displacement vector 

and T[ , , , ]zx zy z zD   v  the generalized stress vector of the first group.  

3.3. The state equations and solutions of non-piezoelectric and piezoelectric 
layers  

By virtue of the triple Fourier transform pairs as follows 
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the dynamic governing equations (27) and (28) in the time-space domain can be transformed 
into those in the frequency-wavenumber domain. The quantity   can be interpreted as the 
circular frequency, xk  and yk  are interpreted as the wavenumbers in the x  and y  

directions, respectively. i 1   is the unit imaginary. The z -dependent variable in the 
frequency-wavenumber domain is indicated by an over caret. Adopting the state space 
formalism (Tarn, 2002a, 2002b), we can reduce the transformed dynamic governing equations 
of a material layer corresponding to Eqs. (27) and (28) in right-handed coordinate systems, by 
eliminating the second group of generalized stresses, to the state equation as follows 
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It is noted that the transformed state vector ˆ ( )zv  contains / 2vn  generalized displacement 
components and / 2vn  generalized stress components, with 6vn   and 8vn   for a non-
piezoelectric (elastic) layer and a piezoelectric layer, respectively. Thus, the state equation is 
a system of vn  first-order ordinary differential equations. The v vn n  coefficient matrix A  
of the state equation can be written in a blocked form 
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where 31 32( )x yk k  W G G . Assuming that the correspondence between the digital and 

coordinate indices follows 1 x , 2 y  and 3 z , we have  
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for a layer of arbitrarily anisotropic elastic material, and  
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for a layer of arbitrarily anisotropic piezoelectric material, with 3I  the identity matrix of 
order 3.  

According to the theory of ordinary differential equation (Coddington & Levinson, 1955), 
the solution to the state equation (30) can be expressed, in a form of traveling waves, as  
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where exp( )  denotes the matrix exponential function, Λ  and Φ  are respectively the 

v vn n  diagonal eigenvalue matrix and square eigenvector matrix of the coefficient matrix 

A , w  is the vector of undetermined wave amplitudes with vn  components. Λ  ( a an n ) 

and Λ  ( d dn n ) are the diagonal sub-matrices of Λ  corresponding respectively to the 

arriving wave vector a  with an  wave amplitudes and the departing wave vector d  with 

dn  wave amplitudes. Φ  ( v an n ) and Φ  ( v dn n ) are the corresponding sub matrices of 

Φ . uΦ  and Φ  are the / 2v vn n  sub-matrices of Φ  corresponding to the generalized 

displacement and stress vectors, respectively. The sub-matrices uΦ ,  Φ , uΦ  and  Φ  

are defined accordingly. It should be noted that a  consists of those wave amplitudes iw  in 

w , which correspond to the eigenvalues i  satisfying Re( ) 0i   or 

Re( ) 0,Im( ) 0i i     , and the remaining wave amplitudes in w  form d . Obviously, we 

always have T T T[ , ]w a d  and a d vn n n  . 
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3.4. Reverberation-ray matrix analysis of integrated multi-layered structures 

3.4.1. Description of the structural system 

Within the framework of MRRM, the physical variables associated with any 
surface/interface J  ( 1,2, , 1J N  ) will be described in the global coordinate system 
( , , )X Y Z  as shown in Fig. 5 for the convenience of system analysis, and will be affixed with 
single superscript J  to indicate their affiliation. The physical variables associated with any 
layer j  (i.e. JK  or KJ , 1,2, ,j n  )  will be described in the local dual coordinates 

( , , )JK JK JKx y z  or ( , , )KJ KJ KJx y z  as shown in Fig. 6 for the sake of member analysis, and will 
be affixed with double superscripts JK  or KJ  to denote the corresponding coordinate 
system and the pertaining layer. To make the sign convection clear, physical variables are 
deemed to be positive as it is along the positive direction of the pertinent coordinate axis. 
 

 
Figure 6. Description of a typical layer j  within the multi-layered model in local dual coordinates 

3.4.2. Traveling wave solutions to the state variables 

It is seen from Fig. 6 that the local dual coordinates are both right-handed, thus the state 
equations for an arbitrary layer j  (i.e. JK  or KJ ) in ( , , )JK JK JKx y z  and ( , , )KJ KJ KJx y z  have 
the same form as Eq. (30). The traveling wave solutions to them can be written according to 
Eq. (34) as follows  
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where 31 32( )x yk k  W G G . Assuming that the correspondence between the digital and 

coordinate indices follows 1 x , 2 y  and 3 z , we have  
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for a layer of arbitrarily anisotropic piezoelectric material, with 3I  the identity matrix of 
order 3.  

According to the theory of ordinary differential equation (Coddington & Levinson, 1955), 
the solution to the state equation (30) can be expressed, in a form of traveling waves, as  
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where exp( )  denotes the matrix exponential function, Λ  and Φ  are respectively the 

v vn n  diagonal eigenvalue matrix and square eigenvector matrix of the coefficient matrix 

A , w  is the vector of undetermined wave amplitudes with vn  components. Λ  ( a an n ) 

and Λ  ( d dn n ) are the diagonal sub-matrices of Λ  corresponding respectively to the 

arriving wave vector a  with an  wave amplitudes and the departing wave vector d  with 

dn  wave amplitudes. Φ  ( v an n ) and Φ  ( v dn n ) are the corresponding sub matrices of 

Φ . uΦ  and Φ  are the / 2v vn n  sub-matrices of Φ  corresponding to the generalized 

displacement and stress vectors, respectively. The sub-matrices uΦ ,  Φ , uΦ  and  Φ  

are defined accordingly. It should be noted that a  consists of those wave amplitudes iw  in 

w , which correspond to the eigenvalues i  satisfying Re( ) 0i   or 

Re( ) 0,Im( ) 0i i     , and the remaining wave amplitudes in w  form d . Obviously, we 

always have T T T[ , ]w a d  and a d vn n n  . 
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3.4. Reverberation-ray matrix analysis of integrated multi-layered structures 

3.4.1. Description of the structural system 

Within the framework of MRRM, the physical variables associated with any 
surface/interface J  ( 1,2, , 1J N  ) will be described in the global coordinate system 
( , , )X Y Z  as shown in Fig. 5 for the convenience of system analysis, and will be affixed with 
single superscript J  to indicate their affiliation. The physical variables associated with any 
layer j  (i.e. JK  or KJ , 1,2, ,j n  )  will be described in the local dual coordinates 

( , , )JK JK JKx y z  or ( , , )KJ KJ KJx y z  as shown in Fig. 6 for the sake of member analysis, and will 
be affixed with double superscripts JK  or KJ  to denote the corresponding coordinate 
system and the pertaining layer. To make the sign convection clear, physical variables are 
deemed to be positive as it is along the positive direction of the pertinent coordinate axis. 
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3.4.2. Traveling wave solutions to the state variables 

It is seen from Fig. 6 that the local dual coordinates are both right-handed, thus the state 
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3.4.3. Scattering relations from coupling conditions on surfaces and at interfaces 

Consider the compatibility of generalized displacements and the equilibrium of generalized 
stresses on surfaces and at interfaces. The spectral coupling equations on the top surface 1 , 
at any interface J  and on the bottom surface 1N   are expressed respectively as 

 12 1 12 1ˆ ˆ ˆ ˆ(0) , (0)u uE E   v v v v 0  (37) 

 ˆ ˆ ˆ ˆ ˆ ˆ(0) (0) , (0) (0)JI JK J JI JK J
u u u uE E       T v v v T v v v 0  (38) 

 ( 1) ( 1) ( 1) ( 1)ˆ ˆ ˆ ˆ(0) , (0)N N N N N N
u u uE E  

     T v v T v v 0  (39) 

where 1ˆ uEv , ˆ J
uEv  and ( 1)ˆ N

uE
v  are the generalized displacement vectors of top surface 1 , 

interface J  and bottom surface 1N  , respectively, 1ˆ Ev , ˆ J
Ev  and ( 1)ˆ N

E
v  are the  

corresponding generalized stress vectors, u T T  are the coordinate transformation matrix  
that equal to 1,1, 1     for non-piezoelectric (elastic) layers and 1,1, 1, 1      for 
piezoelectric layers. Here and after     denotes the (block) diagonal matrix with elements 
(or sub-matrices) only on the main diagonal.  

It should be noticed that halves of all the components in vectors 1ˆ uEv  and 1ˆ Ev , in vectors 

ˆ J
uEv  and ˆ J

Ev , and in vectors ( 1)ˆ N
uE

v  and ( 1)ˆ N
E
v  are known, which are denoted by vectors 

1ˆ Kv , ˆ J
Kv  and ( 1)ˆ N

K
v , respectively. Substituting the solutions to the state variables of layers as 

given in Eqs. (35) and (36) into those coupling equations containing 1ˆ Kv , ˆ J
Kv  and ( 1)ˆ N

K
v , we 

can obtain respectively the local scattering relations of top surface 1 , interface J  and 
bottom surface 1N   as follows 
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where 1 12a a  ( 1 12d d ), T T T[( ) ,( ) ]J JI JKa a a  ( T T T[( ) ,( ) ]J JI JKd d d ) and 1 ( 1)N N N a a   

( 1 ( 1)N N N d d ) are the arriving (departing) wave vectors of top surface 1 , interface J  and 

bottom surface 1N  , respectively, the corresponding coefficient matrices 1A  ( 1D ), JA   
( JD ) and 1NA  ( 1ND ) have components extracted, in accordance with 1ˆ Kv , ˆ J
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Ns  are the excitation source vectors of top surface 1 , interface J  and bottom 
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surface 1N  , respectively, the corresponding coefficient matrices 1
KT , J

KT  and 1N
K

T  

consist of the components from ,v u  T T T  in accordance with 1ˆ Kv , ˆ J
Kv  and ( 1)ˆ N

K
v .  

The local scattering relations of top surface, interfaces and bottom surface are grouped 
together from up to down to give the global scattering relation 

 0 , Aa Dd s  (43) 

where the global arriving and departing wave vectors a  and d  are 
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the corresponding coefficient matrices A  and D  are 

 1 2 1 1 2 1, , , , , , , , , , ,J N J N    A A A A A D D D D D     (45) 

and 
T1 T 2 T T ( 1) T

0 0 0 0 0( ) ,( ) , ,( ) , ,( )J N   s s s s s   is the global excitation source vector.  

It is noticed that the exponential functions in the solutions to the state variables of layers as 
shown in Eqs. (35) and (36) disappear in the scattering relations, since the thickness 
coordinates on the surfaces and at the interfaces are always zero in the corresponding local 
coordinates. This is the main advantage of introducing the local dual coordinates. 

3.4.4. Phase relations from compatibility conditions of layers 

Considering the compatibility between generalized displacements (generalized stresses) 
represented in local coordinates ( , , )JK JK JKx y z  and the corresponding ones represented in 

( , , )KJ KJ KJx y z of any layer j  (i.e. JK  or KJ), we have  
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u u uz h z z h z      v T v v T v  (46) 

where JKh  ( KJh ) denotes the thickness of layer JK (KJ). Substitution of Eqs. (35) and (36) 
into Eq. (46), one obtains, by noticing JK KJ Λ Λ , JK KJ
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JK KJ
d an n , the local phase relation of a typical layer j  (i.e. JK  or KJ) 
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3.4.3. Scattering relations from coupling conditions on surfaces and at interfaces 
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Ev  and ( 1)ˆ N

E
v  are the  

corresponding generalized stress vectors, u T T  are the coordinate transformation matrix  
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ˆ J
uEv  and ˆ J

Ev , and in vectors ( 1)ˆ N
uE

v  and ( 1)ˆ N
E
v  are known, which are denoted by vectors 

1ˆ Kv , ˆ J
Kv  and ( 1)ˆ N

K
v , respectively. Substituting the solutions to the state variables of layers as 
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Kv  and ( 1)ˆ N

K
v , we 

can obtain respectively the local scattering relations of top surface 1 , interface J  and 
bottom surface 1N   as follows 

 1 1 1 1 1 1 1
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 0ˆJ J J J J J J
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 1 1 1 1 1 1 1
0ˆN N N N N N N

K K
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( 1 ( 1)N N N d d ) are the arriving (departing) wave vectors of top surface 1 , interface J  and 
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0
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0
Ns  are the excitation source vectors of top surface 1 , interface J  and bottom 
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surface 1N  , respectively, the corresponding coefficient matrices 1
KT , J

KT  and 1N
K

T  

consist of the components from ,v u  T T T  in accordance with 1ˆ Kv , ˆ J
Kv  and ( 1)ˆ N

K
v .  

The local scattering relations of top surface, interfaces and bottom surface are grouped 
together from up to down to give the global scattering relation 
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where the global arriving and departing wave vectors a  and d  are 
 

 

T12 T 21 T 23 T T T ( 1) T ( 1) T

T12 T 21 T 23 T T T ( 1) T ( 1) T

( ) ,( ) ,( ) , ,( ) ,( ) , ,( ) ,( ) ,

( ) ,( ) ,( ) , ,( ) ,( ) , ,( ) ,( )

JI JK N N N N

JI JK N N N N

 

 

   

   

a a a a a a a a

d d d d d d d d

 

 
 (44) 

the corresponding coefficient matrices A  and D  are 

 1 2 1 1 2 1, , , , , , , , , , ,J N J N    A A A A A D D D D D     (45) 

and 
T1 T 2 T T ( 1) T

0 0 0 0 0( ) ,( ) , ,( ) , ,( )J N   s s s s s   is the global excitation source vector.  

It is noticed that the exponential functions in the solutions to the state variables of layers as 
shown in Eqs. (35) and (36) disappear in the scattering relations, since the thickness 
coordinates on the surfaces and at the interfaces are always zero in the corresponding local 
coordinates. This is the main advantage of introducing the local dual coordinates. 
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 ˆ ˆ ˆ ˆ( ) ( ), ( ) ( )JK JK KJ JK KJ JK JK KJ JK KJ
u u uz h z z h z      v T v v T v  (46) 

where JKh  ( KJh ) denotes the thickness of layer JK (KJ). Substitution of Eqs. (35) and (36) 
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T T , JK KJ
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JK KJ
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where exp( )JK JK JKh P Λ  and exp( )KJ JK JKhP Λ  are respectively the JK JK
a an n  and 

JK JK
d dn n  diagonal local phase matrices, and JK

aI  and JK
dI  are identity matrices of order JK

an  

and JK
dn , respectively.  

Grouping together the local phase relations for all layers from up to down, one obtains the 
global phase relation 

 a PUd  (48) 

where P  and U are respectively the blocked diagonal global phase matrix and global 
permutation matrix composed of 
 

 12 21 23 ( 1) ( 1), , , , , , , ,JI JK N N N N  P P P P P P P P   (49) 

 12 23 ( 1), , , , , ,
v v

JK
JK N N JK a

n n JK
d




 
    

  

0 I
U U U U U U

I 0
   (50) 

3.4.5. System equation and dispersion equation 

The global scattering relation in Eq. (43) and the global phase relation in Eq. (48) both 
contain vn N  equations for the vn N  unknown arriving wave amplitudes (in a ) and 

vn N  unknown departing wave amplitudes (in d ). Thus the wave vectors a  and d can be 
determined accordingly. Substitution of Eq. (48) into Eq. (43) gives the system equation 

 0( )  APU D d Rd s  (51) 

where  R APU D  is the system matrix.  

If there is no excitation ( 0 s 0 ), i.e. the free wave propagation problem is considered, the 
vanishing of the system matrix determinant yields the following dispersion equation 

 
( , ; )x yk k  R 0

 (52) 

which may be solved numerically by a proper root searching technique (Guo, 2008). Thus, 
the complete propagation characteristics of various waves can be obtained. In particular, the 
resonant frequency of the multi-layered structures can be obtained as =0x yk k .  

It should be noted that the above proposed formulation of MRRM (Guo & Chen, 2008a, 
2008b; Guo, 2008; Guo et al., 2009) excludes any exponentially growing function and matrix 
inversion, therefore possesses unconditionally numerical stability and enables inclusion of 
surface and interface wave modes.  
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3.5. Numerical examples 

In this section, the above proposed formulation of MRRM for analyzing the propagation 
characteristics of various waves in the integrated acoustic wave devices are validated by a 
bulk acoustic resonator (BAR) consisting of 0.3μm  Al film as the top electrode, 3.0μm  AlN 
film as the propagation medium, 0.3μm  Al film as the bottom electrode, alternate 0.81μm  
SiO2 and 1.76μm  AlN layers as the Bragg Cell, 0.81μm  SiO2 layer as the support medium 
and 42.6μm  Si layer as the substrate. The material parameters of the exemplified BAR used 
in the calculation are given in Table 1.  

 

Type of 
material 

Material

Material parameters 

Elastic constants 
(GPa) 

Mass 
density 
(kg/m3) 

Dielectric constant
( 128.854 10  F/m)

Piezoelectric 
constants 

(C/m2) 
Isotropic 

elastic 
material 

Al 69E  , 26G   2700  1.6   — 

SiO2 70E  , 29.915G  2200  3.9   — 

Transversely 
isotropic 

elastic 
material 

Si 

11 22 33 164.8c c c  

12 13 23 63.5c c c   ,

44 55 79c c  , 

66 50.65c   

2330  11 22 33 11.8     — 

Transversely 
isotropic 

piezoelectric 
material 

AlN 

11 22 345c c  , 

33 395c  , 12 125c  ,

13 23 120c c  , 

44 55 118c c  , 

66 110c   

3512  11 22 9   , 

33 11   

15 24 0.48,e e  

31 32 0.58,e e  

33 1.55e   

Table 1. Material properties of the exemplified bulk acoustic resonator  

The resonant frequencies, represented by the engineering frequency / 2f    for the 
convenience of engineering application, of various waves in the multi-layered BAR are 
calculated by the formulation presented in Section 3.4 as the wavenumbers xk  and yk  are set 
to be zero. In order to show the influence of the number of unit cells in the Bragg Cell on the 
wave characteristics, Bragg Cells with 2 and 5 unit cells are respectively considered. 
Moreover, for sake of exploring the effects of electrodes, Bragg Cell and substrate on the 
wave characteristics in the propagation medium, the resonant frequencies of the 3.0μm  
AlN film, 3.0μm  AlN film with top and bottom electrodes, and the bulk acoustic resonator 
without substrate and with 5 unit cells in the Bragg Cell are also calculated. The obtained 
first fifteen resonant frequencies of these multi-layered structures are listed and compared in 
Table 2.  
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inversion, therefore possesses unconditionally numerical stability and enables inclusion of 
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3.5. Numerical examples 

In this section, the above proposed formulation of MRRM for analyzing the propagation 
characteristics of various waves in the integrated acoustic wave devices are validated by a 
bulk acoustic resonator (BAR) consisting of 0.3μm  Al film as the top electrode, 3.0μm  AlN 
film as the propagation medium, 0.3μm  Al film as the bottom electrode, alternate 0.81μm  
SiO2 and 1.76μm  AlN layers as the Bragg Cell, 0.81μm  SiO2 layer as the support medium 
and 42.6μm  Si layer as the substrate. The material parameters of the exemplified BAR used 
in the calculation are given in Table 1.  
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Elastic constants 
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density 
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Dielectric constant
( 128.854 10  F/m)

Piezoelectric 
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elastic 
material 
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12 13 23 63.5c c c   ,

44 55 79c c  , 
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AlN 
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Table 1. Material properties of the exemplified bulk acoustic resonator  

The resonant frequencies, represented by the engineering frequency / 2f    for the 
convenience of engineering application, of various waves in the multi-layered BAR are 
calculated by the formulation presented in Section 3.4 as the wavenumbers xk  and yk  are set 
to be zero. In order to show the influence of the number of unit cells in the Bragg Cell on the 
wave characteristics, Bragg Cells with 2 and 5 unit cells are respectively considered. 
Moreover, for sake of exploring the effects of electrodes, Bragg Cell and substrate on the 
wave characteristics in the propagation medium, the resonant frequencies of the 3.0μm  
AlN film, 3.0μm  AlN film with top and bottom electrodes, and the bulk acoustic resonator 
without substrate and with 5 unit cells in the Bragg Cell are also calculated. The obtained 
first fifteen resonant frequencies of these multi-layered structures are listed and compared in 
Table 2.  
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Order
3.0μm  

AlN film 

3.0μm  AlN 
film with 
electrodes 

The whole BAR 
with 2 unit cells in 

the Bragg Cell 

The whole BAR 
with 5 unit cells in 

the Bragg Cell 

The whole BAR without 
substrate and with 5 unit 

cells in the Bragg Cell 

1 0.9750 0.8380 0.0523 0.0441 0.1275 
2 1.8217 2.2329 0.1038 0.0655 0.2517 
3 1.9328 3.3316 0.1564 0.0885 0.3810 
4 2.9014 4.8778 0.2096 0.1332 0.5130 
5 3.6438 5.2997 0.2608 0.1755 0.6320 
6 3.8643 5.7110 0.3106 0.2031 0.8749 
7 4.8326 6.5112 0.3645 0.2206 1.0236 
8 5.4657 8.9604 0.4771 0.2652 1.2409 
9 5.7971 9.7544 0.5747 0.2668 1.3322 
10 6.7639 10.5897 0.6334 0.3066 1.4596 
11 7.2868 12.1454 0.6964 0.3350 1.7058 
12 7.7296 13.2501 0.7610 0.3542 1.7985 
13 8.6956 14.6379 0.8262 0.3984 1.9343 
14 9.1095 15.4651 0.8727 0.4394 2.1422 
15 9.6604 16.2959 0.8943 0.4679 2.2865 

Table 2. Effects of components on the first fifteen frequencies of the exemplified BAR (GHz) 

From Table 2, it is seen that all component layers in the multi-layered bulk acoustic wave 
device have obvious influence on the wave propagation characteristics, which validates the 
necessity to model the multi-layered acoustic wave devices by an integrated model with all 
components considered. The electrodes generally raise the resonant frequencies in the 
propagation medium except for the first mode. Adding unit cells of the Bragg Cell and the 
appending of substrate in the multilayered BAR will reduce the resonant frequencies and 
increase the number of wave modes in a given frequency range. These findings about the 
effects of electrodes, Bragg Cell and substrate on wave characteristics in the multilayered 
acoustic wave devices can be used in the design of these devices. 

4. Conclusion 

The accurate analysis and design of layered Bragg Cell and of multi-layered acoustic wave 
devices with Bragg Cell are studied by the method of reverberation-ray matrix in this 
chapter. We obtain the analysis formulation, the features and the formation of SH-wave 
band structures in layered Bragg Cell and the design rules of layered Bragg Cell according to 
SH-wave band requirements. A unified formulation of MRRM is attained for the analysis of 
multi-layered acoustic wave devices modeled by integrated multi-layers consisting of working 
media, electrodes, Bragg Cell, support layer and substrate. The effects of other components on 
the resonant characteristics in the working media are gained. All findings are validated by 
numerical examples. The study in this chapter leads to the following conclusions: 
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(1) In the SH-wave band structures of layered Bragg Cell, the phase constant spectra in pass-
bands and the attenuation constant spectra in stop-bands occur alternately. The phase 
constant spectra of characteristic SH waves are formed from the dispersion curves of 
equivalent SH waves due to the zone folding effect and wave interference phenomenon. All 
the attenuation constant loops as 0k   and the second and upper attenuation constant loops 
as 0k   of characteristic SH waves are formed due to the separation of the dispersion 
curves of equivalent SH waves with respect to frequency during the forming of the phase 
spectra. The first attenuation constant loop as 0k   of characteristic SH wave is formed due 
to the cutoff property of SH waves in constituent layers. The contrasts of SH-wave 
characteristic impedances of the constituent layers, the characteristic time of the unit cell and 
the characteristic times of the constituent layers are three kinds of essential parameters 
determining the formation of the band structures. The contrasts of SH-wave characteristic 
impedances decide whether the stop-bands due to periodicity of the periodic layered media 
exist or not. If yes, it further decides the widths of the frequency bands. The characteristic 
time of the unit cell decides how many pass-bands/stop-bands exist in a specified frequency 
range. The characteristic times of the constituent layers mainly decides the mid-frequencies 
of the frequency bands. These rules can be used for the design of the layered Bragg Cell 
according to SH-wave bands requirements.  

(2) The proposed MRRM for integrated multi-layered acoustic wave devices is analytical 
based on distributed-parameter model, yields unified formulation, includes all wave modes 
and possesses unconditionally numerical stability. It therefore leads to high accurate results 
at small computational cost and is applicable to complex multilayered acoustic wave devices 
while combined with a uniform computer program.  

(3) The integrated model considers nearly all the components in practical multi-layered 
acoustic wave devices, which definitely renders accurate wave propagation characteristics 
for guiding the proper design of and suppresses unfavorable spurious modes in the devices. 
Generally, the electrodes raise the resonant frequencies, while the Bragg Cell and the 
substrate reduce the resonant frequencies. 

In summary, the MRRM, the understanding of SH wave bands in the Bragg Cell and the 
integrated modeling of multi-layered acoustic wave devices with Bragg Cell in this chapter 
will push forward the design of high-performed acoustic wave devices. 
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1. Introduction 

Piezoelectricity has been used for the development of numerous time&frequency passive 
devices [1]. Among all these, radio-frequency devices based on surface acoustic waves 
(SAW) or bulk acoustic waves (BAW) have received a very large interest for bandpass filter 
and frequency source applications. Billions of these components are spread each year 
around the world due to their specific functionalities and the maturity of their related 
technologies [2]. The demand for highly coupled high quality acoustic wave devices has 
generated a strong innovative activity, yielding the investigation of new device structures. A 
lot of work has been achieved exploiting thin piezoelectric films for the excitation and 
detection of BAW to develop low loss RF filters [3]. However, problems still exist for 
selecting the layer orientation to favor specific mode polarization and select propagation 
characteristics (velocity, coupling, temperature sensitivity, etc.). Moreover, for given 
applications, deposited films reveal incapable to reach the characteristics of monolithic 
substrates [4]. 

For practical implementation, BAW is applied for standard low frequency (5 to 10MHz) 
shear wave resonators on Quartz for instance. SAW, Film Bulk Acoustic Resonator (FBAR) 
and High overtone Bulk Acoustic Resonator (HBAR) devices are applied for standard radio-
frequency ranges and more particularly in S band (2 to 4GHz). HBAR have been particularly 
developed along different approaches to take advantage of their extremely high quality 
factor and very compact structure. Until now, many investigations have been carried out 
using piezoelectric thin films (Aluminum Nitride – AlN, Zinc Oxide – ZnO) atop thick 
wafers of silicon or sapphire [5] but recent developments showed the interest of thinned 
single-crystal-based structure in that purpose [6]. Although marginal, their application has 
been mainly focused on filters and frequency stabilization (oscillator) purposes [7], but the 
demonstration of their effective implementation for sensor applications has been achieved 
recently [8]. These devices maximize the Q factor that can be obtained at room temperature 
using elastic waves, yielding quality factor times Frequency products (Q.f) close or slightly 
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above 1014, i.e. effective Q factors of about 10,000 at 1GHz in theory (practically, Q factors in 
excess of 50,000 between 1.5 and 2GHz were experimentally achieved [9]) 

HBAR-based sensors exploit two principal features yielding notable differences with other 
sensing solutions. The first one is related to the anisotropy of piezoelectric crystals on which 
these devices are built, which allows one for selecting crystal cut angles to optimize their 
physical characteristics. It is subsequently possible to choose cut angles to favor or minimize 
the parametric sensitivities of the considered wave propagation. The second remarkable 
feature of these devices concerns the use of piezoelectric excitation/detection of acousto-
electric waves which allows for wireless interrogation in radio-frequency ranges such as 
ISM bands centered at 434MHz, 868MHz, 915MHz or even 2.45GHz. 

This chapter presents HBAR principles and related applications. Specific acoustic and 
electrical behaviors of HBAR are discussed and the different ways devoted to the 
manufacture of these devices also are presented. Applications of HBAR such as oscillator 
stabilization, intrinsically temperature-compensated devices and sensors are finally 
reported. Further developments required to promote the industrial exploitation of HBAR 
are discussed to conclude this article. 

2. HBAR principles 
HBARs are constituted by a thin piezoelectric transducer above a high-quality acoustic 
substrate, as shown in figure 1. The piezoelectric transducer generates acoustic waves in the 
whole material stack along its effective electromechanical strength. Stationary waves are 
established between top and bottom free surfaces according to normal stress-free boundary 
conditions. As no electrical boundary condition arises at this surface, all the possible 
harmonics of the fundamental mode can exist. However, only the even modes of the 
transducer are excited as the only ones meeting the electrical boundary conditions applied 
to the transducer. 

 
Figure 1. Schematic of HBAR 

The electrical response of a HBAR can thus be interpreted as the modulation of the 
transducer resonance by the whole-stack bulk modes, presenting a dense spectrum of 
discrete modes localized around the resonance frequencies of the only piezoelectric 
transducer, as shown in figure 2. Since the substrate thickness is much larger than that of the 
piezoelectric film, most energy is stored in the substrate, and thus, the quality (Q) factor is 
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dominated by the acoustic property of the substrate. When the thickness of the substrate 
decreases, the device tends to behave as a FBAR (corresponding to ts=0 in fig.1). Depending 
on both the material and the cut orientations of piezoelectric transducer, pure longitudinal 
or pure shear waves or combinations of these basic polarizations can be excited. 

 
 
 
 

 
 
 

Figure 2. Schematic representation of the typical electrical response of HBARs. 

Single port resonator structures can be easily achieved using HBARs, the use of two series 
devices being generally adopted to avoid etching the piezoelectric layer to reach the back 
electrode. Despite this favorable aspect, the exclusive use of single-port resonators limits 
HBAR applicability fields. Therefore, the possibility to fabricate four-port devices has been 
considered and experimentally tested (as shown in section 3.2). The leading idea consisted 
in transversely (or laterally) coupling acoustic waves between two adjacent resonators. The 
principle of such devices was inspired from the so-called monolithic filters based on coupled 
bulk waves in single crystals [10]. This is achieved by setting two resonators very close to 
one another. The gap between these resonators must be narrow enough to allow for the 
evanescent waves between the resonator electrodes to overlap and hence to yield mode 
coupling conditions. This system exhibits two eigenmodes with slightly different eigen-
frequencies: a symmetric mode in which the coupled resonators vibrate in phase and an 
anti-symmetric mode in which they vibrate in phase opposition, as shown in figure 3. The 
gap between the two electrodes controls the spectral distance between the two coupled 
modes. 
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Figure 3. Principle scheme of the laterally-coupled-mode HBAR filter (a) symmetrical mode (b) anti-
symmetrical mode 

3. HBAR devices 

3.1. Electrical and acoustic behavior 

3.1.1. Single-port resonator 

As explained above, the electrical response spectrum of such HBAR presents a large number 
of overtones. A large band representation allows for the observation of several envelopes 
themselves composed of several overtones. The central frequencies of these envelopes 
correspond to fundamental and even overtone resonances of the only transducer and 
therefore are mainly controlled by the transducer thickness. 

Figure 4 shows the S11 response for the considered structure for different substrate 
thicknesses, illustrating the impact of this parameter on the overtone characteristics. The 
highest electromechanically-coupled overtone corresponds to the mode matching at best 
maximum energy location within the transducer, whereas the other overtones do exhibit 
smaller coupling factor proportionally to their spectral distance with the central overtone. 
The case of FBAR (ts=0 µm in figure 1) is reported on this graph to effectively localize the 
central frequency of resonance and anti-resonance of the only transducer. In presence of a 
substrate, mode coupling between the two layers is made possible and several overtones 
appear for substrate thickness larger than the transducer one, as illustrated in figure 4. As 
suggested previously, the spectral distance between two overtones is mainly due to the 
substrate properties (velocity and thickness) when the later exhibits a thickness much larger 
than the other layers of the whole stack. Figure 4 also shows the evolution of the 
electromechanical coupling coefficient (generally noted ks² for radio-frequency acousto-
electric devices) when increasing the substrate thickness. The reduction of ks² when 
increasing the substrate thickness is directly related to the energy ratio within the transducer 
and in the whole HBAR stack. Increasing the substrate thickness yields more energy in the 
whole HBAR structure and less energy within the transducer. Another interpretation 
consists in considering that the coupling of the transducer alone is spread on all the modes 
of the structure near the transducer resonance. Increasing the number of modes yields a 
reduction of the electromechanical of each mode coupled to the transducer mode. A trade-
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off between the mode density and the stack thickness therefore is mandatory to optimize the 
HBAR response. Increasing the number of modes experimentally tends to provide higher 
quality coefficients for modes close to the transducer one but also reduces the corresponding 
coupling and significantly impact the device spectral density, yielding more difficulty to 
exploit well defined resonance. 

 
Figure 4. Impact of acoustic substrate. The reflection parameter-S11 with respect to a 50 load is 
measured for different substrate thicknesses. A material stack consisting of an acoustic substrate of 
LiNbO3 (YXl)/163°, an aluminum electrode of 10nm thick, a 10µm thin piezoelectric layer of LiNbO3 
(YXl)/163° and a 10nm thick bottom aluminum electrode is considered here for a theoretical description 
of the HBAR characteristics. Electrode thickness are chosen extremely thin to neglect their acoustic 
influence. Acoustic and dielectric losses are only consider in LiNbO3 layers for scaling the maximum 
achievable quality factors. For all computations, an active electrode surface of 100x100µm² has been 
considered for normative purposes. 

For a given stack, the coupling coefficient of each group of overtones (these groups being 
defined by fundamental and even overtones of the transducer alone) depends on the 
material coupling coefficient of the transducer and on the order of the considered group. 
Indeed, the third order group presents a coupling coefficient divided by 9 compared to the 
fundamental group (one third of the fundamental mode coupling at excitation times one 
third at detection), the fifth is divided by 25, and so on. LiNbO3 presents material coupling 
coefficient noticeably higher (3 to 7 times larger) than other material generally used for 
HBAR fabrication, such as AlN, ZnO. As a consequence, even transducer overtone groups 
can be effectively used with such a material and more especially when exciting pure shear 
waves as exposed further. Figure 5 shows the electrical response of a single-port HBAR built 
with (YXl)/163° LiNbO3 piezoelectric layer and substrate. Only shear waves are excited and 
all even group can be visible from the fundamental to the 11th harmonic of the layer alone 
near 2GHz. 

Each overtone in a given group presents a specific coupling coefficient ks² and a specific 
quality factor Q. Central overtones present the highest coupling coefficients within a group, 
but not always the highest quality factors. Indeed, the substrate (Sapphire for instance) is 
usually chosen with acoustic quality better than the transducer material (Aln, ZnO) as it is 
expected to act as the effective resonant cavity, whereas the transducer material is selected 
for its piezoelectric strength. As explained above, the energy ratio within the transducer and 
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third at detection), the fifth is divided by 25, and so on. LiNbO3 presents material coupling 
coefficient noticeably higher (3 to 7 times larger) than other material generally used for 
HBAR fabrication, such as AlN, ZnO. As a consequence, even transducer overtone groups 
can be effectively used with such a material and more especially when exciting pure shear 
waves as exposed further. Figure 5 shows the electrical response of a single-port HBAR built 
with (YXl)/163° LiNbO3 piezoelectric layer and substrate. Only shear waves are excited and 
all even group can be visible from the fundamental to the 11th harmonic of the layer alone 
near 2GHz. 

Each overtone in a given group presents a specific coupling coefficient ks² and a specific 
quality factor Q. Central overtones present the highest coupling coefficients within a group, 
but not always the highest quality factors. Indeed, the substrate (Sapphire for instance) is 
usually chosen with acoustic quality better than the transducer material (Aln, ZnO) as it is 
expected to act as the effective resonant cavity, whereas the transducer material is selected 
for its piezoelectric strength. As explained above, the energy ratio within the transducer and 
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the substrate is higher for the central overtones than for the overtones located at the edge of 
the group. 

 
Figure 5. Single-port HBAR device built using LiNbO3/LiNbO3 (YXl)/163° cut. 

In figure 6, a HBAR is constructed with LiNbO3 material for the transducer. As shown 
further, LiNbO3 presents better acoustic quality than Quartz, which is used for the HBAR 
substrate here to improve the device temperature stability (see section 4.2). In that example 
the overtone at 433.3MHz exhibits the best coupling coefficient ks² as well as the best quality 
factor Q, due to the acoustic quality of LiNbO3 compared to Quartz (see section 4.1). 

According the above assumptions concerning material quality selection, the quality factor of 
overtones located at the edge of group is generally higher than the ones in the center of the 
group. Practically, it turns out that small-coupling overtones always exhibit better Q than 
the central overtones in a given group. One explanation of this objective result can be related 
to electrically generated losses (losses related to electrode resistivity and series resistance 
tends to increase with current). 

 
Figure 6. 5th Envelope of single-port HBAR device constituted by LiNbO3 (YXl)/163°/Quartz. 
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3.1.2. Transversely-coupled HBAR 

As explained above, the possibility to fabricate four-port devices has been considered and 
experimentally tested. Two HBAR resonators were fabricated on a LiNbO3 (34µm) / Au 
(300nm) / LiNbO3 (350µm) stack. Two 145x200µm2 surface aluminum electrodes, were 
patterned upon the stack and separated by a gap of 10µm. Figure 7 shows a typical coupled-
mode filter response for a device manufactured atop a LiNbO3/LiNbO3 structure. Rejection 
in excess of 20dB is demonstrated at 720MHz with a single filter cell. Insertion losses of 
about 15dB are emphasized and could be easily improved by impedance matching. The 
measured transfer function actually exhibits a double mode response, providing a first 
evidence of the device operation according to the above assumptions. 

 
Figure 7. Four-port laterally coupled HBAR devices 0.1% band 720MHz LiNbO3/LiNbO3 filter. 

Furthermore, the following experiment was applied for definitely validating the lateral 
mode coupling. The admittance of the first resonator was measured for two different 
loading conditions applied to the second resonator (Figure 8). For open circuit conditions, a 
main peak corresponding to the first resonator contribution is observed (Figure 8, left) 
together with a weaker contribution near the main resonance. For short-circuit conditions, 
the admittance measured on the first resonator shows two almost-balanced resonance peaks, 
(Figure 8, right). This behavior is explained by the fact that no current crosses the second 
resonator when in open condition, yielding a small contribution of the anti-symmetrical 
mode (due to poor boundary condition matching) whereas loaded electrical condition 
allows for an effective excitation of the later mode, yielding almost balanced contributions of 
symmetrical and anti-symmetrical modes as experimentally observed. 

3.2. HBAR micro-fabrication 

Two main approaches can be implemented to manufacture HBAR devices. The first 
approach consists in physical or chemical deposition of thin piezoelectric layers (such as 
ZnO, PZT, AlN and so on) onto the chosen substrate. The first HBAR was manufactured 
along this approach [11]. The main advantage of this kind of HBAR is the capability of the 
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along this approach [11]. The main advantage of this kind of HBAR is the capability of the 
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related techniques (sputtering, epitaxy, sol-gel spinning/firing, pulsed laser ablation, etc.) to 
deposit thin layers which allow for achieving device naturally operating at high frequency 
(for instance in the vicinity of the 2.45GHz ISM Band, or even more). This approach also did 
provide among the highest Q factor ever measured for an acoustic-based resonator at room 
temperature [3], with Q.f product values in excess of 1014 at parallel resonance (7.1013 at 
series resonance). 

 
Figure 8. Admittances of one of the two resonators of the laterally-coupled structure as a function of the 
electrical conditions applied to the associated resonator (left) open circuit (right) 50Ω loading 

Although this approach revealed efficient for operational device manufacturing, some 
drawbacks can be identified which limit the interest of the related resonators. Among these, 
one of the most problematic concerns the electromechanical coupling coefficient one can 
obtain particularly with AlN and ZnO, the most used thin piezoelectric layer for RF acoustic 
devices. As deposition techniques (principally reactive sputtering but also pulsed laser 
deposition (PLD)) generally allows for depositing well-controlled homogeneous C-oriented 
layers (i.e. with the C crystal axis oriented along the normal of the coated surface), the 
maximum accessible coupling remains much below 10%. Also the corresponding modes are 
purely longitudinal, with reduced degree-of-freedom for effectively controlled layer 
orientation suited for shear wave excitation/detection. Thin layers such as PZT can overcome 
this limitation but they generally exhibit notably high visco-elastic coefficients and significant 
dielectric loss which again limit their interest for high frequency (above 1GHz) applications. 
More generally, acoustic losses of most piezoelectric layers obtained by sputtering, sol-gel and 
techniques providing poly-crystalline materials always reveal larger than single-crystal ones. 
As explained before, the coupling coefficient of each high-overtone resonance depends on the 
number of overtones and on the intrinsic material electromechanical coupling coefficient. Poor 
material coupling coefficients prevent the use of overtones modulating the third (and therefore 
higher order) overtone of the piezoelectric transducer. Finally, compensating longitudinal 
modes thermal drift is particularly difficult as most of the high acoustic quality materials 
exhibit negative temperature coefficients of the corresponding phase velocity (as well as the 
transducer materials, ranging from -20 to -60ppm.K-1). These negative aspects pushed to seek 
for other manufacturing approaches. 

The opportunity to use single crystal layers for acoustic transduction therefore appears as an 
alternative solution. Assuming the possibility for manufacturing thin single-crystal films 
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atop any material stack makes possible the use of specific crystal cut to select the 
polarization of the excited acoustic waves as well as its electromechanical coupling 
coefficient. 

The development of the so-called Silicon On Insulator (SOI(TM)) wafers has demonstrated the 
huge opportunities offered by the Smart Cut(TM) approach [12]. Moreover, its application for 
transferring single crystal Lithium Niobate thin layer into silicon proved to be effective for 
SAW device development [13]. As this technology requires a severe know-how and complex 
technological facilities and environment, an alternative fabrication technique based on metal 
diffusion at the interface between the materials to be bonded together [14] has been 
developed together with a lapping/polishing technique for HBAR manufacturing [15]. 

 
Figure 9. Process flow-chart for the fabrication of the HBAR based on bonding and lapping technology. 

In this particular approach, contrary to the sputtering method, thermal process forbids to 
stack materials presenting notably differential thermal expansion coefficients. Smart Cut(TM) 
approach allows one to produce thin single crystal layers (such as LiNbO3 for instance, or 
even LiTaO3 [16]) with typical thickness below 1µm. Along this approach, embedded metal 
electrodes are fabricated using the Smart Cuttrade technology [16]. 

The above-mentioned bonding and lapping technology has specifically been developed to 
allow for material stacking at room temperature, for exploiting any material of any crystal 
orientation. The process flow-chart reported in figure 9 allows one for a collective 
manufacturing of HBAR devices. This process is based on the mechanical diffusion of sub-
micron gold layers, providing an effective acoustic liaison of the chosen material as well as 
the HBAR back electrode at once. As the bonding operation is achieved at room 
temperature, no significant thermal differential effects are observed and the resulting wafer 
can be handled and further processed provided thermal budget remains smaller than 100°C 
(as experimentally observed). 

Along the proposed approach, optical quality polished surfaces are preferred to favor the 
bonding of the wafers. A Chromium and Gold thin layer is first deposited by sputtering on 
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the HBAR back electrode at once. As the bonding operation is achieved at room 
temperature, no significant thermal differential effects are observed and the resulting wafer 
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(as experimentally observed). 

Along the proposed approach, optical quality polished surfaces are preferred to favor the 
bonding of the wafers. A Chromium and Gold thin layer is first deposited by sputtering on 
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both wafers to bond (LiNbO3 and Quartz in the example of figure 6 and 9). The LiNbO3 
wafer is then bonded onto the substrate by mechanical compression of the 200nm thick gold 
layers into an EVG wafer bonding machine as shown in figure 10. During the bonding 
process, the material stack is kept at a temperature of 30°C and a pressure of 65N.cm−2 is 
applied on the whole contact surface. The bonding can be particularly controlled by 
adjusting the process duration and various parameters such as the applied pressure, the 
process temperature, the quality of the vacuum during the process, etc. In the reported 
development, the process temperature is kept near a value close to the final thermal 
conditions seen by the device in operation. Since substrate and piezoelectric materials have 
different thermal expansion coefficients, one must account for differential thermo-elastic 
stresses when bonding both wafers and minimize them as much as possible. 

 
Figure 10. EVG wafer Bounder and illustration of Gold bonding process. 

Once the bonding achieved, it is necessary to characterize the quality of the bonding. Due to 
the thickness of the wafers and the opacity of the stack (metal layers), optical measurements 
are poorly practicable. To avoid destructive controls of the material stack, ultrasonic 
techniques have been particularly considered here. The reliability of the bonding then is 
analyzed by ultrasonic transmission in a liquid environment. The bonded wafers are 
immersed in a water tank and the whole wafer stack surface is scanned. Figure 11 presents 
photography of the bench. Two focused transducers are used as acoustic emitter and 
receiver. They are manufactured by SONAXIS with a central frequency close to 50MHz, a 
19mm active diameter and a 30mm focal length. The beam diameter at focal distance at -6dB 
is about 200µm. 

Such a lateral resolution enables one to detect very small defects. The principle of the 
characterization method is based on the measurement of the received acoustic amplitude 
which depends on the variation of the acoustic impedance of the bonding area. If the 
bonding presents a defect at the interface between the two wafers, a dust or an air gap in 
most cases, the reflection coefficient of the incident wave is then nearly 1. The amplitude of 
the received wave is strongly reduced or even vanishes. Figure 12 shows a C-Scan of a 
Silicon/LiNbO3 wafer bonding characterization. The blue color corresponds to bonded 
surfaces, whereas yellow and green regions indicate bonding defects. 
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Figure 11. Ultrasonic characterization bench dedicated to non destructive control of the bonding 
interface. 

 
Figure 12. Characterization of a Silicon/LiNbO3 bonding – surfaces are bonded at 95%. 

This method presents three major advantages: 

 The control of the bonding can be made during the polishing steps without destruction; 
or the control can be done at the end of the process, indeed, the different layers 
obtained by sputtering do not disturb the measure. 

 There is no constraint related to time resolution as in pulse-echo method, as the wafer 
thickness is not dramatically larger than the wavelength. 

 The analysis of the ultrasonic transmitted signals is very simple because only the 
amplitude of the first detected signal contains the useful information. 

 
Figure 13. SOMOS lapping/polishing machine. 
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The piezoelectric wafer is subsequently thinned by lapping step to an overall thickness of 
20µm. The lapping machine used in that purpose and shown in figure 13 is a SOMOS 
double side lapping/polishing machine based on a planetary motion of the wafers (up to 4" 
diameter) to promote abrasion homogeneity. An abrasive solution of silicon carbide is used 
here. The speed of the lapping is controlled by choosing the speed of rotation of the lapping 
machine stages, the load on the wafer, the rate of flow or the concentration of the abrasive. 
Once close to the expected thickness, the lapping process is followed by a micro-polishing 
step. This step uses similar equipments dedicated to polishing operation and hence using 
abrasive solution (colloidal silica) with smaller grain. This polishing step is applied until the 
average surface roughness ra remains larger than 3nm. Afterward, the wafer is considered 
ready for surface processing. 

The final step of the HBAR fabrication is the deposition and patterning of the top-side 
electrode. Aluminum electrodes are then deposited on the thinned LiNbO3 plate surface 
with a lift-off process. This top electrode allows for connecting the HBAR-based sensor and 
for characterization operations. 

 
Figure 14. Flip chip of HBAR resonator on PCB substrate. 

For all HBAR device, one technological problematic concerns packaging. Due to the HBAR 
operation, both sides must be kept free of any stress or absorbing condition. HBAR 
packaging therefore requires specific developments to meet such conditions. Experimental 
developments reveal that flip-chip techniques are the most appropriate approach in that 
purpose (as shown in figure 14). 

4. HBAR optimization 

4.1. Minimizing losses in HBARs 

Since the 80’s, HBAR devices have demonstrated high quality factor at high frequencies 
compared to other acoustic devices such as BAW, SAW. Q.f products around 1.1×1014 have 
already been obtained for high overtones using aluminum nitride (AlN) thin lms deposited 
onto sapphire [3]. Hongyu Yu and al. showed HBAR with a structure of 0.10µm Al /0.88µm 
ZnO /0.10µm Al /400µm Sapphire which was measured to have a loaded Q of respectively 
15,000 and 19,000 for series and parallel resonant frequencies around 3.7GHz. The 
temperature coefficient of the resonant frequency is -28.5ppm/°C [17]. Resonators obtained 
by LiNbO3 wafer as a transducer bonded on another LiNbO3 wafer used as the HBAR 
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substrate exhibit Q factors of 53,000 at 1.5GHz using the Gold bonding technique [5] and Q.f 
product above 8.1013 with an 800nm thickness for the piezoelectric layer by Smart Cut 
approach [18]. Understanding losses phenomena helps to design high quality factor devices. 
Loss origins can be classified into two categories: material (intrinsic) and geometry 
(technology-related). Due to the architecture of HBAR, the quality factor of such devices 
depends on the crystalline losses and on the material isotropy, on the surfaces parallelism 
and any loading due to the electrodes. 

 
Figure 15. Losses per wave length and the resonator’s quality Q as a function of frequency (GHz) for 
various materials [19]. 

As explained before, the quality factor is directly link to the acoustic quality of the substrate. 
Some works have already been done to compare and improve materials to favor high 
acoustic resonance quality [19], [11]. Figure 15 shows an example of these works [19]. 

The polishing process providing damaged-free ultra-smooth surfaces is essential, as well as 
checking the substrate quality by X-ray topography. To take into account current industrial 
needs, using the technology of material crystal growth is crucial to obtain large wafers. In 
this context, LiNbO3, LiTaO3 Sapphire, and YAG are the preferred candidates as they do 
present effective acoustic quality (i.e. reduced visco-elastic and dielectric damping 
properties) and available as 4 inch wafers, excepted for YAG substrates. 

The defect of parallelism between two surfaces of HBAR devices dramatically limits the 
quality factor [11]. Figure 16 shows the quality factor of HBAR modes on Sapphire-base 
structures versus the plate tilt. As clearly highlighted by this graph, the parallelism must be 
perfect to prevent power flow yielding Q factor limitations. For example, a HBAR built on a 
4 inch wafer with a total thickness variation (TTV) of 3µm  (commercially accessible for 
Silicon) does not suffer from any parallelism defect and therefore the quality of its 
resonances is almost not limited by this effect (Q>105). However, one can see that a thickness 
variation of 3µm on 1cm yields effective limitation of the quality factor (Q<104). 
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Figure 16. Parallelism-limited Q in a single-port resonator built on Z cut Sapphire substrates [11]. 

The shape, size and nature of the electrodes can be also important to manufacture high Q HBAR 
devices. Some works have been done on electrodes of HBAR devices [20], [21], [22], [23]. 

 
Figure 17. Experimental and Modeled Unloaded Q versus aperture [20]. 

D. S. Bailey and al. showed that the HBAR does not follow the one dimensional computer 
model [20]. Indeed, figure 17 shows the difference between the experimental Q and the 
theoretical Q versus the aperture of the electrode. The difference is due to the diffraction 
effect. The optimum electrode area can depend on two main parameters: the clamp 
capacitance C0 and the geometry. This capacitance C0 is proportional to the surface area and 
influences other parameters of resonator such as difference in impedance at series and 
resonance frequency. With a large active area, defects in transducer crystal or of geometry 
can happen more easily. The optimization of the area shape and surface to limit the 
diffraction effect and improve the quality factor is an area of ongoing works. 

Furthermore, for ultra-high frequency HBAR devices, the electrodes are not thin compared 
to transducer layer. The thickness and the nature of electrodes have an influence on the 
quality factor and the other parameters such as the electromechanical coupling coefficient 
and the resonance frequency. Many works have been done on this subject [23], [24], [21]. 
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The conditions of metal sputtering can influence the nature of the metallic electrode. Indeed, 
the conditions of metal sputtering for thin layers modify the density and the rate of impurity 
of the layer. The optimum must be found to have the highest metal density with the lowest 
impurities. Furthermore, some works compare the influence of different metallic layers (Al, 
Au, W, Ag) on the quality factor. If we consider the modified Butterworth-Van Dyke 
(MBVD) model, the best electrode is constituted with the lowest resistivity (Au), but 
experimentations also show the influence of other parameters. Thus, a Molybdenum layer 
used as an electrode shows better results due to better acoustic impedance [23]. 

Generally speaking, low losses applications also require a temperature compensation for the 
resonator. One solution is to have intrinsic compensation of temperature and it is the 
purpose of the next paragraph. Another solution is to control frequency by measuring 
temperature. 

4.2. Temperature compensation 

One challenge of the radio-frequency bulk acoustic devices is the temperature stability of 
their resonance frequency. A lot of work has been achieved exploiting thin piezoelectric 
films for developing temperature-compensated HBARs, with various successes. The 
possibility to use single crystal thinned films appears as an alternative to control the 
piezoelectric film properties (velocity, coupling, temperature sensitivity, and so on.) and to 
globally reconsider material association according to the technological assembly process 
previously presented.  

The celebrated Campbell&Jones method [25] is used here for predicting the Temperature 
Coefficient of Frequency (TCF) of any mode of a given HBAR. As it has been reported 
hundred times in previous papers, only the main basic equation is reported below: 

      
2

dfv dv def T T T
e f v e

      (1) 

f, e,  and T are respectively frequency, thickness of resonator, wave velocity and 
temperature. 

Which means that the frequency changes due to temperature variations is computed as the 
difference between the development of the velocity and of the stack thickness versus 
temperature. Theoretically using a standard anisotropic 1D model reveals that zero 
temperature coefficients of frequency (TCF) can be obtained and optimized along the mode 
order. It is well-known that Quartz and fused Silica (glass) do exhibit positive TCFs. So the 
use of the other temperature-compensated Quartz orientations, and hence of any other 
material sharing such property, has been checked theoretically and reveals applicable as 
well. 

As example, Lithium of Niobate and Quartz have been associated for the fabrication of 
shear-wave based HBARs. LiNbO3 provides crystal orientations for which very strongly 
coupled shear waves exist (ks² in excess of 45%) whereas AT cut of Quartz allows for 
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shear-wave based HBARs. LiNbO3 provides crystal orientations for which very strongly 
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compensating second order frequency-temperature effects [WO2009156658 (A1)]. Although 
this idea was already proposed using other material combinations [US Patent #3401275A], 
no real design process was presented until now and therefore the possibility to actually 
determine structures allowing for high frequency operation with first order TCF smaller 
than 1ppm.K-1 was quite hypothetical, but improvement of numerical tools allows this 
design. 

Nevertheless, some works show the possibility to have an intrinsic compensation of the 
temperature for HBAR devices [8], [26]. Figure 18 shows the temperature dependence for 
different configuration of HBAR devices constituted by LiNbO3 and Quartz layers with 
different cut orientations. This work shows clearly that the choice of materials and the cut 
orientation of these materials have a direct impact on the frequency shift with temperature 
variations [26]. 

 
Figure 18. Electrical responses for two different configurations of HBAR (left), frequency variation 
versus temperature for six configurations of HBAR (right) [26]. 

Moreover, the frequency dependence on temperature is different for each overtone of HBAR 
devices. The thickness ratio between the transducer layer and the substrate also influences 
the frequency variations with different temperatures. Figure 19 shows the computation of 
the temperature coefficient of frequency (TCF) of a HBAR for various Lithium of Niobate / 
Quartz thickness ratios. This HBAR device is built on a (YXl)/163° LiNbO3 thinned plate 
bonded on (YXlt)/36°/90° Quartz substrate of 50µm [27]. One can see that depending on the 
harmonic number, the TCF1 changes from +1 to -14ppm.K-1. Furthermore, depending on the 
harmonic of the transducer alone, the TCF1 may notably change and thus it cannot be 
considered as a simple periodic function versus harmonic number. Therefore, it is 
mandatory to accurately consider all the actual features of the structure for an accurate 
design of a resonator, i.e. the operation frequency, the harmonic number and the thickness 
ratio for a given structure. To complete this, one should also account for the actual thickness 
of the device as this parameter will control the possibility to select one (frequency/harmonic 
number) couple. Finally, it clearly appears that the analysis of such HBAR TCF requires a 
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numerical analysis and that if an intuitive approach allows for a first order definition of 
crystal orientations, the complicated distribution of energy within the stack versus all the 
structure parameters induces more intrication in the design process. 

 
Figure 19. Plot of TCF of a HBAR built on a (YXl)/163° LiNbO3 thinned plate bonded on (YXlt)/36°/90° 
Quartz substrate for various Lithium of Niobate/Quartz thickness ratio (Quartz thickness arbitrary fixed 
to 50 µm) [27]. 

5. HBAR applications 

5.1. HBAR sensors 

Industrial acoustic-resonator-based sensors require adapted electronics to be efficiently 
operated. Two main approaches have been developed in that purpose:  

- The first way is to use the acoustic resonator in an oscillator loop. Compared to normal 
oscillator use in frequency/time applications, some specific operation regimes must be 
considered for sensors [28]. Particularly, the resonance frequency is assumed to drift 
along the measured parameter on a large frequency domain. The Q-value of the 
resonator may notably vary as well as other parameters like electromechanical coupling 
and the overall electrical conductance (connected one another) yielding the need for 
improved electrical robustness of the circuit. The electronics therefore must be able to 
adapt its operation parameters. Distance between electronic and sensor is often 
important compare to classic oscillator. Due to these reasons, resolution of the system is 
limiting to 1.10-8. As example, sensors at 434MHz have resolution limitation of 5Hz due 
to oscillator loop measurement method. Finally, to use this method, we need resonator 
with low harmonic generation. BAW, SAW and FBAR can use this electronic. 

- The second way is to have electronic interrogation which finds frequency resonance in 
determined range of frequency. With classic method it is possible to obtain 100Hz of 
resolution for 434MHz sensors [28]. If electronics is improving, we can achieve 5Hz of 
resolution for 434MHz sensors [29]. In this case, clock of electronic is really important 
for performance. All kind of resonators sensors can be interrogated by this technique, 
especially HBAR device which present high overtone generation. 
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operated. Two main approaches have been developed in that purpose:  
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oscillator use in frequency/time applications, some specific operation regimes must be 
considered for sensors [28]. Particularly, the resonance frequency is assumed to drift 
along the measured parameter on a large frequency domain. The Q-value of the 
resonator may notably vary as well as other parameters like electromechanical coupling 
and the overall electrical conductance (connected one another) yielding the need for 
improved electrical robustness of the circuit. The electronics therefore must be able to 
adapt its operation parameters. Distance between electronic and sensor is often 
important compare to classic oscillator. Due to these reasons, resolution of the system is 
limiting to 1.10-8. As example, sensors at 434MHz have resolution limitation of 5Hz due 
to oscillator loop measurement method. Finally, to use this method, we need resonator 
with low harmonic generation. BAW, SAW and FBAR can use this electronic. 

- The second way is to have electronic interrogation which finds frequency resonance in 
determined range of frequency. With classic method it is possible to obtain 100Hz of 
resolution for 434MHz sensors [28]. If electronics is improving, we can achieve 5Hz of 
resolution for 434MHz sensors [29]. In this case, clock of electronic is really important 
for performance. All kind of resonators sensors can be interrogated by this technique, 
especially HBAR device which present high overtone generation. 



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 314 

Acoustic sensor is passive sensor. Device combine with antenna could be having great 
interest. Indeed, electromagnetic waves can be changed on electrical waves on electrodes, 
which can excite acoustic waves by piezoelectric effect. Furthermore this phenomenon is 
linear and invertible. So, wireless interrogation is possible with acoustic sensors. Wireless 
communication presents great interest for all hard environments. In that way, acoustic 
sensors can be use in engine, close environment and more generally in all environments 
where wire can not be employed. 

With wireless interrogation, antenna size, quality factor of resonator, frequency have a 
strong impact. With increasing of frequency, antenna size decrease. Indeed, the size of 
antenna is equal to the quarter of wavelength. When higher ISM band is used, quality factor 
need to be increase to give the same obstruction of the ISM bandwidth. At -3dB, the 
bandwidth of resonator is proportional to frequency divided by quality factor. And finally, 
the flight time is proportional to quality factor divided by frequency. They are two 
consequences of this flight time. Firstly, to have enough energy when frequency increase, 
the quality factor need to increase. As example, SAW resonators at 434MHz ISM band have 
quality factor of 10,000 and can be interrogated by wireless approach. To pass at 2.45GHz 
ISM band, a quality factor equal to 20,000 is required. HBAR devices achieve these 
characteristics. Secondly, refresh rate increases with frequency. With bandwidth of few kHz 
the refresh rate is around one millisecond. In this case, quality factor of sensor could not be 
too higher. So, quality factor of HBAR device need to be optimize for wireless sensor 
application. 

HBAR devices present a great advantage for achieving sensors device. As previously 
discussed, frequency shift due to temperature effects can be minimized and even 
compensated, but also magnified as well. As a consequence, HBAR temperature sensors are 
considered first. Moreover, due to high number of overtones of such devices, it is also 
possible to develop sensors exhibiting different sensitivity to a given parametric effect at 
different frequencies. Acoustic devices can also be effectively exploited as stress sensor or 
pressure sensors. The fabrication of SAW pressure sensor based on thinned Quartz 
membrane (for instance) was strongly investigated due to the dependence of the wave 
velocity versus tensile stress at the surface of the membrane when bent by pressure. In the 
case of bulk wave propagating in such a membrane, the strain variations across the 
membrane thickness forbid the use of such an approach to develop pressure sensor 
applications. This can be easily demonstrated using for instance static finite element analysis 
with a very simple mesh. Indeed, the strain and hence the stress change their signs along the 
membrane thickness when submitted to pressure. As a consequence, the strain variation 
across the HBAR generates equilibration of the velocity variations. On the one hand, the 
strain below the membrane neutral line yields an increase of resonant frequency of the 
HBAR; on the other hand, the strain above the neutral line yields a decrease of this 
frequency. Consequently, the resulting frequency shift is negligible. One solution consists in 
the fabrication of a micro-cavity within the HBAR stack near the neutral line. If the 
transducer of the HBAR structure is straight above this micro-cavity, the emitted bulk 
waves are reflected by this micro-cavity and hence confined in this membrane location. The 
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micro-cavity then plays the role of a mirror for the waves. The structure of such device is 
shown in figure 20. The surface of the cavity should at minimum coincide strictly to the 
surface of the transducer, but to ease the fabrication (particularly to manage alignment 
issues) the cavity largely overlaps the transducer aperture. The micro-cavity/micro-mirror 
could be placed at different deph into the HBAR stack. Its location will define the HBAR 
sensibility to stress [8]. 

 
Figure 20. HBAR structures presented low frequency sensitive to stress (a), and highly frequency 
sensitive to stress with the realization of micro-mirror under the transducer aperture [8]. 

A lot of works has been done on liquid or gaz HBAR / FBAR sensor and as most 
representative example, gravimetric sensor. The basic principle of gravimetric acoustic wave 
sensors is the measurement of the phase velocity variations due to an adsorbed mass or a 
layer thickness change atop the device during a chemical reaction: this phase velocity is 
dependent on the boundary conditions of the propagating acoustic wave and is affected 
either by the layer properties or its thickness. The usual principle exploits bulk acoustic 
waves, yielding the well-known concept of Quartz Crystal Micro-balance (QCM). The 
gravimetric sensitivity of the QCM is directly related to its thickness and as a consequence to 
its fundamental frequency f0. Adsorption on one side of the resonator modifies its resonance 
conditions and thus allows for a gravimetric detection. Furthermore, it is possible to 
functionalize the surface with specific reactants to provide information on the concentration of 
the adsorbed (target) species in the medium surrounding the sensor [31]. The case of HBAR is 
particularly attractive as one can expect probing the adsorbed material at various frequencies, 
providing frequency-dependent information such as viscosity for instance. 

Copper electro-deposition on the back side of a HBAR has been used for calibrating the 
gravimetric sensitivity of its overtones. This approach was particularly implemented as it 
provides an independent estimate of the deposited metal mass through the measurement of 
the current. A negative current indicates copper reduction (deposition on the working 
electrode) whereas a positive current indicates oxidation (copper removal from the working 
electrode). Simultaneous to the current monitoring, the acoustic phase and magnitude at 
fixed frequency are recorded [30]. The figure 21.a shows four different overtone frequencies 
(red dot) recorded. Figure 21.b. shows relative frequency variations and clearly shows the 
sensitivity difference of the four HBAR overtones. Sensitivity of gravimetric HBAR directly 
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HBAR; on the other hand, the strain above the neutral line yields a decrease of this 
frequency. Consequently, the resulting frequency shift is negligible. One solution consists in 
the fabrication of a micro-cavity within the HBAR stack near the neutral line. If the 
transducer of the HBAR structure is straight above this micro-cavity, the emitted bulk 
waves are reflected by this micro-cavity and hence confined in this membrane location. The 
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micro-cavity then plays the role of a mirror for the waves. The structure of such device is 
shown in figure 20. The surface of the cavity should at minimum coincide strictly to the 
surface of the transducer, but to ease the fabrication (particularly to manage alignment 
issues) the cavity largely overlaps the transducer aperture. The micro-cavity/micro-mirror 
could be placed at different deph into the HBAR stack. Its location will define the HBAR 
sensibility to stress [8]. 

 
Figure 20. HBAR structures presented low frequency sensitive to stress (a), and highly frequency 
sensitive to stress with the realization of micro-mirror under the transducer aperture [8]. 

A lot of works has been done on liquid or gaz HBAR / FBAR sensor and as most 
representative example, gravimetric sensor. The basic principle of gravimetric acoustic wave 
sensors is the measurement of the phase velocity variations due to an adsorbed mass or a 
layer thickness change atop the device during a chemical reaction: this phase velocity is 
dependent on the boundary conditions of the propagating acoustic wave and is affected 
either by the layer properties or its thickness. The usual principle exploits bulk acoustic 
waves, yielding the well-known concept of Quartz Crystal Micro-balance (QCM). The 
gravimetric sensitivity of the QCM is directly related to its thickness and as a consequence to 
its fundamental frequency f0. Adsorption on one side of the resonator modifies its resonance 
conditions and thus allows for a gravimetric detection. Furthermore, it is possible to 
functionalize the surface with specific reactants to provide information on the concentration of 
the adsorbed (target) species in the medium surrounding the sensor [31]. The case of HBAR is 
particularly attractive as one can expect probing the adsorbed material at various frequencies, 
providing frequency-dependent information such as viscosity for instance. 

Copper electro-deposition on the back side of a HBAR has been used for calibrating the 
gravimetric sensitivity of its overtones. This approach was particularly implemented as it 
provides an independent estimate of the deposited metal mass through the measurement of 
the current. A negative current indicates copper reduction (deposition on the working 
electrode) whereas a positive current indicates oxidation (copper removal from the working 
electrode). Simultaneous to the current monitoring, the acoustic phase and magnitude at 
fixed frequency are recorded [30]. The figure 21.a shows four different overtone frequencies 
(red dot) recorded. Figure 21.b. shows relative frequency variations and clearly shows the 
sensitivity difference of the four HBAR overtones. Sensitivity of gravimetric HBAR directly 
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depends on the stack thickness and more precisely on copper thickness versus transducer 
thickness. The best gravimetric HBAR sensor is constituted by the thinnest stack with 
metallic thickness equal to quarter of wavelength [31]. 

  
Figure 21. (a) Overtones of the fundamental transducer layer mode of a gravimetric HBAR sensor with 
four probed frequencies (red dot), (b) relative frequency variations of these four frequencies with their 
relative sensitivities [30]. 

5.2. HBAR-stabilized oscillators 

Radio-Frequency oscillators can be stabilized by various resonating devices. Their stability is 
mainly conditioned by the spectral quality of the resonator even if the oscillator loop 
electronics must be optimized to lower the generated noise as much as possible. For mid-
term stability, temperature compensation is a key point and allows for notably improving 
the corresponding figures of merit. The possibility to build temperature compensated 
HBARs has been shown in paragraph 4.2 and is a key-point for the fabrication of oscillator 
exhibiting short-term stability compatible with practical applications. 

Moreover, the frequency stability of an oscillator can be characterized by its single-sideband 
phase noise, L{fm}. Leeson’s equation [33] shows that low phase noise operation can be 
achieved by increasing the loaded quality factor Qload of the resonator. According to Leeson’s 
model, a high resonator quality factor (Q) or circulating power level improves the phase 
noise and, therefore, the short-term stability of the oscillator. Considering these aspects, 
HBAR device features for the frequency stability reveal more favourable than FBAR or SAW 
device ones. Therefore HBAR should allow for notably improving oscillator performances. 
However, multi-overtone features of HBAR do not facilitate resonance lock for oscillator 
applications. Therefore SAW or FBAR device are generally used to filter the frequency of 
HBAR. Consequently, the compactness of HBAR is deteriorated due to the need for this 
filter. Optimizing HBAR spectral response then is still an open question and should receive 
more attention in future developments. One can note that using single port HBARs with 
optimized frequency separation between the overtones [32] may allow to get rid of this 
filtering operation. 
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HBAR then are capable to address high frequency source applications without requiring 
multiplication stages as usually achieved. The idea then is to evaluate the effective interest 
of HBAR for direct frequency synthesis, reducing the oscillator architecture complexity and 
potentially improving the corresponding operational features. 

Hongyu Yu and al. have presented a local oscillator based on a HBAR resonator associated 
to an atomic clock [34]. Atomic clocks are used for embedded applications which need high 
stability performance such as GPS station. The atomic transition allows having long-term 
stability in this application, but it presents poor short-term stability. To success oscillator 
based on this atomic transition, local oscillator is needed. This local oscillator stabilizes the 
short-term variation of the global oscillator with its short-term performance. The local 
oscillator need to have good phase noise (better than -70dBc/Hz at 1kHz for instance) to 
prevent global degradation of clock stability. Figure 22 shows the phase noise measurement 
data of the 3.67GHz Pierce oscillator and the 1.2GHz Colpitts oscillator, and the Allan 
deviation of the free-running 3.67GHz oscillator that consumes only about 3mW [34]. Local 
oscillator based on HBAR resonator need frequency control to achieve the atomic transition 
frequency. With the modulation of the HBAR frequency with an external synthesizer and 
FBAR filters, the local oscillator locked to the coherent population trapping resonance. 

 
Figure 22. Phase noise measurement data of (a) the 3.67GHz Pierce oscillator and (b) the 1.2GHz 
Colpitts oscillator. (c) Allan deviation of the free-running 3.67GHz oscillator that consumes only about 
3mW [34]. 

Other applications require low phase noise oscillator such as embedded RADAR. A radio-
frequency oscillator operating near the 434MHz-centered ISM band validates the capability 
of the above-mentioned HBAR for such purposes. The composite substrates have been built 
using 3-inches (YXl)/163° LiNbO3 cut wafer bonded and thinned down to 15µm onto a 
350µm thick (YXlt)/34°/90° Quartz base. Single-port resonators operating near 434MHz 
(exploiting the third harmonic of the thinned Lithium of Niobate plate as the HBAR 
“motor”) have been then manufactured. Electrical and thermoelectric characterizations have 
shown quality factor of the resonance in excess of 20,000, yielding a Q.f product of about 1013 
and a third order frequency-temperature behavior. A SAW filter was used to select the ISM 
band and to filter the high spectral density HBAR response (figure 23). The oscillator then 
has been measured using a phase noise automatic bench. A phase noise better than --
160dBc/Hz at 100kHz has been measured as well as a -165dBc/Hz level at 1MHz from the 



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 316 

depends on the stack thickness and more precisely on copper thickness versus transducer 
thickness. The best gravimetric HBAR sensor is constituted by the thinnest stack with 
metallic thickness equal to quarter of wavelength [31]. 

  
Figure 21. (a) Overtones of the fundamental transducer layer mode of a gravimetric HBAR sensor with 
four probed frequencies (red dot), (b) relative frequency variations of these four frequencies with their 
relative sensitivities [30]. 

5.2. HBAR-stabilized oscillators 

Radio-Frequency oscillators can be stabilized by various resonating devices. Their stability is 
mainly conditioned by the spectral quality of the resonator even if the oscillator loop 
electronics must be optimized to lower the generated noise as much as possible. For mid-
term stability, temperature compensation is a key point and allows for notably improving 
the corresponding figures of merit. The possibility to build temperature compensated 
HBARs has been shown in paragraph 4.2 and is a key-point for the fabrication of oscillator 
exhibiting short-term stability compatible with practical applications. 

Moreover, the frequency stability of an oscillator can be characterized by its single-sideband 
phase noise, L{fm}. Leeson’s equation [33] shows that low phase noise operation can be 
achieved by increasing the loaded quality factor Qload of the resonator. According to Leeson’s 
model, a high resonator quality factor (Q) or circulating power level improves the phase 
noise and, therefore, the short-term stability of the oscillator. Considering these aspects, 
HBAR device features for the frequency stability reveal more favourable than FBAR or SAW 
device ones. Therefore HBAR should allow for notably improving oscillator performances. 
However, multi-overtone features of HBAR do not facilitate resonance lock for oscillator 
applications. Therefore SAW or FBAR device are generally used to filter the frequency of 
HBAR. Consequently, the compactness of HBAR is deteriorated due to the need for this 
filter. Optimizing HBAR spectral response then is still an open question and should receive 
more attention in future developments. One can note that using single port HBARs with 
optimized frequency separation between the overtones [32] may allow to get rid of this 
filtering operation. 

 
High-Overtone Bulk Acoustic Resonator 317 

HBAR then are capable to address high frequency source applications without requiring 
multiplication stages as usually achieved. The idea then is to evaluate the effective interest 
of HBAR for direct frequency synthesis, reducing the oscillator architecture complexity and 
potentially improving the corresponding operational features. 

Hongyu Yu and al. have presented a local oscillator based on a HBAR resonator associated 
to an atomic clock [34]. Atomic clocks are used for embedded applications which need high 
stability performance such as GPS station. The atomic transition allows having long-term 
stability in this application, but it presents poor short-term stability. To success oscillator 
based on this atomic transition, local oscillator is needed. This local oscillator stabilizes the 
short-term variation of the global oscillator with its short-term performance. The local 
oscillator need to have good phase noise (better than -70dBc/Hz at 1kHz for instance) to 
prevent global degradation of clock stability. Figure 22 shows the phase noise measurement 
data of the 3.67GHz Pierce oscillator and the 1.2GHz Colpitts oscillator, and the Allan 
deviation of the free-running 3.67GHz oscillator that consumes only about 3mW [34]. Local 
oscillator based on HBAR resonator need frequency control to achieve the atomic transition 
frequency. With the modulation of the HBAR frequency with an external synthesizer and 
FBAR filters, the local oscillator locked to the coherent population trapping resonance. 

 
Figure 22. Phase noise measurement data of (a) the 3.67GHz Pierce oscillator and (b) the 1.2GHz 
Colpitts oscillator. (c) Allan deviation of the free-running 3.67GHz oscillator that consumes only about 
3mW [34]. 

Other applications require low phase noise oscillator such as embedded RADAR. A radio-
frequency oscillator operating near the 434MHz-centered ISM band validates the capability 
of the above-mentioned HBAR for such purposes. The composite substrates have been built 
using 3-inches (YXl)/163° LiNbO3 cut wafer bonded and thinned down to 15µm onto a 
350µm thick (YXlt)/34°/90° Quartz base. Single-port resonators operating near 434MHz 
(exploiting the third harmonic of the thinned Lithium of Niobate plate as the HBAR 
“motor”) have been then manufactured. Electrical and thermoelectric characterizations have 
shown quality factor of the resonance in excess of 20,000, yielding a Q.f product of about 1013 
and a third order frequency-temperature behavior. A SAW filter was used to select the ISM 
band and to filter the high spectral density HBAR response (figure 23). The oscillator then 
has been measured using a phase noise automatic bench. A phase noise better than --
160dBc/Hz at 100kHz has been measured as well as a -165dBc/Hz level at 1MHz from the 



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 318 

career (figure 23). Short-term stability characterizations show that the resonator stability is 
better than 10-9 at room conditions (no temperature stabilization). 

 
Figure 23. Phase noise curves for oscillators at 434MHz constituted by High Overtone Bulk Resonator, 
SAW filter and Colpitts electronics. 

To achieve higher frequency (above 1GHz), four-port resonators are mandatory due to the 
difficulty to adjust the oscillator tuning elements. For this application, the temperature 
stability is required and therefore the resonator exploits a (YXl)/163° LiNbO3 thinned layer 
atop a (YXlt)/36°/90° Quartz substrate. The electrodes defining the coupled transducers 
(four-port resonator) are two half-circles (300µm diameter) separated by a gap of 20µm, 
yielding favorable conditions for using the resonator to stabilize an oscillator loop at 
935MHz and 1.636GHz. The device were cut and packaged, mounted in an oscillator loop, 
and measurements of phase noise were performed. Figure 24 shows the phase noise of the 
two corresponding oscillators compared with the phase noise of an oscillator stabilized by a 
classical BAW resonator at 100MHz, “octar 507X100” from AR-Electronics. The oscillator 
near 1.6GHz clearly shows better performances than the one at 935MHz, with a noise level 
lower than -130dBc/Hz at 10kHz from the carrier. In order to compare the 100MHz oscillator 
with the 1.6GHz one, the low frequency source has to be multiplied by 16, i.e. +12dB must be 
added to the noise level. It gives a level of -140dBc/Hz at 10kHz which is not far from HBAR 
solution. 
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Figure 24. Phase noise curves for oscillators at 935MHz, 1,636MHz compared with phase noise of an 
oscillator stabilized by a classical BAW resonator at 100MHz [33]. 

6.  Conclusions and perspectives 

HBAR have been developed for the fabrication of passive radio-frequency devices capable 
to overcome standard SAW and BAW limitations considering the quality of the resonance, 
complexity of technological fabrication and operation frequencies. 

These devices actually maximize the Q factor that can be obtained at room temperature 
using elastic waves, yielding quality factor times frequency products (Q.f) close or slightly 
above 1014, i.e. effective Q factors of about 10,000 at 10GHz in theory (practically, Q factors in 
excess of 50,000 between 1.5 and 2GHz were experimentally achieved). Single-port or four-
port resonator has been described and the different approach of manufacturing as been 
explained. The choice of acoustic wave and acoustic substrate permits to address large range 
of application. First one is chose value of the quality factor and the electromechanical 
coupling coefficient of overtone frequencies. Second one is to minimize frequency shift due 
to temperature variation for chosen frequency. All these possibilities allow us to address 
different applications such as sensor or low phase noise applications. 

Although HBAR device knows since several decades, HBAR device has not yet achieve is 
development maturity. Futures works will concern improvement of fabrication, frequency 
control, and wireless sensors. The large number of the parameters for optimizing HBAR in 
function of the applications requires well-control generic process of fabrication. The 
selection of the frequency resonance is also a key point for the emergence of HBAR devices, 
as the frequency tuning. And finally, wireless HBAR sensor need strong effort of 
development. 

Some simple applications and large potentiality of HBAR conception has been presented. 
Two main approaches exist for the realization of HBAR devices. The first one based on 
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Some simple applications and large potentiality of HBAR conception has been presented. 
Two main approaches exist for the realization of HBAR devices. The first one based on 
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piezoelectric deposition gives easily high quality factor and frequency device. The largest 
potentiality of conception to address different applications is obtained by the second 
approach based on mono-crystal wafer assembled. Further developments required to 
promote the industrial exploitation. 

All previous technological industrial development for solidly mounted resonator for 
instance could be easily use for fabrication of HBAR based on piezoelectric deposition. More 
technological development is required to control thickness, repeatability and so on (see 
section 4.1) for the second approach. In both case, packaging aspect is a key-point. Both side 
of HBAR need to be free for acoustic reason. Flip-chip approach seems to give the best result 
for industrial needs. 

In both cases, design tool needs to be developed to realize conception of all HBAR devices. 
SAW design tool could be a good base to develop such software. 

More works also need to improve performances or to fixe limits of all different HBAR 
devices which are specialized for each application. These developments are the precondition 
for industrial actions. 
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1. Introduction 

Bulk-Acoustic Wave (BAW) resonators and filters are highly integrated devices, which 
represent an effective alternative for narrow-band components (up to 5% fractional 
bandwidth) up to few GHz [1].  

This chapter presents the integration of a BAW filter and of a BAW duplexer in a UMTS 
transmitter. The first section details one dimensional and three-dimensional techniques for 
the modeling and the design of BAW resonators. The second section proposes a synthesis 
approach for dimensioning BAW filters and the third section illustrates the approach with 
the characterization of several fabricated prototypes. Finally, The UMTS transmitter 
incorporating a BAW filter and a BAW duplexer is described with a particular emphasis on 
the performances of these devices. 

2. Model and design of bulk acoustic wave resonators 

2.1. Modeling of a BAW resonator in 1 dimension 

The proposed method compares the impedance of a piezoelectric resonator obtained  
by both an electrical equivalent model and a piezoelectric model. By this way, it is 
possible to obtain the values of the electrical model as functions of all geometrical and 
material characteristics. The two models and their relation are described in the following 
sections. 
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1. Introduction 

Bulk-Acoustic Wave (BAW) resonators and filters are highly integrated devices, which 
represent an effective alternative for narrow-band components (up to 5% fractional 
bandwidth) up to few GHz [1].  

This chapter presents the integration of a BAW filter and of a BAW duplexer in a UMTS 
transmitter. The first section details one dimensional and three-dimensional techniques for 
the modeling and the design of BAW resonators. The second section proposes a synthesis 
approach for dimensioning BAW filters and the third section illustrates the approach with 
the characterization of several fabricated prototypes. Finally, The UMTS transmitter 
incorporating a BAW filter and a BAW duplexer is described with a particular emphasis on 
the performances of these devices. 

2. Model and design of bulk acoustic wave resonators 

2.1. Modeling of a BAW resonator in 1 dimension 

The proposed method compares the impedance of a piezoelectric resonator obtained  
by both an electrical equivalent model and a piezoelectric model. By this way, it is 
possible to obtain the values of the electrical model as functions of all geometrical and 
material characteristics. The two models and their relation are described in the following 
sections. 
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2.1.1. Resonator impedance based on electrical (BVD) model 

A piezoelectric resonator can be modeled by the lossless BVD (Butterworth Van Dick) model 
as shown in Figure 1(a)) [2], [3]. Co is the geometric capacitance of the structure and the Lm 
Cm series circuit (called the motional arm) represents the mechanical resonance (motional 
behavior). According to the circuit in Figure 1 (a), two resonances are obtained, and the 
equivalent impedance ZBVD of this circuit can be easily derived:  
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Figure 1. (a) Equivalent circuit of the lossless BVD model. (b) One-dimensional structure piezoelectric 
resonator. 

2.1.2. Resonator impedance based on piezoelectric equations 

The description of a piezoelectric resonator, made of a single piezoelectric layer and two 
thin electrodes as depicted in Figure 1 (b), is considered. Using piezoelectric fundamental 
equations [4], one can write: 

 ( ) ( ) ( )T z cS z eE z   (4) 

 ( ) ( )D eS z E z   (5) 

 ( )( ) u zS z
z





 (6) 
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In the above equations, T is the mechanical stress tensor, S is the strain tensor, E is the 
electric field, D is the electrical displacement vector (C/m2), ρ is the density, u is the 
mechanical displacement vector, c is the elastic stiffness tensor calculated at constant electric 
field, e is the piezoelectric tensor (C/m2), and ε is the relative permittivity. 

Using the boundaries conditions for T (z) and u(z), we have: 

    1 3 3T 0   0  ;  T z   0   (8) 

        1 1 2 1 1 1 2 1T z   T z   ;  u z   u z   (9) 

        2 2 3 2 2 2 3 2T z   T z   ;  u z   u z   (10) 

The potential difference u on the piezoelectric layer can be obtained by integrating Ez (the 
electric field) on the thickness of the considered layer: 

 1
2 ( )z

zU Ez z dz     (11) 

By definition, the current I is the temporal derivation of the charge Q at the surface of the 
electrodes, which in sinusoidal mode is equivalent to: 

 I jwQ  (12) 

The continuity of the normal component of the electrical displacement vector D at the 
interface piezoelectric-metal makes it possible to express the charge Q as a function of D and 
of the surface of the metal electrodes: 

 Q Dz S  (13) 

The expression of the current becomes then: 

 j  I wS Dz  (14) 

Consequently, the impedance of the piezoelectric layer can be obtained in function of the 
thickness of the used materials and the dimensions of the resonator, as written in equation 
(15): 

 2 1 2 21 11 2 22 12 2[( ) ( ) ( )] /
eq

z z e r r e r rUZ
I j A
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Where e2 is the piezoelectric tensor of the piezoelectric layer, A is the surface (area) of the 
electrodes, ε2 is the permittivity of the piezoelectric layer, and r11, r12, r21, r22, α, and  are 
expressions in function of known constants. 
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The impedance can be evaluated knowing the material properties and dimensions. This 
method can also be used for more complex structures, such as SCF (Stacked Crystal Filters), 
or CRF (Coupled Resonator Filters) resonators or filters, accounting for all the layers. 

2.1.3. Equivalence of one dimensional models 

Using a least squares method, the two expressions in equations (3) and (15) can be equated. 
By this way, the values of Co, Cm and Lm for different resonator areas A and for the 
thicknesses of each layer can be obtained. 

For example, the expression of Lm as a function of the surface A and the thickness t of the top 
electrode is presented. For fixed values, [A1 A2 A3······Ai] and [t1 t2 t3······ ti], we obtain 
corresponding values of Lm. For each same thickness ti, we can consider that Lm is only 
varying according to the surface A. As shown in equation (16), we can find a polynomial 
function in the variable A fitting the values of Lm. The polynomial coefficients (Wi, Xi, Yi 
and Zi) are now independent of the surface A and depend only on the thickness t. In a 
second time, using the same method, the coefficients can be expressed as a function of 
variable t. 
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This identification method can also be applied to the other variables, such as the thickness of 
the loading layer. The three elements of the BVD model (Co, Cm and Lm) can be determined as 
functions of the piezoelectric resonator dimensions (thickness of each layer and surface of 
resonator). According to the expressions of Co, Lm, and Cm, surfaces and thicknesses can be 
optimized with an electrical software for designing a BAW resonator or a BAW filter. 

2.2. Model in 3 dimensions 

Even though Film Bulk Acoustic Resonator simulation with 1D model enables to quickly 
compute complex frequency response as filters, it becomes too restrictive when spurious 
modes in lateral dimensions have to be predicted. The 3D Finite Elements Method (FEM) 
enables to investigate the effect of the electrode shape on the spurious modes that are 
present in the electrical impedance. In order to reduce or to suppress these modes, solutions 
have to be investigated. 

2.2.1. Finite element model 

Piezoelectricity is a phenomenon which couples electrical and mechanical domains. It can be 
modeled into coupled equations: 

 ij ijkl kl ijk kT  c *  S –  e *  E  (17) 
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 k kl l ijk ijD e *  E  e *  S   (18) 

With: T: mechanical stress (Pa), E: electric field (V/m), S: mechanical strain, D: electric 
displacement(C/m²), c: stiffness tensor (Pa), : permittivity tensor (F/m) and e: piezoelectric 
tensor (C/m²) 

Unfortunately, one-dimensional approximation becomes too restrictive when we need to 
predict spurious modes that may appear with lateral direction mode coupling or with 
resonators electrical or mechanical cross coupling. Thus a 3D simulation tool is needed to 
compute the resonator in three dimensions. 

In the following sections, examples of 3D FEM computation will be proposed and described 
highlighting the advantages of 3D simulations. 

2.2.2. Mechanical displacement modes 

We have analyzed the suspended resonator structure presented in Figure 2. The structure is 
clamped on lateral sides (no mechanical displacement in space directions), the bottom 
electrode is grounded and a potential constraint is applied to the top electrode. 

 
Figure 2. 3D suspended resonator structure. 

In order to identify spurious modes, the mechanical displacement for four modes has been 
calculated, as displayed in Figure 3. 

The first mode is the so-called thickness extensional mode. It corresponds to the maximum 
energy coupling and to minimum mechanical losses. This mode is the one taken into 
account in 1D analytical models. 

The second mode is a cavity mode. In FEM, in order to keep the problem size finite, the 
physical domain needs to be truncated. This truncation introduces artificial boundaries 
where artificial boundary conditions are considered. Domain truncation causes reflection of 
the waves on clamped lateral sides. Then a standing wave may appear at certain 
frequencies. Those spurious modes are modeling errors and will be suppressed by mesh 
apodization. 
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the loading layer. The three elements of the BVD model (Co, Cm and Lm) can be determined as 
functions of the piezoelectric resonator dimensions (thickness of each layer and surface of 
resonator). According to the expressions of Co, Lm, and Cm, surfaces and thicknesses can be 
optimized with an electrical software for designing a BAW resonator or a BAW filter. 

2.2. Model in 3 dimensions 

Even though Film Bulk Acoustic Resonator simulation with 1D model enables to quickly 
compute complex frequency response as filters, it becomes too restrictive when spurious 
modes in lateral dimensions have to be predicted. The 3D Finite Elements Method (FEM) 
enables to investigate the effect of the electrode shape on the spurious modes that are 
present in the electrical impedance. In order to reduce or to suppress these modes, solutions 
have to be investigated. 

2.2.1. Finite element model 

Piezoelectricity is a phenomenon which couples electrical and mechanical domains. It can be 
modeled into coupled equations: 

 ij ijkl kl ijk kT  c *  S –  e *  E  (17) 
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 k kl l ijk ijD e *  E  e *  S   (18) 

With: T: mechanical stress (Pa), E: electric field (V/m), S: mechanical strain, D: electric 
displacement(C/m²), c: stiffness tensor (Pa), : permittivity tensor (F/m) and e: piezoelectric 
tensor (C/m²) 

Unfortunately, one-dimensional approximation becomes too restrictive when we need to 
predict spurious modes that may appear with lateral direction mode coupling or with 
resonators electrical or mechanical cross coupling. Thus a 3D simulation tool is needed to 
compute the resonator in three dimensions. 

In the following sections, examples of 3D FEM computation will be proposed and described 
highlighting the advantages of 3D simulations. 

2.2.2. Mechanical displacement modes 

We have analyzed the suspended resonator structure presented in Figure 2. The structure is 
clamped on lateral sides (no mechanical displacement in space directions), the bottom 
electrode is grounded and a potential constraint is applied to the top electrode. 

 
Figure 2. 3D suspended resonator structure. 

In order to identify spurious modes, the mechanical displacement for four modes has been 
calculated, as displayed in Figure 3. 

The first mode is the so-called thickness extensional mode. It corresponds to the maximum 
energy coupling and to minimum mechanical losses. This mode is the one taken into 
account in 1D analytical models. 

The second mode is a cavity mode. In FEM, in order to keep the problem size finite, the 
physical domain needs to be truncated. This truncation introduces artificial boundaries 
where artificial boundary conditions are considered. Domain truncation causes reflection of 
the waves on clamped lateral sides. Then a standing wave may appear at certain 
frequencies. Those spurious modes are modeling errors and will be suppressed by mesh 
apodization. 
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Standing wave modes are harmonic thickness extensional modes due to acoustic wave 
reflection on top electrode edges. They appear as spurious modes in the electrical response. 
In order to use this electrical response for oscillator or filter applications, we need to 
suppress these modes. Different solutions can be considered. 

 
Figure 3. Top view of the suspended resonator mode shapes at resonant frequencies (The only top 
electroded region is the square in the middle). 

2.2.3. Suppression of standing wave modes 

2.2.3.1. Apodization 

The first solution consists of cut a triangular part of the square top electrode and to paste it 
on another edge as shown in Figure 4. Then a quadrilateral electrode is obtained with no 
parallel sides [5]. 

 
Figure 4. Apodization applied to a square electrode 

Standing waves cannot appear since multiple reflections are not constructive. One can notice 
from Figure 5 that standing wave modes are not or weakly coupled as the apodization angle 
increases. A 3D simulation software enables the analysis of an entire apodized resonator and 
is very useful in this case for determining an optimum apodization angle. 
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Figure 5. Apodized top electrode electrical admittance for two apodization angle values 

2.2.3.2. Edge loading 

Another solution proposed in [6] is considered. A narrow region is deposited at the edge of 
the suspended resonator top electrode as described in Figure 6. This thickened region 
constitutes a frame that matches the acoustic impedance and suppresses reflection on top 
electrode edges. Within certain optimum range for the edge region width, the resonator 
operates in a mode where the mechanical displacement is constant on the top electrode 
surface (Figure 7). 

 
Figure 6. Framed top electrode suspended resonator 3D structure 

 
Figure 7. Framed top electrode suspended resonator thickness extensional mode 
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It can be observed, in Figure 8, that the electrical response is standing wave modes free. 
Standing waves on the top electrode are not coupled. Moreover, 3D resonant frequency 
tends toward 1D result. 

 
Figure 8. Framed top electrode suspended resonator admittance 

2.2.3.3. Cavity modes suppression by resonator apodization 

In order to identify spurious modes due to domain truncation, we have changed the 
distance from the top electrode edge to the structure edge (A=500 m or 400 m in Figure 9). 
We have found that resonant conditions and resonant frequencies for cavity modes change 
with cavity dimensions. 

The mechanical displacement for those modes is displayed in Figure 9. 

 
Figure 9. Mechanical displacement for two cavity modes (Top view) 

While the mode which appears at f = 224,5 MHz is obviously a cavity mode, we can have 
doubts about the one at f = 228,4 MHz. In order to remove all doubts, we have applied the 
apodization technique to the resonator edges (Figure 10). 
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Figure 10. Apodized cavity (Top view) and mesh 

We obtained an asymmetrical structure with no parallel sides. The irregular shape avoids 
phase reflections on the structure edges with constructive interferences, reducing the 
occurrence of standing waves. 

One can observe in Figures 11, 12 and 13 that this technique enables to obtain an electric 
response free of spurious cavity modes. 

 
 

 
 

Figure 11. Suspended resonator electrical admittance 

A full 3D FEM tool is very useful to analyze and to predict the behavior of complex 
structures. One can take into account non-homogenous structure and non-linear materials. 
Obviously it is the only method to compute 3D geometries. The shape of the mechanical 
displacement can be obtained to identify real or non-physical modes. Solutions have been 
proposed with apodized shape or with edge loading to remove parasitic modes. 
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Figure 12. Suspended resonator electrical admittance around 224,5 MHz 

 
Figure 13. Suspended resonator electrical admittance around 228,4 MHz 

3. Design of bulk acoustic wave filters 

3.1. Implementation 

The MBVD (Modified Butterworth Van Dyke) model, presented in Figure 14, can been used 
to compute the behavior of a BAW resonator [7]. Compared to the BVD model, the MBVD 
model incorporates resistances, which take into account losses in the piezoelectric material 
and in the electrodes. 

This equivalent circuit resonates for two particular frequencies: 

 1
2 .sf Lm Cm

   (19) 
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    (20) 

fs and fp are known as the series and parallel resonant frequencies and correspond 
respectively to a minimum and to a maximum of the electrical impedance. fs and fp are 
related to the electromechanical coupling coefficient kt2 by: 
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Moreover, one can define Qs and Qp the quality factors of series and parallel resonances:  
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For dimensioning a BAW filter, each resonator is represented by its MBVD model and the 
synthesis of the BAW filter is carried out by optimizing each resonator with respect to a 
specified target.  

BAW filters are usually implemented arranging series and shunt resonators. Basic resonator 
arrangements, namely ladder and lattice configurations, are defined as shown in Figures 15 
and 16. 

 
Figure 14. MBVD model of a BAW resonator 

 
Figure 15. Electrical impedance of shunt and series resonators for providing a band-pass filter with a 
ladder network 
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Figure 15. Electrical impedance of shunt and series resonators for providing a band-pass filter with a 
ladder network 



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 334 

 
Figure 16. Electrical impedance of shunt and series resonators for providing a band-pass filter with a 
lattice network 

The ladder configuration presents a high rejection close to the filter passband but a poor out 
of band rejection. On the other hand, the lattice filter exhibits higher out of band rejection 
but a poor rejection close to the filter passband. Combining these two configurations, one 
can obtain a mixed ladder-lattice filter with very good properties, as shown in Figure 17. S21 
parameter is the forward transmission coefficient of the filter. 

  
Figure 17. Behavior of the mixed ladder lattice filter. 

3.2. Synthesis 

Regarding the synthesis, each resonator is characterized by several fixed technological 
parameters obtained by electromechanical modeling or process characterization: 
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 kt2 , the electromechanical coupling coefficient 
 Qs , the quality factor at series resonant frequency 
 Qp , the quality factor at parallel resonant frequency 
 εr , the piezoelectric material permittivity 
 R[] , the square resistance of electrodes 

The remaining variable parameters are: 

 A, the surface of the top electrode (A = L.W where L and W are the length and the width 
of the top electrode respectively, the aspect ratio L/W remaining generally the same for 
all electrodes) 

 d and l: the thickness of the piezoelectric layer and the thickness of the loading layer 
respectively, which control the series resonant frequencies (fs) of series and parallel 
resonators. 

The lumped elements of the MBVD model are related to these parameters through the 
following expressions: 
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One can note that Lm, Cm and Co can also be approximated directly by polynomial 
expressions of the layer thicknesses and resonator area as explained in section 2.1.3. 

The thicknesses of the piezoelectric and loading layers and the area of each resonator are 
optimized with respect to the specifications. This optimization can be driven by the 
minimization of a cost function defined by the filtering pattern [8]. 
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One can note that Lm, Cm and Co can also be approximated directly by polynomial 
expressions of the layer thicknesses and resonator area as explained in section 2.1.3. 

The thicknesses of the piezoelectric and loading layers and the area of each resonator are 
optimized with respect to the specifications. This optimization can be driven by the 
minimization of a cost function defined by the filtering pattern [8]. 
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3.3. Electromagnetic co-simulation 

The previous synthesis relies on MBVD models of BAW resonators, which do not take into 
account metallic losses or couplings due to interconnections and access ports. Since metallic 
lines used for connecting resonators have irregular geometries depending on the 
arrangement of resonators, models for such elements cannot be implemented in a synthesis 
tool. Nevertheless a simulation is possible a posteriori with the layout of the filter in order to 
estimate additional losses or to check eventual couplings due to metallic lines. 

The layout of the filter to be realized can be drawn with an electromagnetic (EM) software, 
e.g. Momentum included in Agilent ADS [9]. Using such a EM software, all electrostatic and 
electromagnetic phenomena are characterized considering the geometry and the physical 
characteristics of stacked layers. 

The electrostatic part of MBVD resonators (Rs, Ro and Co) is directly taken into account in 
the distributed model (related particularly to the area of resonators). However, the motional 
part (Rm, Cm and Lm) is modeled by lumped elements connected through internal ports as 
shown in the example given in Figure 18. 

 
Figure 18. UMTS filter co-simulation 
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Figure 18 shows the co-simulation of a mixed ladder lattice filter in Agilent 
ADS/Momentum environment, including the layout and the motional parts directly derived 
from the previous synthesis. 

4. Fabrication and characterization of BAW resonators and filters 

4.1. Single resonator 

Several BAW devices have been designed using the method proposed previously. 
Molybden is chosen as electrode material and the sputtering method is used. Therefore, AlN 
films have been deposited in (002) direction with the c-axis perpendicular to the substrate 
surface [10-13]. The optimized resonators and filters with the proposed method have been 
fabricated by CEA-Leti [14]. Figures 19 and 20 show a Solidly Mounted Resonator (SMR) 
resonator and a comparison between the simulated result and the measurement data 
respectively. The apodization of the top electrode was used to avoid parasite modes. One can 
observe a good agreement between simulations and measurements. S21 and S11 parameters are 
respectively the forward transmission and the reflection coefficients of the filter. 

 
Figure 19. Structure of SMR resonator 

 
Figure 20. Comparison between the simulated result and the measurement data for SMR resonator 
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The resonant frequency is 2.212 GHz and anti-resonant frequency is 2.152 GHz, which leads 
to a coupling coefficient kt² equal to 6.69%. The quality factor of this resonator is around 200. 

4.2. 2-pole and 3-pole ladder filters 

2-pole and 3-pole filters shown in Figure 21 were fabricated by CEA-Leti. Measurements 
and simulations for each filter are presented respectively in Figures 22 and 23. One can 
observe a good agreement between the measured responses and the simulated ones. The 
measured response of the 2-pole filter presents a passband of 55 MHz centered at 2.13 GHz 
(fractional bandwidth of 2.58 %) and the insertion losses are about 1.5 dB. Similarly, the 3-
pole filter shows a 54 MHz passband at 2.13 GHz (FBW: 2.53 %) and insertion losses of 
approximately 2 dB. 

 
Figure 21. (a) Fabricated 2-pole filter. (b) Fabricated 3-pole filter (top view). 

 
Figure 22. Measured and computed responses (model with losses) of the 2-pole filter 
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Figure 23. Measured and computed responses (model with losses) of the 3-pole filter 

4.3. Differential ladder and lattice filters 

Bandpass filters have been synthesised with differential structures (100input/output 
impedance). These filters have been fabricated by CEA-LETI and UPM (Universidad 
Politécnica de Madrid) [15]. Each resonator is deposited on a Bragg mirror (SiN/SiOC) and is 
built with an Aluminium Nitride (AlN) piezoelectric layer and two Iridium (Ir) electrodes. 
With this technology, top electrode thickness is defined in order to act like a loading layer 
[16, 17] and to reach desired resonant frequency. Ir electrodes are utilized in order to 
enhance electromechanical coupling [18]. Iridium is a metal that presents a high-density [19] 
which leads to a high acoustic impedance, a low electric resistivity, and a specific crystal 
structure that promotes the growth of AlN films of excellent piezoelectric activity [20].  

 
Figure 24. 1.5-stage ladder filter compared to UMTS standard 
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One can notice that there is a good agreement between simulated and measured responses 
in Figures 24 and 25. As electrical losses of Iridium were not characterized before 
simulation, they were not taken into account. Measured insertion losses are about 3dB for 
ladder structure and 6dB for lattice structure. A good out of band rejection is obtained, only 
limited by measurement noise. 

 
Figure 25. 2-stage lattice filter compared to UMTS standard 

5. Integration of BAW components in a transmitter module 

This section deals with the development of a BAW-SMR technology for application to 
mobile multi-standard communication terminals. UMTS and DCS1800 were chosen as 
targeted standards to validate a bi-standard BAW-based RF architecture, presenting both 
reconfigurability of active parts and integration of BAW technology. 

This section presents the first demonstration of a complete UMTS transmitter including a 
CMOS 90nm digital RF signal generator connected to a BAW filter, a Power Amplifier 
(PA) stage and a BAW duplexer. Although the active part was originally designed for 
multi-mode purposes, UMTS standard was chosen to illustrate the proof of concept. The 
purpose is to emphasize the use of BAW-based structure for wireless mobile 
communications.  

In the first section the proposed multi-standard transmission chain will be detailed, and a 
focus on the transmit BAW filter will be discussed. The design and measurement results of 
the stand-alone filter will then be presented before talking about the advantages of this filter 
with the RF signal generator. The BAW duplexer will be described and the measurement 
results of this filter will be detailed. Finally, the full transmitter test bench will be 
highlighted and the measurement results commented on. 
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5.1. RF signal generator 

5.1.1. Third-order delta-sigma modulator 

The architecture presented in Figure 26 is clearly aimed at future software defined terminals 
by pushing the band or standard specific components as close as possible to the antenna. 
The targeted standard is UMTS, one of the main mobile communication standards in Europe 
using 1920 – 1980 MHz frequency band for TX and 2110-2170 MHz frequency band for RX. 
The architecture could easily be extended to additional standards such as DCS or PCS at the 
cost of extra BAW filters for the appropriate frequency bands. 
 

 
Figure 26. Modules definitions for first single standard UMTS transmitter 

Two oversampled low-pass  stages representing I and Q channels, work synchronously to 
generate a high sample rate 1-bit output stream [21] that feeds a digital image-reject mixer 
[22]. This latter stage produces a high frequency sampled two-level RF signal which exhibits 
very good in-band performances and a quantization noise shaping due to  modulation 
[21]. A first stage of filtering precedes the power amplifier whose matching network 
converts a nominal single ended load impedance of 50  to the optimal impedance for the 
active stage. A duplexer is inserted in order to isolate the receiver from the transmitter while 
enabling them to share a common antenna. 

The UMTS transmit filter is designed on a ladder-lattice topology with 50  differential 
input - 100  differential output ports to benefit from advantages of both structures. This 
filter aims at meeting the standard emission mask by lowering the out-of-band quantization 
noise. Figure 27 shows the output spectrum of the digital RF signal generator and indeed 
justifies that the transmitter requires a large amount of out-of-band filtering at the output 
of the  modulators. The most stringent specification for UMTS is the required rejection 
(50 dB) in the RX band (2110 MHz - 2170 MHz). It is very difficult to reach such a high 
rejection at a very close bandwidth from the center frequency band. A typical lattice BAW 
based filter exhibits a typical attenuation of roughly 40-45dB. Consequently, the insertion 
of a duplexer in the UMTS transmission chain is required to achieve this high attenuation 
in the RX band as well as its isolation between the TX and RX paths. The design and 
measurement results of these BAW-based structures are presented in the following 
sections.  
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One can notice that there is a good agreement between simulated and measured responses 
in Figures 24 and 25. As electrical losses of Iridium were not characterized before 
simulation, they were not taken into account. Measured insertion losses are about 3dB for 
ladder structure and 6dB for lattice structure. A good out of band rejection is obtained, only 
limited by measurement noise. 

 
Figure 25. 2-stage lattice filter compared to UMTS standard 

5. Integration of BAW components in a transmitter module 

This section deals with the development of a BAW-SMR technology for application to 
mobile multi-standard communication terminals. UMTS and DCS1800 were chosen as 
targeted standards to validate a bi-standard BAW-based RF architecture, presenting both 
reconfigurability of active parts and integration of BAW technology. 

This section presents the first demonstration of a complete UMTS transmitter including a 
CMOS 90nm digital RF signal generator connected to a BAW filter, a Power Amplifier 
(PA) stage and a BAW duplexer. Although the active part was originally designed for 
multi-mode purposes, UMTS standard was chosen to illustrate the proof of concept. The 
purpose is to emphasize the use of BAW-based structure for wireless mobile 
communications.  

In the first section the proposed multi-standard transmission chain will be detailed, and a 
focus on the transmit BAW filter will be discussed. The design and measurement results of 
the stand-alone filter will then be presented before talking about the advantages of this filter 
with the RF signal generator. The BAW duplexer will be described and the measurement 
results of this filter will be detailed. Finally, the full transmitter test bench will be 
highlighted and the measurement results commented on. 

 
Modeling and Design of BAW Resonators and Filters for Integration in a UMTS Transmitter 341 

5.1. RF signal generator 

5.1.1. Third-order delta-sigma modulator 

The architecture presented in Figure 26 is clearly aimed at future software defined terminals 
by pushing the band or standard specific components as close as possible to the antenna. 
The targeted standard is UMTS, one of the main mobile communication standards in Europe 
using 1920 – 1980 MHz frequency band for TX and 2110-2170 MHz frequency band for RX. 
The architecture could easily be extended to additional standards such as DCS or PCS at the 
cost of extra BAW filters for the appropriate frequency bands. 
 

 
Figure 26. Modules definitions for first single standard UMTS transmitter 

Two oversampled low-pass  stages representing I and Q channels, work synchronously to 
generate a high sample rate 1-bit output stream [21] that feeds a digital image-reject mixer 
[22]. This latter stage produces a high frequency sampled two-level RF signal which exhibits 
very good in-band performances and a quantization noise shaping due to  modulation 
[21]. A first stage of filtering precedes the power amplifier whose matching network 
converts a nominal single ended load impedance of 50  to the optimal impedance for the 
active stage. A duplexer is inserted in order to isolate the receiver from the transmitter while 
enabling them to share a common antenna. 

The UMTS transmit filter is designed on a ladder-lattice topology with 50  differential 
input - 100  differential output ports to benefit from advantages of both structures. This 
filter aims at meeting the standard emission mask by lowering the out-of-band quantization 
noise. Figure 27 shows the output spectrum of the digital RF signal generator and indeed 
justifies that the transmitter requires a large amount of out-of-band filtering at the output 
of the  modulators. The most stringent specification for UMTS is the required rejection 
(50 dB) in the RX band (2110 MHz - 2170 MHz). It is very difficult to reach such a high 
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Figure 27. Spectrum of a  modulated signal, up-converted around the RF carrier. 

5.1.2. BAW filter 

5.1.2.1. Filter synthesis 

The synthesis of a UMTS filter has been performed [23], where a passband is needed for the 
1920 – 1980 MHz range. Important constraints of the UMTS standard [24] are a high 
rejection and a high selectivity. To achieve these performances, a differential mixed ladder-
lattice filter topology [25] with 100differential impedance has been proposed. As 
explained in section 3, a mixed ladder-lattice filter as shown in Figure 28, provides sharp 
band edges and a good rejection in the stopband. 

 
Figure 28. UMTS filter topology 

After synthesis, optimal technological data for unloaded and loaded resonators are found as 
listed in Table 1. Related MBVD elements of each resonator are listed in Table 2 and the 
scattering parameters are given in Figure 29. 
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 fs (MHz) fp (MHz) K²eff (%) Qs Qp 
Unloaded 1954 2004 6.2 500 300 

Loaded 1898 1946 6.1 500 300 

Table 1. Unloaded and loaded resonators given technological data 
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s X1 X2 X3 X4 X5 X6 

Rm () 4.58 5.16 2.82 2.92 1.68 2.12 
Lm (nH) 186.6 216.5 118.3 119 70.4 86.3 
Cm (fF) 35 32 59 56 100 77 
R0 () 0.39 0.43 0.23 0.25 0.14 0.18 
Co (pF) 0.68 0.63 1.16 1.07 1.94 1.47 
Rs () 0.19 0.17 0.19 0.20 0.23 0.22 

Table 2. MBVD elements values of optimised UMTS filter 

 
Figure 29. Scattering parameters of the UMTS filter: (a) wide band performance, (b) in band 
performance, compared to UMTS standard 
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Figure 29. Scattering parameters of the UMTS filter: (a) wide band performance, (b) in band 
performance, compared to UMTS standard 
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One can observe, in Figure 30, that scattering parameters completely fulfill the 
specifications. Moreover, the layout of the filter has been co-simulated with a 2.5D 
electromagnetic software in order to estimate additional losses and to characterize eventual 
couplings due to metallic lines. As shown in Figure 30, the co-simulation is still in line with 
the specifications. 

 
Figure 30. EM co-simulation of the UMTS filter, compared to UMTS standard 

5.1.2.2. Fabrication and measurements 

The filter has been fabricated by CEA-Leti. Each resonator is deposited on a Bragg mirror 
(SiN/SiOC), using an Aluminium Nitride (AlN) piezoelectric layer, two Molybdenum (Mo) 
electrodes and a Silicon Oxide (SiO2) loading layer. A photo of the filter is presented in 
Figure 31. The measured unpackaged quality factor at resonance frequency is close to 800 
for the series resonators and close to 300 for the parallel ones. The measured response of the 
filter is presented in Figure 32. Insertion losses are around 3 dB and the required rejection 
and selectivity are fulfilled. The bandwidth is slightly reduced due to a lower resonant 
frequency for series resonators during fabrication  

 
Figure 31. Fabricated filter with differential accesses. 
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Figure 32. Measurement of the UMTS filter, compared to UMTS standard 

5.2. Complete UMTS transmitter 

5.2.1. RF Signal generator 

The all digital RF signal generator architecture is presented in Figure 33. A first stage 
oversamples the baseband I and Q signals to reach the modulator frequency. The principle 
of ΔΣ modulation and digital mixing has been explained in section 5.1 and one can find 
further explanations in [21]. The generator output signal is a very high speed 1-bit signal with 
bandpass shaped quantization noise centered on the standard transmit band. The differential 
output buffer is able to drive a differential 50Ω load with a 1V power supply, at very low 
output impedance of 0.6Ω. As the BAW filter needs a 50Ω differential input impedance match, 
25Ω resistors need to be inserted between the signal generator and the BAW filter. This very 
simple passive and unfortunately unmatched matching network degrades the filter transfer 
function, introducing ripple in the pass band and lowering out-of-band attenuation. Both the 
RF signal generator and the BAW filter are molded with a resist on a module which is then 
soldered on a larger PCB. The output of this subset circuit is 100 Ω differential [26]. 

The baseband input signals are generated by an external Arbitrary Waveform Generator 
(Tektronix AWG 420), in which a Matlab sequence has been programmed to generate a 
WCDMA modulated signal on I and Q channels. The external clock reference comes from a 
synthesizer delivering a clock signal at 2.6GHz with an output level of –5dBm. This clock is 
the nominal frequency clock of the modulators and of the digital image-reject mixer and 
fully determines the center frequency of the RF signal. Using a 2.6GHz, the ΔΣ generator 
outputs an RF modulated signal at 1.95GHz using the first image-band.  

The measurement results (Figure 34) consist of a spectrum analysis of output signals to 
evaluate the benefits of using BAW filtering in a  modulation approach. It clearly shows 
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that the out-of band quantization noise nearby the central bandwidth has been reduced 
below the noise level of the spectrum analyzer in this setup, due to the near-band high 
rejection of the ladder BAW filter configuration.  Emission specifications in DCS are satisfied 
whereas more than 20dB of attenuation is still needed in UMTS RX band. Far-band filtering 
(thanks to lattice configuration) is also efficient, resulting in more than 35dB attenuation at 
low frequencies. In the first image band, the measured ACLR are 43 and 42dB, respectively 
at 5MHz and 10MHz offsets. The EVM is 3.7% and the measured channel power is -27dBm. 
This low value is due to the use of the first image and the loss in the series resistors. 

The strongest constraint in UMTS transmission architecture is the very high level of rejection 
needed in the UMTS reception band which is very close to the transmission band. The 
measurement results show that a ladder-lattice BAW filter is not sufficient to fulfill this 
specification. A BAW-based duplexer, providing further isolation between both signal paths 
is consequently mandatory and will be described in the following section. 

 
Figure 33. Signal generator and BAW filter architecture (left), photograph of the DS modulator and 
BAW assembly 

 
Figure 34. Delta-sigma digital generator output spectrum before (red) and after (black) BAW filtering 
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5.2.2. BAW duplexer 

The BAW duplexer has been designed using a mix of the exposed BAW filter methodology 
and co-simulation with electromagnetic tools [27], [28], [29]. The topology of this duplexer is 
shown in Figure 35. 

 
Figure 35. BAW duplexer topology 

The BAW duplexer was made with two BAW filters and a glass substrate containing high 
quality passive elements (IPD from ST Microelectronics [30]). Each BAW filter occupies 
1mm². The TX and RX filters were flip-chipped on the 3.9x3.9mm² substrate, as shown in 
Figure 36. 

 
Figure 36. Left: Photograph of bumps and micropackaged TX filter. Center and right: On probe 
measurement of the BAW duplexer 
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The on-probe measurement of the duplexer is performed in two steps, for TX and RX paths 
respectively. This is due to calibration restrictions: two ports are 50  single ended and the 
third one is a 100  differential port, and on probe calibration of the vectorial analyzer is not 
guaranteed in these conditions. Figure 37 shows the comparison between probe 
measurement and backward simulation (taking into account of shifted components 
compared to expected elements in initial simulation). It shows globally a good fitting. The 

 
Figure 37. On probe measurement (blue) and simulation (BAW) – (a) TX path, (b): RX Path 
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only strong difference is the TX isolation at the RX frequency, which is due to grounding 
effects; it disappears when the ground is bounded. It should be noticed that because of the 
one-path measurement conditions, the other path is open, leading to a strong mismatch in 
the adjacent band. Moreover, the unexpected low coupling factor of the resonators and the 
especially balun variations explain the relatively low performances of this duplexer. 

When mounted on board as shown in Figure 38, the BAW duplexer exhibits approximately 
the same performances as on probe, with a better out-of-band rejection. The RX rejection in 
the TX path is better than 40dB, the TX rejection in the RX path is better than 45dB, the TX 
insertion loss evolves from 2.6dB to 4.6dB in the upper border of the band, and the RX 
insertion loss falls from 4.5 to 6dB mainly due to the balun mismatch. 

 
Figure 38. On board mounting of the BAW duplexer. 

5.2.3. Complete transmitter test bench and measurement results. 

Figures 39 and 40 present the measurement setup. Two test benches have been 
implemented: one with the RF signal generator feeding the transmit BAW filter and the PA 
module, and the second one is made of the latter test bench which has been completed by 
the BAW duplexer to get the complete transmitter. 

At the differential output of the RF signal generator board, the BiCMOS7RF differential 
input – single ended output PA is connected. Isolators are placed on each signal path 
between the two boards. The PA exhibits a peak power gain of 13dB at 1.7GHz and almost 
500MHz of -3dB bandwidth with an output compression point of 27.5dBm showing that this 
stage will not contribute to non-linearity with output power below 20dBm. The power gain 
at 1.95GHz is 10.3dB. Figure 41 presents the measured output spectrum for the signal at the 
output of the PA module. 
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Figure 39. Test fixture for the full transmitter 

 
Figure 40. Measurement setup for filtered ΔΣ+ B7RF PA + BAW duplexer (full transmitter) 

 

 
Figure 41. Output spectrum of the power gain stage, zoomed on the bandwidth (left) and full span 
(right) 
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One can observe that as the signal level at the input of the PA is low, there is no “visible” 
distortion on the signal (when looking in-band), and the ACLR level is preserved. When 
investigating a wider frequency window, we see the Sigma-Delta like lower side skirts re-
growing in the band due to the wide-band amplification of the B7RF PA. Finally, a 42dB 
ACLR at 5 and 10MHz from the carrier for a -17.3dBm integrated power is obtained. EVM 
has been measured to be 4%. 

At the single-ended output of the B7RF power amplifier, an isolator and the BAW duplexer 
are connected on the Tx input. The output chain measurements are done on the antenna pin 
of the duplexer demo-board, while the differential output toward the Rx path is shunted to 
50 Ω loads. In figure 42, the filtering role of the duplexer Tx path on the overall transmitted 
signal is clearly shown. The ACLR constraints are generally preserved through the complete 
transmission chain. Moreover, the low-side spectrum re-growth observed in figure 42 is 
swept over by the BAW duplexer Tx filtering path. Finally, a 41dB and 41.7dB ACLR 
respectively at 5 and 10MHz from the carrier for a -20.8dBm integrated power is obtained. 
EVM has been measured to be 5%. 

 

 
Figure 42. Measured wide-band output spectrum and EVM feature for the full transmitter (filtered ΔΣ 
+ B7RF PA + BAW duplexer) 

The complete transmitter is in line with the ACLR and EVM specifications. The transmitter 
was not able to fulfill the transmit power specifications due to some discrepancies on the 
distributed gain over the chain. Nevertheless, spurious emission requirements are almost 
fulfilled, thanks to the BAW high out-of-band rejection. The goal of the presented results 
was to demonstrate a novel type of Software Defined Radio transmitter architecture for W-
CDMA (and DCS) standard(s) with BAW based filter and W-CDMA duplexer. Extra gain 
should be inserted into the whole transmission chain at the price of an increase in EVM and 
non-linearity degradation (lowering the ACLR).  
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6. Conclusion 

In this chapter several methods for BAW devices simulation have been presented and 
investigated. Regarding the efficiency and the rapidity of the needed computation, 
designers could choose the 1D, the co-simulation piezoelectric equations and 2.5 D 
simulations or the full 3D Finite Element Method. The co-simulation equations and 2.5 D 
seems to be the best compromise between simulation time and quality of results. The 
detailed methods have been validated on several types of filters (Ladder, Lattice and mixed 
Ladder-Lattice). Optimization method and tools for filters have also been proposed to 
compute high quality filters (low insertion losses, high rejection, high pole number…). 

BAW based filters and duplexers have then been presented and integrated in a complete 
UMTS transmitter highlighting the advantages of BAW devices. 

Other piezoelectric materials are investigated and appear as promising solutions for 
realizing wide-band filters or sensors [31], [32]. 

Author details 

Matthieu Chatras, Stéphane Bila, Sylvain Giraud, Lise Catherinot,  
Ji Fan, Dominique Cros and Michel Aubourg  
XLIM, UMR CNRS 7262, University of Limoges, Limoges, France 

Axel Flament , Antoine Frappé , Bruno Stefanelli and Andreas Kaiser   
IEMN, UMR CNRS 8520, Villeneuve d’Ascq, France 

Andreia Cathelin  
STMicroelectronics, TR&D, Crolles, France 

Jean Baptiste David and Alexandre Reinhardt  
CEA-LETI, Grenoble, France 

Laurent Leyssenne and Eric Kerhervé  
IMS, UMR CNRS 5818, Université de Bordeaux, Talence, France 

7. References 

[1] K.M.Lakin, G.R. Kline, K.T. Mccarron, “High Acoustic Resonators and Filters”, 1993 
IEEE Microwave Symp. Digest, 3, pp 1517-1520 

[2] K. Y. Hashimoto, “RF Bulk Acoustic Wave Filters for Communications”, Artech House, 
2009. 

[3] A. Shirakawa, JM. Pham, P. JarrY, E. Kerherve, "FBAR Filters Synthesis Method and 
Reconfiguration Trends", Chapter 3 of Microwave Filters and Amplifiers book, pp.19-
47, Research Signpost, 2005. 

 
Modeling and Design of BAW Resonators and Filters for Integration in a UMTS Transmitter 353 

[4] Lakin, K. M., Kline, G. R., and Mccarron, K. T., “Development of Miniature Filters for 
Wireless Application,” IEEE Transaction on Microwave Theory and Techniques, Vol.43, 
2933-2939, 1995 

[5] K. M. Lakin and K. G. Lakin, « Numerical Analysis of Thin Film BAW Resonators », 
Proceedings of Ultrasonics Symposium, Vol. 1, pp. 74-79, October 2003. 

[6] R. Thalhammer, R. Aigner, « Energy loss mechanisms in SMR–type BAW devices », 
Microwave Symposium Digest, 2005 IEEE MTT-S International 12-17 June 2005 

[7] J. F. Rosenbaum “Bulk Acoustic Wave Theory and Devices”, Boston: Artech House, 
1988 

[8] L. Catherinot, S. Giraud, M. Chatras, S. Bila, D. Cros, T. Baron, S. Ballandras, P. 
Monfraix, L. Estagerie “A general procedure for the desing of BAW filters”, 
International Journal of RF and Microwave Computer-Aided Engineering, September 
2011, Vol. 21, Issue 5, pp 458-465. 

[9] http://www.home.agilent.com 
[10] Lanz, R.; Muralt, P. “Solidly mounted BAW filters for 8 GHz based on AlN thin films”, 

IEEE Symp. on ultrasonics, 2003, Vol. 1, pp. 178-181. 
[11] C. Cibert, C. Champeau, M. Chatras, D. Cros and A. Catherinot « Pulsed laser 

deposition of aluminum nitride thin films for FBAR application » Applied Surface 
Science 253 (2007) pp. 8151-8154 

[12] H.P.Loebl, M.Klee, C.Metzmacher, W.Brand, R.Milson And P.Lok “Piezoelectric Thin 
AlN Film for Bulk Acoustic Wave (BAW) Resonators” Materials Chemistry and Physics, 
Vol. 79, pp. 143-146, 2003 

[13] Ylilammi, J.Ella, M.Partanen and J.Kaitila “Thin Film Bulk Acoustic Wave Filter” IEEE 
Transactions on Ultrasonics, Ferroelectrics, and Frequency Control, vol. 49, No. 4, pp. 
535-539, April 2002 

[14] http://www.leti.fr/en 
[15] http://www.upm.es/internacional 
[16] E. Iborra, M. Clement, J. Olivares, S. Gonzalez-Castilla, J. Sangrador, N. Rimmer, A. 

Rastogi, B. Ivira, and A. Reinhardt, “BAW resonators based on AlN with Ir electrodes 
for digital wireless transmissions.” 2008 IEEE Ultrason. Symp. Proc., (2008) pp. 2189-
2192. 

[17] B. Ivira, P. Benech, R. Fillit, F. Ndagijimana, P. Ancey, and G. Parat, “Self-Heating Study 
of Bulk Acoustic Wave Resonators Under High RF Power” IEEE Trans. Ultrason. Ferr. 
Freq. Control, 55, (2008). pp. 139-147. 

[18] A. Reinhardt, F. de Crécy, M. Aïd, S. Giraud, S. Bila, and E. Iborra, “Design of 
Computer Experiments: A powerful tool for the numerical design of BAW filters” 2008 
IEEE Ultrason. Symp. Proc., (2008) pp. 2185-2188. 

[19] A. Devos, E. Iborra, J. Olivares, M. Clement, A. Rastogi, and N. Rimmer, “Picosecond 
Ultrasonics as a Helpful Technique for Introducing a New Electrode Material in BAW 
Technology: The Iridium Case”, 2007 IEEE Ultrason. Symp. Proc., (2007) pp. 1433-1436. 

[20] J. Olivares, M. Clement, E. Iborra, S. González-Castilla, N. Rimmer, and A. Rastogi, 
“Assessment of Aluminum Nitride Films Sputtered on Iridium Electrodes ”, Ultrasonics 
Symposium 2007, pp 1401-1404. 



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 352 

6. Conclusion 

In this chapter several methods for BAW devices simulation have been presented and 
investigated. Regarding the efficiency and the rapidity of the needed computation, 
designers could choose the 1D, the co-simulation piezoelectric equations and 2.5 D 
simulations or the full 3D Finite Element Method. The co-simulation equations and 2.5 D 
seems to be the best compromise between simulation time and quality of results. The 
detailed methods have been validated on several types of filters (Ladder, Lattice and mixed 
Ladder-Lattice). Optimization method and tools for filters have also been proposed to 
compute high quality filters (low insertion losses, high rejection, high pole number…). 

BAW based filters and duplexers have then been presented and integrated in a complete 
UMTS transmitter highlighting the advantages of BAW devices. 

Other piezoelectric materials are investigated and appear as promising solutions for 
realizing wide-band filters or sensors [31], [32]. 

Author details 

Matthieu Chatras, Stéphane Bila, Sylvain Giraud, Lise Catherinot,  
Ji Fan, Dominique Cros and Michel Aubourg  
XLIM, UMR CNRS 7262, University of Limoges, Limoges, France 

Axel Flament , Antoine Frappé , Bruno Stefanelli and Andreas Kaiser   
IEMN, UMR CNRS 8520, Villeneuve d’Ascq, France 

Andreia Cathelin  
STMicroelectronics, TR&D, Crolles, France 

Jean Baptiste David and Alexandre Reinhardt  
CEA-LETI, Grenoble, France 

Laurent Leyssenne and Eric Kerhervé  
IMS, UMR CNRS 5818, Université de Bordeaux, Talence, France 

7. References 

[1] K.M.Lakin, G.R. Kline, K.T. Mccarron, “High Acoustic Resonators and Filters”, 1993 
IEEE Microwave Symp. Digest, 3, pp 1517-1520 

[2] K. Y. Hashimoto, “RF Bulk Acoustic Wave Filters for Communications”, Artech House, 
2009. 

[3] A. Shirakawa, JM. Pham, P. JarrY, E. Kerherve, "FBAR Filters Synthesis Method and 
Reconfiguration Trends", Chapter 3 of Microwave Filters and Amplifiers book, pp.19-
47, Research Signpost, 2005. 

 
Modeling and Design of BAW Resonators and Filters for Integration in a UMTS Transmitter 353 

[4] Lakin, K. M., Kline, G. R., and Mccarron, K. T., “Development of Miniature Filters for 
Wireless Application,” IEEE Transaction on Microwave Theory and Techniques, Vol.43, 
2933-2939, 1995 

[5] K. M. Lakin and K. G. Lakin, « Numerical Analysis of Thin Film BAW Resonators », 
Proceedings of Ultrasonics Symposium, Vol. 1, pp. 74-79, October 2003. 

[6] R. Thalhammer, R. Aigner, « Energy loss mechanisms in SMR–type BAW devices », 
Microwave Symposium Digest, 2005 IEEE MTT-S International 12-17 June 2005 

[7] J. F. Rosenbaum “Bulk Acoustic Wave Theory and Devices”, Boston: Artech House, 
1988 

[8] L. Catherinot, S. Giraud, M. Chatras, S. Bila, D. Cros, T. Baron, S. Ballandras, P. 
Monfraix, L. Estagerie “A general procedure for the desing of BAW filters”, 
International Journal of RF and Microwave Computer-Aided Engineering, September 
2011, Vol. 21, Issue 5, pp 458-465. 

[9] http://www.home.agilent.com 
[10] Lanz, R.; Muralt, P. “Solidly mounted BAW filters for 8 GHz based on AlN thin films”, 

IEEE Symp. on ultrasonics, 2003, Vol. 1, pp. 178-181. 
[11] C. Cibert, C. Champeau, M. Chatras, D. Cros and A. Catherinot « Pulsed laser 

deposition of aluminum nitride thin films for FBAR application » Applied Surface 
Science 253 (2007) pp. 8151-8154 

[12] H.P.Loebl, M.Klee, C.Metzmacher, W.Brand, R.Milson And P.Lok “Piezoelectric Thin 
AlN Film for Bulk Acoustic Wave (BAW) Resonators” Materials Chemistry and Physics, 
Vol. 79, pp. 143-146, 2003 

[13] Ylilammi, J.Ella, M.Partanen and J.Kaitila “Thin Film Bulk Acoustic Wave Filter” IEEE 
Transactions on Ultrasonics, Ferroelectrics, and Frequency Control, vol. 49, No. 4, pp. 
535-539, April 2002 

[14] http://www.leti.fr/en 
[15] http://www.upm.es/internacional 
[16] E. Iborra, M. Clement, J. Olivares, S. Gonzalez-Castilla, J. Sangrador, N. Rimmer, A. 

Rastogi, B. Ivira, and A. Reinhardt, “BAW resonators based on AlN with Ir electrodes 
for digital wireless transmissions.” 2008 IEEE Ultrason. Symp. Proc., (2008) pp. 2189-
2192. 

[17] B. Ivira, P. Benech, R. Fillit, F. Ndagijimana, P. Ancey, and G. Parat, “Self-Heating Study 
of Bulk Acoustic Wave Resonators Under High RF Power” IEEE Trans. Ultrason. Ferr. 
Freq. Control, 55, (2008). pp. 139-147. 

[18] A. Reinhardt, F. de Crécy, M. Aïd, S. Giraud, S. Bila, and E. Iborra, “Design of 
Computer Experiments: A powerful tool for the numerical design of BAW filters” 2008 
IEEE Ultrason. Symp. Proc., (2008) pp. 2185-2188. 

[19] A. Devos, E. Iborra, J. Olivares, M. Clement, A. Rastogi, and N. Rimmer, “Picosecond 
Ultrasonics as a Helpful Technique for Introducing a New Electrode Material in BAW 
Technology: The Iridium Case”, 2007 IEEE Ultrason. Symp. Proc., (2007) pp. 1433-1436. 

[20] J. Olivares, M. Clement, E. Iborra, S. González-Castilla, N. Rimmer, and A. Rastogi, 
“Assessment of Aluminum Nitride Films Sputtered on Iridium Electrodes ”, Ultrasonics 
Symposium 2007, pp 1401-1404. 



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 354 

[21] A. Frappé, A. Flament, B. Stefanelli, A. Kaiser, A. Cathelin, “An all-digital RF signal 
generator using high-speed ΔΣ modulators”, IEEE Journal of Solid-State Circuits, art. 
No. 15, Vol.44, Oct. 2009 

[22] Vankka, J. Sommarek, J. Ketola, I. Teikari, M. Kosunen and K. Halonen, "A Digital 
Quadrature Modulator with on-chip D/A Converter," IEEE Journal of Solid-State 
Circuits, Vol. 38, No. 10, pp. 1635-1642, Oct. 2003. 

[23] S. Giraud, S. Bila, M. Chatras, D. Cros, M. Aubourg, "Bulk acoustic wave filter synthesis 
and optimisation for UMTS application”, EuMW 2009, Rome 

[24]  3GPP UE Radio Transmission and Reception (FDD) TS 25.101. Available at 
http:\\www.3gpp.org\ 

[25] A. Shirakawa, P. Jarry, J.-M. Pham, E. Kerhervé, F. Dumont, J.-B. David, A. Cathelin, 
“Ladder-Lattice Bulk Acoustic Wave Filters: Concepts, Design, and Implementation”, 
International Journal of RF and Microwave Computer-Aided Engineering, 5 June 2008, 
pp.476 

[26]  A. Flament, S. Giraud, S. Bila, M. Chatras, A. Frappe, B. Stefanelli, A. Kaiser, A. 
Cathelin, “Complete BAW filtered CMOS 90nm digital RF signal generator”, Joint IEEE 
North-East Workshop on Circuits and Systems and TAISA Conference, 2009 

[27] E. Kerhervé, J.B. David, A. Shirakawa, M. El Hassan, K. Baraka, P. Vincent, A. Cathelin, 
“SMR-BAW duplexer for W-CDMA application”, Journal of Analog Integrated Circuits 
and Signal Processing,2010. 

[28] A. Shirakawa, P. Jarry, J.M. Pham, E. Kerherve, F. Dumont, J.B. David, A. Cathelin, 
“Ladder-Lattice BAW Filters: Concepts, Design and Implementation” , International 
Journal of RF & Microwave Computer Aided Engineering (RFMiCAE), 2008 

[29] P.Bradly, R.Ruby, J.Larsoniii, Y.Oshmyansky and D. Figueredo “A Film Bulk Acoustic 
Resonator (FBAR) Duplexer for USPCS Handset Applications” IEEE International 
Microwave Symposium Digest 2001, Vol.1, P367-370 

[30]  Calvez, C.; Person, C.; Coupez, J.; Gallée, F.; Gianesello, F.; Gloria, D.; Belot, D.; 
Ezzeddine, H. “Packaged hybrid Si-IPD anrenna for 60 GHz applications”, EuMW 2010, 
pp683-686. 

[31] M. Chatras, L. Catherinot, S. Bila, D. Cros, S. Ballandras, T. Baron, P. Monfraix, L. 
Estagerie “Large Band Pass BAW Filter for Space Applications”IEEE, IFCS, San 
Francisco, May 2011 

[32] T. Baron, J. Masson, D. Gachon, J.P. Romand, S. ALzuaga, L. Catherinot, M. Chatras, S. 
Ballandras. ”A Pressure Sensor based on HBAR micromachined structure” IEEE IFCS, 
New Port(USA), june 2010. 

Chapter 15 

 

 

 
 

© 2013 Li et al., licensee InTech. This is an open access chapter distributed under the terms of the Creative 
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, 
distribution, and reproduction in any medium, provided the original work is properly cited. 

Surface Acoustic Wave Based Magnetic Sensors 

Bodong Li, Hommood Al Rowais and Jürgen Kosel 

Additional information is available at the end of the chapter 

http://dx.doi.org/10.5772/55220 

1. Introduction 

Since the radar system was invented in 1922, the development of devices communicating by 
means of reflected power has experienced a continuously growing interest. In 1948, Harry 
Stockman published a paper [1] in which he laid the basis for the idea of radio frequency 
identification (RFID), and the first patent had been filed in 1973 by Charles Walton. After 
decades of research and commercialization, RFID products became a part of everyday life 
(e.g. logistics, access control, security). With the growing interest in remote and battery-free 
devices, researchers are pushing the boundaries of RFID technology to find solutions in new 
fields like sensing applications. 

For many sensors such as those operated in remote or harsh environments, the sensitivity is 
not the only evaluation criteria. The lifetime, especially of the power source, and the 
complexity added by wiring often demand wireless and passive operation. Batteries have 
limited lifetime and also add to the size and mass of the sensors. Alternatively, energy 
harvesting or an RF-based wireless power supply can be employed [2, 3]. The former 
method depends on environmental conditions such as solar radiation, temperature change, 
chemical reagents, vibration etc., which are often not constantly or not sufficiently available. 
RF power sources, on the other hand, transmit power wirelessly and with full control over 
amount and timing. 

Passive and remote sensors utilizing SAW transponders are devices, which are powered by 
an RF source. These systems require an interrogation device that requests the sensor signal, 
a SAW transponder plus a sensing element and two antennas. The basic idea is that an RF 
signal of certain frequencies generated by the interrogator is received by the SAW 
transponder, which reflects back a signal modified by the sensing element. This signal 
contains the environmental information in an amplitude and phase change, which is 
converted into the physical parameters by the interrogator. In most cases, SAW sensors are 
coded by having different reflector designs in order to have multiple measurement 
capabilities from sensors located in the same interrogation area. A great amount of research 
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chemical reagents, vibration etc., which are often not constantly or not sufficiently available. 
RF power sources, on the other hand, transmit power wirelessly and with full control over 
amount and timing. 

Passive and remote sensors utilizing SAW transponders are devices, which are powered by 
an RF source. These systems require an interrogation device that requests the sensor signal, 
a SAW transponder plus a sensing element and two antennas. The basic idea is that an RF 
signal of certain frequencies generated by the interrogator is received by the SAW 
transponder, which reflects back a signal modified by the sensing element. This signal 
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has been carried out in the past decades in this field, and, as a result, different wireless SAW 
sensors have been developed to measure a variety of physical and chemical parameters 
including temperature, stress, torque, pressure, humidity, magnetic field, chemical vapor 
etc. [4-9]. Several devices are already commercialized [10-12]. 

SAW-based magnetic sensors have, so far, not been studied in detail. Magnetic sensors are 
one of the most pervasive kinds of sensors for a large number of applications and are 
employed in different fields like automotive, biomedical or consumer electronics. 
Integrating magnetic sensors with SAW transponders enables remote and passive operation, 
thereby, opens a door for further applications. Early in 1975, a magnetically tuned SAW 
phase shifter was proposed by Ganguly et al [13]. A thin film of magnetostrictive material 
was fabricated on the delay line of a SAW device. A phase shift was observed due to the 
dependence of the wave propagation velocity on the external magnetic field. Recently, a 
new concept of a magnetic sensor based on a SAW resonator has been published [8]. A 
magnetostrictive material was used to fabricate the interdigital transducers (IDT) of the 
SAW device. The resonant frequency of the device changes with an external magnetic field. 
A different idea was put forth by Hauser and Steindl [14-16] combining a SAW transducer 
with a giant magnetoimpedance (GMI) microwire sensor. The GMI sensor has a magnetic 
sensitivity, at least, one order higher than contemporary giant magnetoresistance (GMR) 
sensors and can be used to measure very low magnetic fields such as those generated by the 
human heart or muscles. A GMI sensor is operated by an ac current and the impedance 
changes upon changes of a magnetic field. This makes it a suitable load for a SAW 
transponder, which converts this impedance change into a magnitude and phase change of 
the reflected acoustic waves. In order to reduce the size and improve the level of integration 
of the senor, a new design of an integrated SAW transponder and thin film GMI sensor has 
been proposed and developed recently by the authors [17, 18]. The SAW transponder and 
GMI thin film were integrated on the same chip using standard micro-fabrication 
technology suitable for mass fabrication. 

The ideal SAW-based magnetic sensor is small and highly integrated, inexpensive, passive, 
remotely controlled and have a high magnetic sensitivity together with a large linear range. 
With regard to these criterions, an SAW-GMI sensor is a very promising candidate. 

SAW-based magnetic sensors have been studied for several years. However, this topic has 
yet not been comprehensively summarized, and the aim of this chapter is to provide a 
systematic review of the past research as well as the latest results. The performance of the 
devices crucially depends on different design parameters in a complex fashion. This will be 
shown by a detailed description and analysis for a device consisting of a SAW transponder 
and GMI thin film sensor.  

2. SAW based passive sensors 

A basic SAW device consists of an input interdigital transducer (IDT) and an output (or 
reflector) IDT, which are fabricated on a piezoelectric substrate. The area between the input 
IDT and output IDT is called the delay line. The IDT is made of two metallic, comb-like 
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structures arranged in an interdigital fashion, whereby the distance between two fingers of a 
comb defines the periodicity (p) (Fig. 1). Upon application of a voltage, charges accumulate 
at the fingers of the IDT depending on the capacitance of the structure. The resulting electric 
field generates stress in the substrate due to the piezoelectric effect. If an ac input voltage is 
applied, the continuously changing polarity of the charges will excite an SAW (Rayleigh 
wave) traveling through the substrate. At the operating (resonant) frequency of the SAW 
device, the value of p equals the wavelength of the SAW, and the SAW amplitude shows a 
maximum value due to constructive superposition. 

 
Figure 1. Schematic of a SAW device. 

2.1. Basics of SAW devices 

SAW Resonant Frequency: The resonant motion of an acoustic resonator is caused by the 
coupling between the transducer (IDT) and the acoustic medium. The resonant frequency, 
or operating frequency, is determined by the periodicity and the acoustic wave velocity (v)   

 � = �
� . (1) 

The value of v mainly depends on the substrate’s material. A typical SAW velocity for 
piezoelectric materials is several thousand meters per second. Due to the intrinsic 
anisotropy of piezoelectric materials, v is dependent on the direction of propagation. Since 
different acoustic modes have different wave velocities, a device can resonate at different 
frequencies. The SAWs are Rayleigh waves, which have a longitudinal and a vertical shear 
component that can couple with any media in contact with the surface. This coupling 
strongly affects the amplitude and velocity of the wave allowing SAW sensors to directly 
sense, e.g., mass loads. 

Electro-Mechanical Coupling Coefficient: The electro-mechanical coupling coefficient (κ) 
defines the conversion efficiency of the piezoelectric material between the electrical and 
mechanical energies, determined by  

 ��� = ������������
�����������������. (2) 
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has been carried out in the past decades in this field, and, as a result, different wireless SAW 
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one of the most pervasive kinds of sensors for a large number of applications and are 
employed in different fields like automotive, biomedical or consumer electronics. 
Integrating magnetic sensors with SAW transponders enables remote and passive operation, 
thereby, opens a door for further applications. Early in 1975, a magnetically tuned SAW 
phase shifter was proposed by Ganguly et al [13]. A thin film of magnetostrictive material 
was fabricated on the delay line of a SAW device. A phase shift was observed due to the 
dependence of the wave propagation velocity on the external magnetic field. Recently, a 
new concept of a magnetic sensor based on a SAW resonator has been published [8]. A 
magnetostrictive material was used to fabricate the interdigital transducers (IDT) of the 
SAW device. The resonant frequency of the device changes with an external magnetic field. 
A different idea was put forth by Hauser and Steindl [14-16] combining a SAW transducer 
with a giant magnetoimpedance (GMI) microwire sensor. The GMI sensor has a magnetic 
sensitivity, at least, one order higher than contemporary giant magnetoresistance (GMR) 
sensors and can be used to measure very low magnetic fields such as those generated by the 
human heart or muscles. A GMI sensor is operated by an ac current and the impedance 
changes upon changes of a magnetic field. This makes it a suitable load for a SAW 
transponder, which converts this impedance change into a magnitude and phase change of 
the reflected acoustic waves. In order to reduce the size and improve the level of integration 
of the senor, a new design of an integrated SAW transponder and thin film GMI sensor has 
been proposed and developed recently by the authors [17, 18]. The SAW transponder and 
GMI thin film were integrated on the same chip using standard micro-fabrication 
technology suitable for mass fabrication. 

The ideal SAW-based magnetic sensor is small and highly integrated, inexpensive, passive, 
remotely controlled and have a high magnetic sensitivity together with a large linear range. 
With regard to these criterions, an SAW-GMI sensor is a very promising candidate. 

SAW-based magnetic sensors have been studied for several years. However, this topic has 
yet not been comprehensively summarized, and the aim of this chapter is to provide a 
systematic review of the past research as well as the latest results. The performance of the 
devices crucially depends on different design parameters in a complex fashion. This will be 
shown by a detailed description and analysis for a device consisting of a SAW transponder 
and GMI thin film sensor.  

2. SAW based passive sensors 

A basic SAW device consists of an input interdigital transducer (IDT) and an output (or 
reflector) IDT, which are fabricated on a piezoelectric substrate. The area between the input 
IDT and output IDT is called the delay line. The IDT is made of two metallic, comb-like 
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structures arranged in an interdigital fashion, whereby the distance between two fingers of a 
comb defines the periodicity (p) (Fig. 1). Upon application of a voltage, charges accumulate 
at the fingers of the IDT depending on the capacitance of the structure. The resulting electric 
field generates stress in the substrate due to the piezoelectric effect. If an ac input voltage is 
applied, the continuously changing polarity of the charges will excite an SAW (Rayleigh 
wave) traveling through the substrate. At the operating (resonant) frequency of the SAW 
device, the value of p equals the wavelength of the SAW, and the SAW amplitude shows a 
maximum value due to constructive superposition. 

 
Figure 1. Schematic of a SAW device. 

2.1. Basics of SAW devices 

SAW Resonant Frequency: The resonant motion of an acoustic resonator is caused by the 
coupling between the transducer (IDT) and the acoustic medium. The resonant frequency, 
or operating frequency, is determined by the periodicity and the acoustic wave velocity (v)   

 � = �
� . (1) 

The value of v mainly depends on the substrate’s material. A typical SAW velocity for 
piezoelectric materials is several thousand meters per second. Due to the intrinsic 
anisotropy of piezoelectric materials, v is dependent on the direction of propagation. Since 
different acoustic modes have different wave velocities, a device can resonate at different 
frequencies. The SAWs are Rayleigh waves, which have a longitudinal and a vertical shear 
component that can couple with any media in contact with the surface. This coupling 
strongly affects the amplitude and velocity of the wave allowing SAW sensors to directly 
sense, e.g., mass loads. 

Electro-Mechanical Coupling Coefficient: The electro-mechanical coupling coefficient (κ) 
defines the conversion efficiency of the piezoelectric material between the electrical and 
mechanical energies, determined by  

 ��� = ������������
�����������������. (2) 
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A high coupling coefficient reduces the insertion loss caused by the energy conversion, 
which results in smaller energy consumption as well as larger effective readout distance of a 
SAW-based wireless sensor.  

SAW Delay Line: The SAW delay line refers to the area between the input IDT and output 
IDT on the substrate (Fig. 1). It creates a time delay between the input signal and the output 
signal depending on the SAW velocity and the length of the delay line. Due to this feature, 
SAW devices are widely used in RF electronics. It is also used in sensing applications, where 
the measurand causes, e.g., a change in the SAW. 

Temperature Coefficient of Delay (TCD): The TCD reflects the temperature dependence of 
the time delay and is connected with the thermal expansion coefficient (α) and the 
temperature coefficient of the phase velocity (TCV) by 

  . (3) 

The temperature dependence of the time delay is the basis of SAW temperature sensors, 
where higher TCD values yield higher sensitivity. However, for other SAW devices, the 
influence of the TCD on the time delay is undesirable and has to be minimized or 
eliminated. For this purpose, temperature compensated cuts of the crystalline substrates are 
employed, where the TCD is minimized over certain temperature ranges [19-20]. 
Piezoelectric bi-layers are another concept that has been utilized in order to compensate the 
TCD in sensing applications [21, 22].  

2.2. Basic design concepts of passive SAW sensors 

Passive SAW sensors typically operate as resonators, delay lines or loaded transponders. In 
case of resonators, the reflection of the interrogation signal from the SAW device is a 
function of the SAW device’s resonant frequency, which depends on the measurand. In case 
of delay lines, the request signal is separated from the response signal by a time difference, 
whereby this time difference depends on the measurand. Similarly, the request signal and 
response signal are separated by a time difference in case of a loaded transponder. 
However, the time difference is constant and the measurand affects the signal amplitude. 
Intrinsic SAW sensors utilize a change of the substrate’s properties. For example, intrinsic 
temperature sensors were realized by detecting the resonant frequency or phase change of 
the SAW in materials with large TCD [23]. Intrinsic stress sensors utilize the length change 
of the delay line caused by mechanical strain applied to the substrate. The stress can be 
evaluated by measuring the SAW phase shift [24]. Extrinsic SAW sensors can be realized by 
integrating a SAW device and an additional sensing element. A common extrinsic sensor 
concept utilizes selective thin films on top of the delay line leading to a change in mass by 
the measurand [13, 25]. This can be, for example, a thin film with high CO2 solubility and 
selectivity [26]. As CO2 dissolves into the film, the additional mass load causes a detectable 
phase shift in the SAW. Another extrinsic concept utilizes a sensitive IDT. For example, in 
case of a magnetostrictive IDT, a magnetic field applied to the sensor causes a change of the 
resonant frequency [8]. A loaded transponder is another extrinsic design, where the output 
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IDT is connected to a sensor, which changes the IDT’s electrical characteristics as a function 
of the measurand. An example for a load sensor is a pair of conducting rods placed in the 
earth with a certain distance from each other. As the water level changes, the resistance 
between the rods changes, which can be detected as a magnitude and phase change of the 
signal reflected from the load IDT [27]. Another example for a load is a giant 
magnetoimpedance sensor [16, 17]. A change in the magnetic field yields a change in the 
sensor’s impedance. Consequently, changes the reflectivity of the output IDT. 

Some SAW sensors, their classification and method of detection are presented in Table 1.  

Sensor Type Commerci
alization 

Year Intrinsic/
Extrinsic

Design Detection 
Method 

Access Paper 

Temperature Yes 1990 Intrinsic Resonator Frequency None [23] 
2003 Intrinsic Delay line Phase  

velocity 
None [28] 

Pressure Yes 2001 Extrinsic Loaded 
Transponder

Phase Capacitive 
pressure sensor 

[25] 

2007 Intrinsic Delay line Phase None [24] 
Bio/Chem No/Yes 2006 Extrinsic Resonator Frequency Thin film [29] 

2011 Extrinsic Delay line Phase Thin film [26] 
2001 Extrinsic Loaded 

Transponder
Amplitude/

Phase 
Conducting rods [30] 

Magnetic No 1975 Extrinsic Delay line Phase Thin film [13] 
2011 Extrinsic Resonator Frequency Magnetostrictive 

IDTs 
[8] 

2006/11 Extrinsic Loaded 
Transponder

Amplitude GMI wire/ thin 
film 

[16,17] 

Sound No 2005 Extrinsic Loaded 
Transponder

Phase Capacitive 
pressure sensor 

[31] 

Torque Yes 1996 Intrinsic Delay line Phase None [32] 

Table 1. SAW-based passive sensors. 

3. Passive and remote SAW-based magnetic sensors  

Magnetic sensors are one of the most versatile sensors employed not only for the task of 
measuring magnetic fields but for a large number of different applications, thereby 
detecting the measurand indirectly, e.g., via a change of material parameters in construction 
monitoring or a change of distance in position monitoring. A passive and remote operation 
of magnetic sensors can be advantageous in many cases and considerably increase their 
applicability.  

A SAW-based passive magnetic sensor can be realized either by adding an additional 
material layer, which is sensitive to magnetic fields, or by loading the output IDT with a 
magnetic sensor. In the first case, the magnetic layer changes the delay line or the resonant 
frequency of the SAW device. While in the second case, the sensor changes the reflection 
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A high coupling coefficient reduces the insertion loss caused by the energy conversion, 
which results in smaller energy consumption as well as larger effective readout distance of a 
SAW-based wireless sensor.  

SAW Delay Line: The SAW delay line refers to the area between the input IDT and output 
IDT on the substrate (Fig. 1). It creates a time delay between the input signal and the output 
signal depending on the SAW velocity and the length of the delay line. Due to this feature, 
SAW devices are widely used in RF electronics. It is also used in sensing applications, where 
the measurand causes, e.g., a change in the SAW. 

Temperature Coefficient of Delay (TCD): The TCD reflects the temperature dependence of 
the time delay and is connected with the thermal expansion coefficient (α) and the 
temperature coefficient of the phase velocity (TCV) by 

  . (3) 

The temperature dependence of the time delay is the basis of SAW temperature sensors, 
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of delay lines, the request signal is separated from the response signal by a time difference, 
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response signal are separated by a time difference in case of a loaded transponder. 
However, the time difference is constant and the measurand affects the signal amplitude. 
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temperature sensors were realized by detecting the resonant frequency or phase change of 
the SAW in materials with large TCD [23]. Intrinsic stress sensors utilize the length change 
of the delay line caused by mechanical strain applied to the substrate. The stress can be 
evaluated by measuring the SAW phase shift [24]. Extrinsic SAW sensors can be realized by 
integrating a SAW device and an additional sensing element. A common extrinsic sensor 
concept utilizes selective thin films on top of the delay line leading to a change in mass by 
the measurand [13, 25]. This can be, for example, a thin film with high CO2 solubility and 
selectivity [26]. As CO2 dissolves into the film, the additional mass load causes a detectable 
phase shift in the SAW. Another extrinsic concept utilizes a sensitive IDT. For example, in 
case of a magnetostrictive IDT, a magnetic field applied to the sensor causes a change of the 
resonant frequency [8]. A loaded transponder is another extrinsic design, where the output 
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IDT is connected to a sensor, which changes the IDT’s electrical characteristics as a function 
of the measurand. An example for a load sensor is a pair of conducting rods placed in the 
earth with a certain distance from each other. As the water level changes, the resistance 
between the rods changes, which can be detected as a magnitude and phase change of the 
signal reflected from the load IDT [27]. Another example for a load is a giant 
magnetoimpedance sensor [16, 17]. A change in the magnetic field yields a change in the 
sensor’s impedance. Consequently, changes the reflectivity of the output IDT. 

Some SAW sensors, their classification and method of detection are presented in Table 1.  

Sensor Type Commerci
alization 

Year Intrinsic/
Extrinsic

Design Detection 
Method 

Access Paper 

Temperature Yes 1990 Intrinsic Resonator Frequency None [23] 
2003 Intrinsic Delay line Phase  

velocity 
None [28] 

Pressure Yes 2001 Extrinsic Loaded 
Transponder

Phase Capacitive 
pressure sensor 

[25] 

2007 Intrinsic Delay line Phase None [24] 
Bio/Chem No/Yes 2006 Extrinsic Resonator Frequency Thin film [29] 

2011 Extrinsic Delay line Phase Thin film [26] 
2001 Extrinsic Loaded 

Transponder
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Phase 
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2011 Extrinsic Resonator Frequency Magnetostrictive 
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[8] 

2006/11 Extrinsic Loaded 
Transponder

Amplitude GMI wire/ thin 
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Phase Capacitive 
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Torque Yes 1996 Intrinsic Delay line Phase None [32] 

Table 1. SAW-based passive sensors. 

3. Passive and remote SAW-based magnetic sensors  

Magnetic sensors are one of the most versatile sensors employed not only for the task of 
measuring magnetic fields but for a large number of different applications, thereby 
detecting the measurand indirectly, e.g., via a change of material parameters in construction 
monitoring or a change of distance in position monitoring. A passive and remote operation 
of magnetic sensors can be advantageous in many cases and considerably increase their 
applicability.  

A SAW-based passive magnetic sensor can be realized either by adding an additional 
material layer, which is sensitive to magnetic fields, or by loading the output IDT with a 
magnetic sensor. In the first case, the magnetic layer changes the delay line or the resonant 
frequency of the SAW device. While in the second case, the sensor changes the reflection 
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signal of the output IDT. Since SAW devices are operated by RF power, the sensor element 
has to work at the operation frequency of the SAW device. Among the available magnetic 
sensors, GMI sensors are the most suitable candidates as they have a high magnetic 
sensitivity as well as a high operating frequency. 

3.1. Magnetostrictive SAW devices  

Magnetostriction defines the relationship between the strain and the magnetization states of 
a material. It is an important property of ferromagnetic materials and was first observed by 
James Joule in 1842 in nickel samples. For a positive/negative magnetostrictive material, an 
applied magnetic field causes the material to expand/shrink in the field direction. Inversely, 
when a stress is applied to the magnetostrictive material, its magnetic anisotropy will 
change accordingly.   

A magnetostrictive-piezoelectric resonator consists of amorphous magnetostrictive material 
layers as the electrodes sandwiching a piezoelectric core (Fig. 2). An ac signal applied to the 
electrodes causes the quartz layer to oscillate. The resonant frequency of this oscillation 
depends on the thickness of the piezoelectric material, the crystal orientation, temperature 
and mechanical stress, etc. 

 
Figure 2. Structure of a composite magnetostrictive/piezoelectric resonator. The magnetic anisotropy is 
perpendicular to the external magnetic field Hdc. 

When a magnetic field Hdc is applied, the length change induced in the magnetostrictive film 
exerts stress to the piezoelectric material and, consequently, shifts the resonant frequency of 
the device. Utilizing this concept, a magnetic sensitivity high enough to detect the terrestrial 
field has been achieved [33]. In a similar work, a magnetostrictive-piezoelectric tri-layer 
structure has been embedded in a coil. The dc magnetic field sensitivity was as high as 10-8 T 
[34]. 

3.1.1. Passive resonator  

A SAW-based, passive resonator for magnetic field detection was developed recently by 
Kadota et al [8]. Nickel, which is a negative magnetostrictive material, was used to fabricate 
the sensing IDT on a quartz substrate (Fig. 3). Upon the application of a magnetic field, 
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stress will be induced to the substrate by the IDT change causing a change in the resonant 
frequency. This sensor showed a frequency change of 200 ppm for a magnetic field of 100 
mT applied perpendicularly to the direction of SAW propagation. 

 
Figure 3. Schematic of a magnetic sensor device using a magnetostrictive IDT on a SAW substrate. 

3.1.2. Passive phase shifter 

A magnetically tuned SAW phase shifter is a one-port SAW structure with a magnetic 
sensing functionality achieved through a delay line sensitive to magnetic fields. This idea 
was first introduced by Ganguly et al in 1975 [13]. In their device, the acoustic velocity is 
varied by an external magnetic field. This functionality is facilitated by a magnetostrictive 
thin film deposited on top of the delay line (Fig. 4). The propagation velocity of the SAW in 
the film region depends on the magnetic field. Hence, there is a correlation between the time 
shift of the reflected signal and the magnetic field.  

 
Figure 4. Schematic of a magnetically tuned SAW wave phase shifter. 

Later, research efforts focused on different magnetostrictive materials and measurement 
methods [9, 35, 36], and a magnetic sensitivity of 10-4 %/kOe was achieved. 

3.2. SAW-GMI sensors 

A SAW-based, magnetic and passive sensors comprises a two-port SAW transponder and a 
magnetic sensor acting as a load at the output IDT. Among the available magnetic field 
sensors, giant magnetoimpedance (GMI) sensors offer favorable characteristics like high 
sensitivity to magnetic fields and high operation frequency (compatible with SAW 
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stress will be induced to the substrate by the IDT change causing a change in the resonant 
frequency. This sensor showed a frequency change of 200 ppm for a magnetic field of 100 
mT applied perpendicularly to the direction of SAW propagation. 
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transponders) making them a very suitable load. SAW-GMI sensors have been fabricated by 
combining SAW transponders with GMI wire sensors as well as thin film GMI sensors. Both 
of these methods have shown a higher magnetic sensitivity than direct designs. 

3.2.1. Basics of GMI sensors  

The GMI effect was first observed in Co-based amorphous wires by Panina and Mohri in 
1994 [37] and has since attracted strong interest due to its sensitivity enabling magnetic field 
measurement with a nT resolution. The GMI effect is the impedance change of an ac-
powered ferromagnetic conductor upon the change of a magnetic field. The relative 
impedance change, also called GMI ratio, is expressed as 

 GMI Ratio (%) = 100% × �(�)��(��)
�(��)    or   GMI Ratio (%) = 100% × �(�)��(����)

�(����)  , (4) 

where Z(H0) is the impedance at zero magnetic field and Z(Hmax) is the impedance at 
saturation field. Both definitions have particular aspects that should be considered. In case 
of the first expression, Z(H0) depends on the remanent state of the magnetic material while, 
in the second case, Z(Hmax) is not always achievable and equipment dependent. 

The GMI effect is explained by classical electromagnetism. The change of the complex 
impedance mainly originates from the skin effect in conjunction with a change of the 
complex permeability. Analytically, the complex impedance (Z) of a conductor is defined by 

 � = ���
��� =

� �
���(�)��
	
�
∬ ����	
�

, (5) 

where Uac is the applied ac voltage, Iac is the current, L is the length and σ the conductivity. S 
and q refer to the surface and the cross section of the conductor, respectively. Jz is the current 
density in the longitudinal direction obtained by solving Maxwell’s equations. In 
ferromagnetic materials, by neglecting displacement currents (�� = �), Maxwell’s equations 
can be written as follows: 

 � × � = �, (6) 

 � × � = � ��
�� (�� � �� ), (7) 

 � � (� ��) = 0, (8) 

J is the current density, H is the applied magnetic field, M is the magnetization of the 
ferromagnetic material, ρf is the free charge density and μ0 is the permeability of vacuum. 
From Equ. (6) to (8), the expression 

 ��� � ��
�� �� =

��
�� �� � �(� � �),	 (9) 

can be derived. Equ. (9) can be solved using the Landau-Lifshitz equation, which relates M 
and H 
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 �� = �� ����� − �
��
� ��� , (10) 

where γ is the gyromagnetic ratio, Ms is the saturation magnetization, α is the damping 
parameter and Heff is the effective magnetic field expressed as [30] 

 ���� = � +�� + ��
����

��� (11) 

where H is the internal magnetic field that includes the applied field and demagnetizing 
field, Ha is the anisotropy field and A is the exchange stiffness constant.. 

By combining Equ. (5) to (11), a theoretical impedance model can be evaluated for GMI 
sensors with different geometries [37-40].  

Although the experimentally obtained GMI effect shows a large sensitivity compared to 
other effects exploited for magnetic sensors, the theoretically estimated values have not been 
achieved yet. Therefore, a lot of effort has been put into improving the magnetic properties 
of GMI materials [41-44]. At the same time, GMI sensors of different structures have been 
developed such as glass-coated wires, thin films, multi layer thin films, meander structures, 
ribbons, etc. [45-47] 

3.2.2. Wire GMI sensors  

As the first discovered GMI sensor structures, GMI wire sensors have been extensively 
studied. Based on the classical electromagnetism, the theoretical model of the GMI wire is 
(Panina et al, 1994) [37] 

 � = �������������������  ,   (12) 

where  

 �� = ���
��     (13) 

and 

 �� = �
�������∅

.  (14) 
 

Rdc is the dc resistance of the wire, ζ 0, ζ 1 are the Bessel functions, r is the radius of the wire, j 
is the imaginary unit, δm is the penetration depth, c is the speed of light, f is the frequency of 
the ac current, μø is the circumferential magnetic anisotropy. The origin of the GMI effect lies 
in the dependence of μø on an axial magnetic field resulting in a change of δm. In order to 
obtain a high GMI ratio, the value of δm has to be close to the thickness of the conductor. 
Hence, the thinner a ferromagnetic conductor and the lower its permeability, the higher the 
operation frequency required. A well-defined circumferential magnetic anisotropy in 
combination with a soft magnetic behavior is desirable, since it will provide a large 
permeability change for small magnetic fields. 
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where γ is the gyromagnetic ratio, Ms is the saturation magnetization, α is the damping 
parameter and Heff is the effective magnetic field expressed as [30] 

 ���� = � +�� + ��
����

��� (11) 

where H is the internal magnetic field that includes the applied field and demagnetizing 
field, Ha is the anisotropy field and A is the exchange stiffness constant.. 

By combining Equ. (5) to (11), a theoretical impedance model can be evaluated for GMI 
sensors with different geometries [37-40].  

Although the experimentally obtained GMI effect shows a large sensitivity compared to 
other effects exploited for magnetic sensors, the theoretically estimated values have not been 
achieved yet. Therefore, a lot of effort has been put into improving the magnetic properties 
of GMI materials [41-44]. At the same time, GMI sensors of different structures have been 
developed such as glass-coated wires, thin films, multi layer thin films, meander structures, 
ribbons, etc. [45-47] 

3.2.2. Wire GMI sensors  

As the first discovered GMI sensor structures, GMI wire sensors have been extensively 
studied. Based on the classical electromagnetism, the theoretical model of the GMI wire is 
(Panina et al, 1994) [37] 

 � = �������������������  ,   (12) 

where  

 �� = ���
��     (13) 

and 

 �� = �
�������∅

.  (14) 
 

Rdc is the dc resistance of the wire, ζ 0, ζ 1 are the Bessel functions, r is the radius of the wire, j 
is the imaginary unit, δm is the penetration depth, c is the speed of light, f is the frequency of 
the ac current, μø is the circumferential magnetic anisotropy. The origin of the GMI effect lies 
in the dependence of μø on an axial magnetic field resulting in a change of δm. In order to 
obtain a high GMI ratio, the value of δm has to be close to the thickness of the conductor. 
Hence, the thinner a ferromagnetic conductor and the lower its permeability, the higher the 
operation frequency required. A well-defined circumferential magnetic anisotropy in 
combination with a soft magnetic behavior is desirable, since it will provide a large 
permeability change for small magnetic fields. 
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Different amorphous and ferromagnetic materials were used to fabricate GMI wires [48], 
and various fabrication methods were developed such as melt spinning, in-rotating water 
spinning, glass-coated melt spinning etc. [45, 49, 50]. Glass-coated micro-wires (Fig. 5) 
present outstanding properties in terms of the magnetic anisotropy distribution, which is 
reinforced by the strong mechanical stress induced by the coating. (CoxFe1-x)72.5Si12.5B15 is one 
of the most typical materials. By adjusting x from 0 to 1, the magnetostriction of the material 
changes from positive at high Fe content to negative at high Co content. Negative 
magnetostrictive compositions in combination with the compressive, radial stress induced 
by quenching and the glass coating provide the best results, since it supports a strong 
circumferential anisotropy.  

 
Figure 5. SEM image of a glass-coated amorphous micro-wire (Courtesy of M. Vazquez, Inst. Materials 
Science of Madrid, CSIC). 

 
Figure 6. GMI ratio of Co67Fe3.85Ni1.45B11.5Si14.5Mo1.7 glass-coated wires with different geometric ratio ρ 
(the metallic nucleus diameter to the total microwire diameter) at 10 MHz.  

Wire-type GMI sensors provide the best performance in terms of the GMI ratio with values 
as high as 615% (Fig. 6) achieved with optimized glass coated microwires (Zhukova et al, 
2002) [43]. The value of the magnetic field at which the maximum GMI ratio is obtained 
increases as the diameter of the magnetic nucleus decreases compared to the diameter of the 
glass coating. This is attributed to the different anisotropies induced by the stress from the 
coating. Due to the high sensitivity provided by GMI wires they have been commercialized 
despite the facts that fabrication is not silicon based, does not use standard microfabrication 
methods and, as a consequence, integration with electronics is complex. 
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Figure 7. (a) Layout of the commercialized GMI sensor from Aichi Steel Co. (b) Noise output of the 
GMI sensor. 

Fig. 7 shows a GMI sensor developed by Aichi Steel Co., which has a very high sensitivity of 
1 V/μT and a noise level of 1 nT [51].  

3.2.3. Ribbon GMI sensors 

Magnetic ribbons discussed in this section are planar structures of rectangular shape with a 
thickness of a few tens of micrometers and a length and width from several millimeters to 
centimeters. Similar to the micro-wires, magnetostriction is utilized in order to create certain 
anisotropies during the ribbon’s fabrication. Magnetic ribbons that exhibit a strong GMI 
effect have a high permeability as well as a transversal magnetic anisotropy.  

For a planar film of infinite width, the impedance is given by  

 � � ���� · ���� ��������� ) , (15) 

where Rdc is the dc resistance, a is the thickness of the ribbon, k and δm can be obtained from 
Equ. (14) with the only difference that μø represents the transversal permeability instead of 
the circumferential one [52]. 

Again, Fe- and Co-based amorphous alloys are preferably used as the magnetic material. 
The standard fabrication method for the ribbons is melt spinning, where a rotating copper 
wheel is used to rapidly solidify the liquid alloy. This method produces magnetic ribbons 
with a thickness of about 25 μm and a width of several mm. With this thickness, ribbon GMI 
sensors operate at comparably low frequencies of hundred kHz up to a few MHz. A GMI 
ratio of, e.g., 640% has been obtained with a GMI ribbon made of Fe71Al2Si14B8.5Cu1Nb3.5 at 5 
MHz [53]. 

3.2.4. Thin film GMI sensors 

In theory, a single layer magnetic thin film is similar to a magnetic ribbon, and the same 
analytical expressions are applied for modeling the GMI effect. Practically, the main 
difference is the fabrication method. Thin film fabrication is a standard micro-fabrication 
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technology producing a film thickness of some nanometers up to a few micrometers. Thin 
film GMI sensors are of great interest due to the advantages arising from the fabrication in 
terms of the flexibility in design and integration. They can easily be fabricated on the same 
substrate as the electronic circuit and other devices. In the context of passive and remote 
sensors, this is particularly relevant, since the GMI element can be easily integrated with an 
SAW device. For this reason, GMI thin film sensors will be discussed in more detail and our 
recent results will be presented. 

Compared to wires and ribbons, the results obtained with thin film sensors have not been as 
good, and the highest GMI ratios reported are around 250% [42]. This may be due to the 
differences in the magnetic softness as well as the magnetic anisotropy, which is very well 
established in circumferential and transversal direction in wires and ribbons, respectively, 
and is difficult to control in thin films. In thin films transverse anisotropy is mainly realized 
through magnetic field deposition or field annealing, Fig. 8 (a) and (b) show the 
magnetization curve and domain structure of a Ni80Fe20 thin film (100nm thick) fabricated 
under a magnetic field of 200 Oe during deposition. A magnetic easy axis and domain 
structures in transverse direction are observed. Due to the small thickness, thin film GMI 
sensors normally operate at a higher frequency from hundred MHz to several GHz where 
the penetration depth is in the range of the film thickness.  

 
Figure 8. (a) Magnetization curves obtained by vibrating sample magnetometry of a magnetic thin film 
(100nm of Ni80Fe20) in transversal and longitudinal directions. (b) Domain pattern of the magnetic layer. 
(c) Schematic of a typical multi layer GMI structure. The arrows in the ferromagnetic material indicate 
the magnetization of individual domains (simplified). Upon application of an external magnetic field 
Hext, the magnetization rotates into the direction of Hext (dotted arrows).  

In general, a GMI sensor with high sensitivity consists of a stack of several material layers. 
In case of a tri-layer element, one conducting layer is sandwiched between two magnetic 
layers as shown in Fig. 8 (c). The conducting layer ensures a high conductivity and, in 
combination with the highly permeable magnetic layers, a large skin effect is obtained [51, 
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54]. An alternating current Iac mainly flowing through the conductor generates a transversal 
flux Btran, which magnetizes the magnetic layers. Upon the application of an external field 
Hext in longitudinal direction, the magnetization caused by Iac will be changed. This is 
equivalent to a change of the transversal permeability of the magnetic layers and is reflected 
by an impedance change.  

The analytical model of the impedance for a magnetic/conducting/magnetic tri-layer 
structure is given by  

 � � ������ � ��� ����
���
) ,   (16) 

where Rdc is the dc resistance of the inner conductor, 2d1 is the thickness of the conductor, d2 
is the thickness of the magnetic layers as shown in Fig. 8 (c) and δc is the penetration depth 
of the conducting layer [39].  

Analytical solutions for the impedance of thin film GMI sensors can only be found for rather 
simple structures. In order to calculate the impedance of more complicated geometries, for 
example, a sandwich structure with isolation layers between the conductor and the 
magnetic layers [41], a meander structure multilayer [46] or to take into account edge effects, 
the finite element method (FEM) provides a viable solution [55]. 

Fig. 9 shows the comparison of the GMI ratios simulated for a single magnetic layer, a tri-
layer structure made of a magnetic/conducting/magnetic stack and a five-layer structure 
with isolation layers between the conducting and magnetic layers using the FEM. The 
simulated GMI sensors have a width of w = 50 μm and length of l = 200μm. The magnetic 
layers have a thickness of tmag = 1 μm and the conducting layer has a thickness of tmet = 4 μm. 
The material of the isolation layer is SiO2 with a thickness of 1μm. The conductivity of the 
ferromagnetic and conducting layers are 7.69×105 S/m ((CoFe)80B20) and 4.56×107 S/m (Gold), 
respectively. All parameters including Ms = 5.6×105 A/m, � = 2.2×105 m/(A·s), α = 0.3, Ha= 
1890 A/m and are taken from literature [56]. 

 
Figure 9. Simulated GMI ratios of single layer, sandwiched multilayer and isolated sandwiched 
multilayer structures.  
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The results clearly show the performance increase achieved with the multilayer structures. 
Specifically, the isolated sandwich structure has a superior performance, which is due to 
preventing the current from flowing in the magnetic layer. 

For the fabrication of thin film GMI sensors, Co-based and Fe-based amorphous magnetic 
alloys were used in earlier studies. Recently, permalloy, which is a NiFe compound, became 
popular as it provides very high permeability, zero magnetostriction and simple fabrication. 
Meander shaped multilayers and different stacks of magnetic and conductive layers using 
permalloy were developed. Some results are summarized in Table 2. 
 

Year Material Frequency GMI Ratio 
(%) 

Sensitivity 
(%/Oe) 

Reference 

1999 FeNiCrSiB/Cu/FeNiCrSiB 13MHz 77 2.8 [57] 
2000 FeSiBCuNb/Cu/FeSiBCuNb 13MHz 80 2.8 [58] 
2004 Ni81Fe19/Au/Ni81Fe19 300MHz 150 30 [59] 
2004 (Ni81Fe19/Ag)n 1.8GHz 250 9.3 [42] 
2005 FeCuNbSiB/SiO2/Cu/SiO2/FeCuNbSiB 5.45MHz 33 1.5 [60] 
2011 NiFe/Ag/NiFe 1.8GHz 55 1.2 [61] 
2011 NiFe/Cu/NiFe 20MHz 166 8.3 [62] 

Table 2. Recent results on thin film GMI sensors. 

GMI thin film sensors not only offer the advantages of standard microfabrication and 
straight-forward integration with SAW devices, but, as can be seen from Table 2, the 
operation frequency of GMI thin film sensors is also compatible with the one of SAW 
devices (usually from hundred MHz to several GHz and can be adjusted within a wide 
range.  

3.2.5. Integrated SAW-GMI sensor 

In the first studies, SAW transponders and GMI wire sensors were combined to form remote 
devices [14-16]. GMI wires were selected for their high sensitivity, and they were bonded to 
the output IDT of the SAW device, which operated as a reflector, in order to act as load 
impedance. The strong dependence of the impedance on magnetic fields causes a 
considerable amplitude dependence of the reflected signal on magnetic fields. Even though 
these studies provided good results for passive and remote magnetic field sensors, the 
fabrication method for the GMI wires, which is not compatible with standard 
microfabrication, is a considerable problem with respect to reproducibility and costs, hence, 
hindering commercial success of such devices. In order to conquer this problem, a fully 
integrated SAW-GMI design utilizing standard microfabrication processes is required. The 
most viable option is a thin film GMI sensors for the following reasons: 

1. Thin film GMI sensors can be produced by the same metallization processes as the SAW 
transponders and on the same substrate. 
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2. Standard photolithography technique guarantees an accurate and reproducible 
alignment of the two devices. 

3. Thin film GMI sensors provide a wide range of working frequencies up to GHz, which 
matches the high frequency requirement of the SAW transponders. 

4. Thin film GMI sensor can have a minimized and flexible design as well as large 
magnetic field sensitivity.  

In this section, a detailed description of our recent work on the design, fabrication and 
testing of an integrated SAW-GMI sensor is presented. 

Design 

Fig. 10 shows a schematic of a GMI thin film sensor integrated with a SAW transponder. A 
wireless signal applied to the source IDT (IDT1) is converted to an SAW and propagates 
towards the other end of the substrate, where it is reflected from the reference IDT (IDT2) 
and the load IDT (IDT3). The reflected waves containing the reference and load information 
are received by IDT1 at different time instants and reconverted to a wireless electrical signal 
sent out via the antenna.  

 
Figure 10. Schematic of an integrated passive and remote magnetic field sensor consisting of a SAW 
transponder and thin film GMI sensor. 

In order to obtain high magnetic field sensitivity, the GMI sensor is matched to the output 
port (IDT3) at the working frequency of the SAW device. As the impedance of the GMI 
sensor changes with an applied magnetic field, the matching deteriorates, which causes the 
amplitude of the signal reflected from IDT3 to change. Since the piezoelectric material is 
sensitive to environmental changes, e.g. temperature, a reference IDT is used to provide a 
signal that enables the suppression of such noise by means of signal processing. Two 
metallic pads next to the input and output IDTs act as mechanical absorbers and suppress 
reflections from other structures on the substrate or the edge of the substrate.  

Matching the sensor load to the optimal working point of IDT3 is a crucial aspect in the 
device design. Therefore, the influence of the load on the signal reflected from IDT3 is 
simulated. The interaction of a SAW with an IDT can be described by the P-matrix model 
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introduced by Tobolka [63]. As shown in Fig. 11, P11 is the acoustic wave reflection at the 
output IDT [24]. Specifically, the dependence of P11 on the load impedance Z = Z(Hext) + Zm, 
where Z(Hext) is the impedance of the GMI element and Zm is the matching impedance, is 
expressed as 

 ���(�) = 	������ +	 �����
�

�����
�
 , (17) 

where P11,sc is the short circuit reflection coefficient, P13 is the electro-acoustic transfer 
coefficient and P33 is the input admittance of the transducer. In order to have a large change 
of P11, which is equivalent to the sensitivity of the SAW device loaded by an impedance 
sensor, the influence of Z in equation (17) needs to be large. Therefore, a SAW transducer 
with a small P11,sc and large P13 will provide a large sensitivity. P11,sc can be minimized by 
using a double electrode IDT design as shown in Fig. 10, which provides cancelation of the 
internal mechanical reflections of the IDT. 

 
Figure 11. Electric and acoustic ports of the SAW sensor  

The electro-acoustic transfer coefficient P13 and input admittance P33 can be obtained by, 

 ��� = �
�����

��(� � �����) (18) 

 ��� = ������ + ���
�� (� � �����) (19) 

Where rm is the ratio of the electrical to acoustical transformer, CIDT is the capacitance of the 
IDT, Za is the acoustic impedance and �� is the transit angle [63]. 

Since the GMI sensor is an inductive element, matching is accomplished by a series 
capacitance resulting a load impedance  

 Z = 1/jωCm + R +jωL(Hext), (20) 

where Cm is the matching capacitance, R is the average resistance (over the considered 
magnetic field range) of the GMI sensor and L(Hext) the inductance of the GMI sensor. 
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Fig. 12 (a) shows the simulation result of the IDT’s reflectivity as a function of the load. The 
slope of this plot corresponds to the magnetic field sensitivity. Therefore, the optimum 
matching capacitance can be determined. Fig. 12 (b) presents the rate of change of P11 for 
1nH inductance changes (corresponding to a field change of approximately 50A/m). The 
result shows that with the optimum matching capacitance a maximum reflectivity change 
rate of 0.3dB/nH can be achieved. As the fabricated GMI sensor has an inductance change 
from 5nH to 15nH, a reflectivity change of 3dB can be expected. 

 
Figure 12. (a) Magnitude P11 as a function of the matching capacitance and sensor inductance. (b) Rate 
of change (absolute value) of P11 for 1nH load inductance change.  

The piezoelectric substrate chosen for this application is LiNbO3 as it provides a strong 
electromechanical coupling corresponding to a high value of P13. The detailed design 
parameters of the SAW transponder are shown in Tab. 3. The working frequency of the 
device is 80MHz, resulting in a periodicity p of 50μm (Equ. (1). The value of p determines 
the electrode width and gap. The distances between the IDTs yield a 1.25μs delay between 
IDT1 and IDT2 and a 0.625μs delay between IDT2 and IDT3. 
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The GMI sensor consists of a tri-layer structure with two ferromagnetic layers of 100nm in 
thickness made of Ni80Fe20 and a conducting copper layer with a thickness of 200nm. The 
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introduced by Tobolka [63]. As shown in Fig. 11, P11 is the acoustic wave reflection at the 
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�����
�
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where P11,sc is the short circuit reflection coefficient, P13 is the electro-acoustic transfer 
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Figure 11. Electric and acoustic ports of the SAW sensor  
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Where rm is the ratio of the electrical to acoustical transformer, CIDT is the capacitance of the 
IDT, Za is the acoustic impedance and �� is the transit angle [63]. 
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where Cm is the matching capacitance, R is the average resistance (over the considered 
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The GMI sensor consists of a tri-layer structure with two ferromagnetic layers of 100nm in 
thickness made of Ni80Fe20 and a conducting copper layer with a thickness of 200nm. The 
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sensor has a rectangular geometry of 100 μm× 4000 μm. The conducting layer is connected 
to the IDT3 [18]. 

Fabrication 

The fabrication of the combined device is accomplished in several steps as shown in Fig. 13. 
On a LiNbO3 wafer, a 40 nm Ti adhesion layer and 200 nm gold layer are sputter deposited 
and patterned by ion milling into individual SAW devices. The leads and SMD footprints 
are designed together with the SAW device to facilitate an on-chip impedance matching 
circuit, which was accomplished by a 150pF capacitor connected in series with the GMI 
element. The GMI element comprises a tri-layer structure (Ni80Fe20(100nm) / Cu(200nm) / 
Ni80Fe20(100nm)) deposited at room temperature with a uniaxial magnetic field of 200 Oe 
applied in the transversal direction.  

 
 

 
Figure 13. Fabrication flow chart of the integrated SAW-GMI device. 

Results 

A network analyzer (Agilent E8363C) is used to apply an RF signal to IDT1 and measure the 
electric reflection coefficient (S11) of the input IDT, which is related to the admittance matrix 
of the whole device and P11. The time domain signal of S11 is converted from the frequency 
domain using fast Fourier transform. As shown in Fig. 14 (a), two reflection peaks at 2.45μs 
and 3.55μs are observed indicating the reflections from the reference IDT and the load IDT 
accordingly. The magnetic response of the integrated device is determined by applying a 
variable magnetic field in longitudinal direction to the device. A 2.4dB amplitude change of 
the reflection signal can be observed. A comparison of the simulated and experimental 
results together with the measured GMI ratio curve is shown in Fig. 14 (b). 
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Figure 14. (a) Time domain measurement of the SAW-GMI device. Inset: Frequency domain 
measurement. (b) Comparison of the simulated and experimental device response together with the 
measured GMI ratio curve.  

4. Potential applications  

Magnetic field sensors are one of the most widely used sensors and employed for many 
different applications. Current commercial magnetic sensors are wire connected to a circuit 
providing power and readout. These wire connections prevent the sensors from being used 
for certain applications. In addition, as the complexity and the number of devices, increases 
in modern systems such as automobiles, wire connections are becoming an increasing 
problem due to limited space. For those and other reasons, wireless solutions are being 
much sought after.  

As pointed out in the previous sections, SAW-based sensors have been developed for 
different applications, and this technology also provides a platform for realizing wireless 
and passive magnetic sensors. They can provide solutions for various applications, for 
example, where the sensors have to withstand harsh environmental conditions or are 
required to have a long lifetime without maintenance.  

Out of the countless applications for SAW-based passive and remote magnetic field sensors, 
a few will be highlighted in the following. 

Nanotechnology and miniaturized systems are becoming increasingly popular in the 
biomedical field. Technologies based on magnetic effects are of particular interest since they 
can be controlled remotely via magnetic fields. For example, NVE Corporation recently 
developed a battery operated magnetic sensor to be used as a magnetic switch for 
implantable devices. When a magnetic field is applied, the sensor turns on triggering a 
specified action. It turns off when the field is removed. The sensor works at a stable 
operating point of 15 Oe [64]. Magnetic beads have been extensively used in many 
biomedical applications. These magnetic beads are made of ferromagnetic material ranging 
in size between 5 nm to 500 um. A new application of such particles promises benefits in 
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cancer therapy by employing the particles either as drug carriers or heat sources 
(hyperthermia) [65]. In order to have better control of the treatment, magnetic sensors are 
considered to measure and detect the concentration of these magnetic particles.  

The automotive industry extensively uses magnetic sensors for different purposes, for 
example, to measure current in electric vehicles [66] or the rotation speed of gears [67]. 
Another application employs magnetic sensors to detect passing vehicles using lane markers 
[68]. Such a system could also be used to detect vehicle speed by measuring the time 
between two markers of a fixed distance. In yet another application, developed by Stendl et 
al [69], the wear of a vehicle’s tire is detected by measuring the field of magnetic beads 
embedded in the rubber of tire treads. As the tread size decreases, the magnetic field also 
decreases. A wireless magnetic sensor is placed just below the threads. 

Construction monitoring is an upcoming application for wireless sensor. Long-term 
monitoring of metallic reinforcements in, e.g., bridges or buildings requires passive and 
remote sensors, which are capable of detecting changes of the metal. Similarly, the detection 
of internal defects or corrosion of pipelines is of great interest. Gloria et al [70] developed an 
Internal Corrosion Sensor (ICS) consisting of a magnet and a Hall sensor. A disturbance in 
the magnetic field caused by changes of the metal changes the sensor readout. This 
information is used for both to detect and size the defects. 

5. Conclusion 

In this chapter we discussed different types of SAW-based, magnetic sensors including 
resonators, phase shifters and loaded transponders. Sensitivity to magnetic fields can be 
achieved by either changing the properties of the IDT or delay line utilizing 
magnetostrictive materials or loading the output IDT with a magnetic field sensor. GMI 
sensors feature a very high sensitivity and wide range of operating frequencies and, 
therefore, constitute an especially suitable load. The principle of GMI sensors is described in 
detail and different GMI structures are discussed. While the highest sensitivity has been 
obtained with GMI microwires, thin film GMI sensor are advantageous because they can be 
produced using standard microfabrication methods, and they can be easily integrated with a 
SAW transponder on the same substrate. These features are crucial with respect to 
production complexity and costs.  

A SAW transponder combined with a GMI element connected to the output IDT is a passive 
and remote magnetic field sensor, which responds to an interrogation signal with a delayed 
response signal. The design of such a device needs to take into account different aspects like 
operation frequency, dimensions of IDTs and delay line or matching the load with the 
output IDT. In order to obtain a high sensitivity, an impedance change of the GMI element 
caused by a magnetic field, has to yield a large change in the SAW reflected from the output 
IDT. A model is presented to simulate the electro-acoustic interaction of the output IDT with 
the GMI sensor’s impedance and the impedance matching capacitance. The simulation 
results provide information regarding the matching parameters and are invaluable for 
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obtaining an optimized performance. A detailed description of the fabrication of an 
integrated SAW-GMI sensor is provided using standard microfabrication technologies. The 
GMI ratio of the fabricated sensor is 45 % The SAW-GMI sensor provides a sensitivity of 
3 dB/mT, and its output corresponds well with the simulation results.  

Magnetic field sensors have countless applications and are widely used in many different 
fields. The trend towards wireless operation, which is generally observed nowadays, drives 
the development of passive and remote magnetic field sensors. Several concepts of such 
sensors employing SAW devices have been presented in this chapter. The most promising 
one is a SAW-GMI sensor, which has been discussed in detail and which features wireless 
and battery less operation as well as durability and the ability to withstand harsh 
environments. This kind of sensor is considerable not only for providing existing 
applications with a wireless mode; it also largely expands the potential applications of 
magnetic field sensors. 
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1. Introduction 

1.1. Electromagnetic and acoustic transformation 

Electromagnetic and acoustic transformation (EMAT) is transformation of high-pitched 
electromagnetic oscillations in the inductive sensor over a specimen into acoustic 
oscillations in the specimen. For the transformation to be performed the padding constant 
magnetic field is required. This process is referred to as a direct EMAT. Further oscillations 
are extended in the specimen in the shape of acoustic waves. Acoustic waves can be 
deduced outside by means of revertive EMAT when acoustic oscillations in the surface layer 
of a specimen will be transformed to electromagnetic oscillations in the receiving sensor. 
The overall process is as follows: a direct EMAT, a distribution of acoustic waves and a 
revertive EMAT, which is in practice referred to as a double EMAT or just EMAT [1, 2]. 

Materials in which EMAT is possible to occur: 

- ferromagnetics, i.e. substances which possess electrical conductivity, magnetic 
properties, and magnetostriction (e.g. iron, nickel, steels); 

- the conductors which have no essential magnetic properties (e.g. copper, aluminum); 
- materials possessed at least one of following properties: magnetism, conduction, 

magnetostriction (ferrite, amorphous, rare-earth materials). 

EMAT mechanisms  

EMAT may proceed by three basic mechanisms. 

1. A vortical current mechanism (Lorentz force mechanism). Electrons in a surface layer 
will fluctuate under the influence of Lorentz force: 
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  , ,LF f J H  

where J is a current density, H is a magnetic field. 

In conductors this thin layer is called as a skin layer. 

2. A magnetic mechanism. This mechanism defines power interaction of an alternative 
electromagnetic field of the sensor, h, and a constant magnetic field of a specimen, H. 

  ,  ,  ,m ijF f h H   

where ij  is a tensor of magnetic conductivity of a material. 

3. A magnetostriction mechanism. For the materials possessing magnetostriction, this 
mechanism is responsible for changing linear dimensions of microvolumes in the surface 
layer of a specimen under the sensor depending on the alternative field of the sensor. 

  ,  ,ijF f Q M   

where Qij is a tensor of magnetoelastic communication, M is magnetization of a specimen.  

The first and the second mechanisms are often considered as one which is referred to as an 
electromagnetic or electrodynamic mechanism of transformation. 

Technical realization of EMAT 

In technical realization terms EMAT is defined a non-contact method of generation and 
reception of acoustic waves (ultrasonic waves). The method of generation and reception of 
ultrasonic waves by means of piezoelectric transducers (PET) appears to be the nearest and 
best analog in this field. Therefore, the technical methods developed for PET methods 
generally are appropriate for EMAT methods as well. 

There are two main techniques, i.e. a resonance technique and a pulse technique. 

1. A resonance technique. A small specimen (a cylinder or a rectangular parallelepiped) is 
placed into solenoid in order to create a magnetic field. By means of a round wire EMA 
coil which is put on the specimen the loose oscillations are generated in it. A standing 
waves resonance is reached by changing the frequency of generation. Thus receiving 
EMA coil shows a signal maximum. A resonance technique is hard to realizing for a 
PET method, because the contact is required. These problems are easily solved by the 
non-contact EMAT method.  

An amplitude of the received signal, a resonance frequency, a size of a magnetic field are the 
key information parameters. The attenuation and Q-factor of the system is possible to 
define. 

2. A pulse technique. Short electric pulses of the generator are transformed to acoustic 
waves by means of EMAT. These pulses are of high-pitched filling. The generation 
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EMAT sensor can be to used as a revertive EMAT sensor, if the sensor receives a 
reflected signal. 

Each technique developed for a PET method are suitable for pulse EMAT (an echo method, 
a shadow method etc.). 

Key informational parameters of the pulse technique: amplitude of the received signal, 
speed of a wave, size of a magnetic field, wave attenuation. 

2. The surface acoustic waves 

Classically the term «the surface acoustic waves» (SAW) is considered to involve the 
extending of the waves along the surface of the solid and vacuum; waves poorly fade 
extending along the surface boundary, the waves quickly fade when moving away from 
surface boundary into a solid. It concerns only Rayleigh waves and the Guljaev-Blyushteyna 
waves but in piezocrystals. 

There is an expanded treatment of the term «the surface acoustic waves» [3]. Firstly, surface 
waves at the boundary of the solid body and the gases are considered. It allows Stonly 
waves and the waves of leak being referred to SAW. They have vertical polarization and a 
quasyrayleigh structure. Secondly, the expanded treatment considers waves in a layer on 
the solid body surfaces, or waves with the inhomogeneous elastic properties which are 
observed in a closely to a surface layer. Loves waves and generalized Lamb waves are 
considered as well. Thirdly, if the wave extending along the surface is thought to be the 
main factor, the waves in plates, i.e. Lamb waves and horizontal polarization waves (SH-
wave) can be referred to surface waves. 

3. Electromagnetic and acoustic transformation of surface acoustic waves 

The surface waves in a solid body can be generated in the different ways. The most 
widespread way is the way using PET. The main advantages of the EMA method of SAW 
generation in comparison with PET consist of a) not – contact generation and SAW receiving 
and b)availability to use different SAW which are hardly generated by PET. To reach this 
purpose it is enough to change a configuration of the wire EMA coil as well as its orientation 
regarding the magnetic field. 

From the practical point of view Rayleigh and Lamb waves being waves vertical 
polarization as well as SH–waves and Love waves being waves of horizontal polarization 
are of great interest. 

1. Waves of vertical polarization. 

The Rayleigh wave can be generated and received by means of meandr EMAT at the normal 
and tangential magnetic field, Hz and Hx (fig. 1). The double EMAT effectiveness is 
characterized by the amplitude of the received signal in the receiving coil (Е). He is 
measured in volt usually. 
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2. A magnetic mechanism. This mechanism defines power interaction of an alternative 
electromagnetic field of the sensor, h, and a constant magnetic field of a specimen, H. 

  ,  ,  ,m ijF f h H   

where ij  is a tensor of magnetic conductivity of a material. 

3. A magnetostriction mechanism. For the materials possessing magnetostriction, this 
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layer of a specimen under the sensor depending on the alternative field of the sensor. 

  ,  ,ijF f Q M   

where Qij is a tensor of magnetoelastic communication, M is magnetization of a specimen.  
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EMAT sensor can be to used as a revertive EMAT sensor, if the sensor receives a 
reflected signal. 

Each technique developed for a PET method are suitable for pulse EMAT (an echo method, 
a shadow method etc.). 

Key informational parameters of the pulse technique: amplitude of the received signal, 
speed of a wave, size of a magnetic field, wave attenuation. 

2. The surface acoustic waves 

Classically the term «the surface acoustic waves» (SAW) is considered to involve the 
extending of the waves along the surface of the solid and vacuum; waves poorly fade 
extending along the surface boundary, the waves quickly fade when moving away from 
surface boundary into a solid. It concerns only Rayleigh waves and the Guljaev-Blyushteyna 
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From the practical point of view Rayleigh and Lamb waves being waves vertical 
polarization as well as SH–waves and Love waves being waves of horizontal polarization 
are of great interest. 

1. Waves of vertical polarization. 

The Rayleigh wave can be generated and received by means of meandr EMAT at the normal 
and tangential magnetic field, Hz and Hx (fig. 1). The double EMAT effectiveness is 
characterized by the amplitude of the received signal in the receiving coil (Е). He is 
measured in volt usually. 
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On tangential magnetizing (Hx) the amplitude of the received signal according to the 
mechanisms of transformation is described by the following approximate formulas[1, 4]. 

 
Figure 1. Position of the meandrovy coil on an specimen. 

For the magnetostriction mechanism: 
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where d  is differential magnetic permeability,   is the linear magnetostriction (  =l/l is 
specific elongation of the specimen), 1P  is constant factor which depends from parametres 
of the generating sensor, the reception sensor; physical constants of a material (for example, 
density, electroconductivity); strengthenings of a reception path, H is a magnetic intensity. 

For the sum of vortical current and magnetic mechanisms (the electrodynamic mechanism): 

 2
0 2( ) ,i mE E H P     (2)  

where 0 is a permeability of vacuum, 2P  is constant factor the similar 1P . 

At normal magnetization (Hz). 

For the magnetic mechanism: 

 2
3( ) ,mE M P   (3) 

where,   M are magnetic conductivity and magnetization of the material in this 
orientation, 3P  is constant factor the similar 1P . 

For the vortical current mechanism: 
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4( ) ,iE B P   (4) 

where B  is a magnetic induction, 4P  is constant factor the similar 1P . 

The dependence of the amplitude of the received signal (Е) on the magnetic field size, the 
so-called «field curve EMAT» is the total characteristic EMAT SAW [5]. Two sensor (such as 
in fig. 1) place on a surface of the sample. One sensor generates the surface wave, the second 
sensor accepts a wave. The accepted signal strengthen and measure in volt. Often Е 
normalized in relation to any value E (for example, to the maximum value) and receive abs. 
units. This size postpone on axis Y. The magnetic field size in the sample is shown on an 
axis X (B (T) or H (A/cm), as B=0H). 

Fig. 2 shows a typical field curve for Rayleigh waves EMAT taking ARMCO iron as an 
example (curve 1). The curves for the transformation mechanisms calculated on the basis of 
equation (1) and (2) are presented in fig.2 as well (curve 2 and 3, accordingly). At calculation 
of the equations use known functions for a material: B=0H,   = f(H) [12]. 

The amplitude of the signal (E) is normalized concerning a maximum. 

 

 
Figure 2. The experimental EMAT field curve of Rayleigh waves in a tangential field for iron (curve 1). 
The theoretical curve 2, 3 are presented equations (1) and (2). 

An EMAT field curve of Rayleigh waves registered in a normal magnetic field(curve 1) and 
the curves 2, 3 calculated using (3) and (4) are shown in fig.3. As seen from fig.2 and fig.3 the 
experimental process is well described by the formulas. 
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Figure 3. 1 – is the experimental EMAT field curve of Rayleigh waves in a normal field for iron. The 
theoretical curve 2, 3 are presented equations (3) and (4). 

2. Waves of horizontal polarization. 

Waves of horizontal polarization are generated in a case when current elements of the 
meander coil are parallel to a magnetic field. In this case the elementary volumes of the 
specimen under the EMA coil are in the cross fields, i.e. under the big constant magnetize 
field and the small variable magnetic field of the coil. Such an arrangement results in shear 
modes of horizontal polarization which are synchronized under EMA current elements of 
the coil (fig. 1 field Ну). 

The following simplified formula [6] is derived based on the theoretical calculation for SH 
waves in a d- thick specimen [6]: 

  
2

5
1 ,SHE P
d H

 
  

 
   (5) 

where 5P  is constant factor the similar 1P . 

A structurally similar formula is deduced for the waves of horizontal polarization in the 
layer (Love waves), but a layer thickness and some known restrictions concerning speeds 
ratio should be taken into consideration. 

The experimental field curve of EMAT of SH waves in ARMCO iron is presented in fig. 4. 

If I construct the chart of the equation (5) on this coordinates, I also will see good 
coincidence to experiment.  
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Figure 4. The experimental field curve of EMAT of SH waves in iron (1), in comparison with Rayleigh 
waves (2). 

Love waves have been studied using 20-80 microns thick nickel films applied on the surface 
of an aluminum substrate. The field curve is presented on fig. 5. 

 
Figure 5. The experimental field curve of EMAT of Love waves in a nickel film on an aluminum 
substrate (1), in comparison with Rayleigh waves (2). 
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SAW identification 

SAW identification is essential in studying EMAT of the surface wave experimentally. 

SAW signals should be distinguished from the signals of other waves. E.g. from the volume 
waves signals starting from the surface of the specimen to its depth at different angles with 
interfering reflections in the receiving EMA sensor. It is also necessary for SAW to be 
recognized in between. 

Basic identification methods 

1. Pulp method. It involves simple damping by a finger of the surface of the specimen 
which strongly affects the SAW wave amplitudes but doesn't affect other waves. As 
long as it is a subjective method to make it being more objective a method of buttered 
drops is used. Using a pipette to drop the oil from the same height an identical 
damping is obtained. It allows distinguishing even the Rayleigh surface waves from SH 
waves. In the same conditions using a 6-drop method a 28 % decrease of Rayleigh wave 
amplitude and a 7 % decrease of SH waves are observed.  

2. A Rayleigh wave CR strongly differs from longitudinal waves Cl in speed, its speed 
being slightly differs from the speed of transverse waves Ct (CR= 0, 87 -0, 96 Ct). A zero 
mode of a SH wave speed is equal to Ct. To be more sure in distinguishing from a 
Rayleigh wave the accuracy of speed determination is be within 0, 5 %. 

3. A sensor driving method is based on the following: if a generating sensor moves 
regarding to the receiving one, the signals on the a receiving oscilloscope screen move 
synchronously. 

Thus, we can tell the following. 

- We understand work electromagnetic and acoustic transformation of surface acoustic 
waves in the theory and in practice. 

- It is understood how to choose operating mode electromagnetic and acoustic 
transformation of surface acoustic waves for the decision various applied problems. 

4. Using EMAT surface acoustic waves 

4.1. Non-destructive testing 

4.1.1. Defectoscopy of the surface defects 

Using an ultrasonic method for testing materials and products EMAT incorporates all the 
advantages of ultrasonic testing methods. A piezoelectric transducers (PET) method is 
similar to EMAT. The main ultrasonic techniques developed for PET, are applied to EMAT. 

In fig. 6 the design of EMA of the Rayleigh wave converter on the basis of П-shaped 
electromagnets [7] is shown.  

The sensor consists of two identical half-cells: П-shaped electromagnet 3 and meandrovy 
coil 5, 6. Both converters are located in the case 2 and are filled in with a filler 4. One half-cell 
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generates the surface wave in a specimen 1, another accepts the surface waves. It is a 
separate testing regime. It is possible to use the combined testing regime when one half-cell 
generates a wave and accepts the signal reflected from defect. 

 
Figure 6. Design of the EMAT sensor of waves of Reley. 1-an specimen, 2 - a housing, 3 - 
electromagnets, 4 - filler, 5, 6 - generating and receiving EMA coils. 

A magnetic field can be created the strong permanent magnets, but in this case it will be 
uncontrollable. Electromagnets permits operating a magnetic field, choosing the working 
point on field curve EMAT. 

EMAT loses to a way PET in sensitivity, but in this case a contact is not required. It is meant 
it that using the EMAT method an immediate contact between EMA of the sensor and a 
specimen is not needed, and the sensor can operates through air or other gaps. For example, 
the layer of scale or paint isn't an absolute obstacle for EMAT. The amplitude of the received 
signal has been recognized to be strongly dependent on the gap size. It is due to two factors: 
1) an electromagnetic field of EMA of the sensor in a gap called “the sensor – an specimen 
surface” decreases according to the exponential curve law, 2) a magnetic field of the 
specimen decreases as a gap occurs. For ferromagnetic materials the field curve of Rayleigh 
waves EMAT effectiveness has a characteristic maximum defined by the magnetostriction 
mechanism (fig. 2). The amplitude of the received signal depends on a working point choice 
in a field curve.  

Usually the working point at non-destructive monitoring is chosen at top of the main 
maximum of the field curve (point H1 in fiq.2). The maximal receiving signal is obtained in 
this way. For most ferromagnetic materials this maximum lies within 100 – 300A/cm 
magnetic fields. The same effectiveness using the vortical current mechanism is reached in 
magnetic fields about 5000A/cm in size. 

If the working point of monitoring is chosen at the maximum top (Н1 in fig. 2), the 
emergence of the gap in a magnetic circuit will result in decreasing the magneticfield in size 
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and falling transformation effectiveness, i.e., the amplitude of the received signal. However, 
if the working point is chosen on the slope of the field curve (Н2), a magnetic field decreases 
with the gap increasing which leads to the transformation effectiveness. Thus, both factors, 
i.e., the removal of EMA of the coil from a surface of the specimen and a magnetic field 
decrease in an specimen compensate each other. [8].  

If the gap between the coil and the surface is introduced before the measurements are 
carried out the measurement results are more reliable. In this case the uncontrollable gap 
less influences on the received signal. If the working point is chosen in the slope of the field 
curve the signal received does not depend on the gap (fig. 7). 

 
Figure 7. Dependence of the received signal from dimension of the gap between sensor and specimen 
at the working point H1(1), at the working point H2 and preliminary gap (2). 

The experiments on detection of model defects showed that by means of EMA of the 
converter of Rayleigh waves presented in fig. 6, it is possible to reveal the surface defects 
such as cracks 5мм in length, 0, 5мм in depth. Such defects come to light both at reflection 
from the defect, and when weakening a signal passing the defect (weakening of 20 %). 

4.1.2. Structurescopy of metals 

Structural changes are well recognized by EMAT in ferromagnetic materials taking place in 
technological processes. This results from the fact that at EMAT four subsystems are 
involved in a material: magnetic, electric, magnetoelastic and elastic. All these factors 
influence informational parameters of the EMAT method.  

Thus, if a dependence between the parameters of the technological process and the 
information parameters of the method of one subsystem is not a one- direction dependence 
the EMAT method can be used. 
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So the dependence between the amplitude of the received signal of Rayleigh waves sensor 
(fig. 6) and the hardness of the steel 38ХГС specimens being treated at different 
temperatures is practically linear. To increase the specimen hardness it was treated at high 
temperatures. The coefficient of correlation was equal to 0, 92. It allows EMAT controlling.  

Another structural component is anisotropy of the material properties which can be also 
measured by the sensor described above. The sensor is rotated on the specimen surface 
showing the information parameters change. However, the data can be distorted due to 
different factors.  

To overcome this trouble a meander -curve sensor was suggested to be curved into a ring 
(fig. 8) [9]. 

In this case each element of the dl coil generates SAW in K1 and К2 directions. In general 
two circular waves are observed: a coverging to the center wave and a diverging from the 
center one. A converging to the O point wave then turns into a diverging wave. It is 
received by the same circular EMA coil when the wave moves under it.  

 
Figure 8. Circular EMAT sensor. 

Two case of magnetizing are likely to observed for the circular EMA sensor. In case of 
normal magnetizing a rod electromagnet is used (fig. 9a), and in case of a tangential 
magnetizing it is realized by means of a cylindrical m-shaped electromagnet (fig. 9b). Cracks 
are revealed by such a sensor.  

But the most interesting area for the sensor to be applied is in controlling anisotropy of sheet 
ferromagnetic materials. It allows revealing three types of anisotropy: elastic, magnetoelastic 
and magnetic. 

At generation and reception of a circular surface wave in a completely isotropic metal we 
have the individual fine-bored received pulse which is a superposition of the signals from 
all directions (fig. 10a). In case of elastic anisotropy (anisotropy of sound speed) signals in 



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 390 

and falling transformation effectiveness, i.e., the amplitude of the received signal. However, 
if the working point is chosen on the slope of the field curve (Н2), a magnetic field decreases 
with the gap increasing which leads to the transformation effectiveness. Thus, both factors, 
i.e., the removal of EMA of the coil from a surface of the specimen and a magnetic field 
decrease in an specimen compensate each other. [8].  

If the gap between the coil and the surface is introduced before the measurements are 
carried out the measurement results are more reliable. In this case the uncontrollable gap 
less influences on the received signal. If the working point is chosen in the slope of the field 
curve the signal received does not depend on the gap (fig. 7). 

 
Figure 7. Dependence of the received signal from dimension of the gap between sensor and specimen 
at the working point H1(1), at the working point H2 and preliminary gap (2). 

The experiments on detection of model defects showed that by means of EMA of the 
converter of Rayleigh waves presented in fig. 6, it is possible to reveal the surface defects 
such as cracks 5мм in length, 0, 5мм in depth. Such defects come to light both at reflection 
from the defect, and when weakening a signal passing the defect (weakening of 20 %). 

4.1.2. Structurescopy of metals 

Structural changes are well recognized by EMAT in ferromagnetic materials taking place in 
technological processes. This results from the fact that at EMAT four subsystems are 
involved in a material: magnetic, electric, magnetoelastic and elastic. All these factors 
influence informational parameters of the EMAT method.  

Thus, if a dependence between the parameters of the technological process and the 
information parameters of the method of one subsystem is not a one- direction dependence 
the EMAT method can be used. 

 
Electromagnetic and Acoustic Transformation of Surface Acoustic Waves and Its Application in Various Tasks 391 

So the dependence between the amplitude of the received signal of Rayleigh waves sensor 
(fig. 6) and the hardness of the steel 38ХГС specimens being treated at different 
temperatures is practically linear. To increase the specimen hardness it was treated at high 
temperatures. The coefficient of correlation was equal to 0, 92. It allows EMAT controlling.  

Another structural component is anisotropy of the material properties which can be also 
measured by the sensor described above. The sensor is rotated on the specimen surface 
showing the information parameters change. However, the data can be distorted due to 
different factors.  

To overcome this trouble a meander -curve sensor was suggested to be curved into a ring 
(fig. 8) [9]. 

In this case each element of the dl coil generates SAW in K1 and К2 directions. In general 
two circular waves are observed: a coverging to the center wave and a diverging from the 
center one. A converging to the O point wave then turns into a diverging wave. It is 
received by the same circular EMA coil when the wave moves under it.  

 
Figure 8. Circular EMAT sensor. 

Two case of magnetizing are likely to observed for the circular EMA sensor. In case of 
normal magnetizing a rod electromagnet is used (fig. 9a), and in case of a tangential 
magnetizing it is realized by means of a cylindrical m-shaped electromagnet (fig. 9b). Cracks 
are revealed by such a sensor.  

But the most interesting area for the sensor to be applied is in controlling anisotropy of sheet 
ferromagnetic materials. It allows revealing three types of anisotropy: elastic, magnetoelastic 
and magnetic. 

At generation and reception of a circular surface wave in a completely isotropic metal we 
have the individual fine-bored received pulse which is a superposition of the signals from 
all directions (fig. 10a). In case of elastic anisotropy (anisotropy of sound speed) signals in 



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 392 

the different directions take different time. And the received pulse extends, or splits into a 
number of pulses. An elastic anisotropy of the material is characterized by the pulse 
duration or the distance between extreme pulses (fig. 10b). 

The amplitude of the obtained pulses (А1, А2) demonstrates the effectiveness of EMAT in 
different directions which is defined by magnetoelastic properties of a material. 
Magnetoelastic anisotropy of materials is defined by the amplitude distinction of pulses. 

 

 
Figure 9. Tangential (a) and normal (в) magnetization of EMAT sensor. 

 

 
Figure 10.  Oscillograms of signals, isotropic material (а), non-isotropic material (b), which are received 
by means circular EMAT sensor. 

The magnetic anisotropy of a sheet is shown as follows. Effectiveness of EMAT from a 
magnetize field has a maximum. In case of a magnetic anisotropy the maximum of EMAT 
signal is reached in different directions at different currents of magnetization. Thus, on 
changing a magnetization current for an isotropic material the range of optimal currents is 
narrow, and for a magnetic anisotropic material the range is wider the one mentioned 
above.  
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The developed technique was tested on various materials and showed high effectiveness. 

4.1.3. Tension controlling 

EMAT SAW enables tension and operational loadings controlling. For this purpose the 
sensor (fig.6) was used. The sensor platform area is to be 30 x 60мм. Adjusting to obtain a 
magnetostriction maximum the amplitude of the received signal is an information 
parameter.  

At stretching the specimen made of steel 25 in the elastic area it has been shown that the 
amplitude behaves depending on the positions of the sensor i.e. lengthwise and crosswise of 
the loading. Thus dependence is almost linear. 

On measuring the sound speed, it has been found out that in the elastic area it changes less 
than 0, 5 %. Hence, at controlling tension concerning the sound speed more precise 
equipment and computer processing of signals should be applied.  

The studying of the field curve of Rayleigh waves EMAT under «the sensor is along 
loading» shows that at specimen stretching in the elastic area and at the beginning of the 
area plastic deformation both the amplitude of the received signal and an optimal field of 
magnetizing (a field of the maximal signal in the EMAT curve) for a magnetostriction 
maximum have changed. It depends on whether magnetostriction is positive or negative 
[10]. 

For materials with the negative magnetostriction of saturation, s, (nickel, constructional 
steel) the dependence is as follows.  

Fig. 11 shows the dependence of the maximum point of the field curve of EMAT on loading, 
the maximum point being normalized in relation with its initial value. At the initial stage of 
a loading the amplitude of the maximum grows, and this maximum is displaced to the area 
of the bigger fields. Then, in the area of the inflection point a decrease of a maximum value 
is observed. The inflection point lies in the area of the elasticity limit (the conditional point 
where the size of permanent deformations makes 0, 05 %). 

It can be explained from the physical point of view. In [4] it is noted that at s 0 pulling 
stresses of  are considered to be positive, two factors being competitive: on the one hand 
the energy of a magnetic field, , on the other hand the crystallographic anisotropy and 
magnetoelastic energies. Tension in a metal makes a magnetization vector turn 
perpendicular to the magnetic field. As a result, it is more difficult to obtain an amplitude 
maximum of EMAT. 

The amplitude of the EMA signal is described by formula (1). As the loading in the elastic 

area increases magnetic conductivity, , decreases, and the parameter 
0

d
dH
  grows. It results 

in the received signal growth. At larger loadings there is tension which leads to the signal 
decrease. So a maximum occurs in the elasticity limit. 
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Figure 11. The shift of the maximum point of a field curve of Rayleigh waves EMAT in nickel from the 
loading (the loading is given in MPa, and the length change after loading is given in percent). 

If materials have a positive magnetostriction of saturation, the behaviour of the maximum of 
the field curve for Rayleigh waves EMAT is essentially different. Using alloy Н18 (18% Ni, 
82 % Fe) s› 0 as an example it is shown that a received EMA signal unequivocally falls (fig. 
12). As to a magnetic field first an optimal magnetic field decreases and then it becomes 
larger, the change takes place at the point close to a limit of material elasticity. It can be also 
explained from the physical point of view. 

Thus, it has been shown that using Rayleigh waves EMAT at least two information 
parameters are obtained which are used for the applied loadings to be characterized. 

It can be carried out either by calibration curves at monitoring or without calibration curves 
if the tendency of change of parameters EMA is used. 
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Figure 12. The shift of the maximum point of a field curve of Rayleigh waves EMAT in H18 alloy from 
the loading (the loading is given in MPa, and the length change after loading is given in percent). 

4.2. Physical study of materials 

It has been shown that the EMAT SAW method are defined by different subsystems of the 
material. Information on the parameters of the material related to these subsystems is 
revealed by the information parameters of the EMA method.  

4.2.1. Magnetostriction assessment of a material 

Magnetostriction is one of the important characteristics of a material. Due to the wide use of 
these materials in science and industry the assessment of magnetostriction properties of a 
material is of great importance.  

The main characteristic of magnetostriction properties of a material is the field curve of 
magnetostriction, i.e., dependence of the linear magnetostriction, , on a magnetic field. Though 
from the practical point of view it is enough to know magnetostriction of saturation, s.  

At magnetostriction measurement the method based on tension resistivity of sensors stuck 
by glue on an specimen is the most extensively used. There are some shortcomings in this 
method. Alternatively a quick test based on non-contact EMAT SAW [11] may be suggested.  

So for Rayleigh waves EMAT formula (1) is used. The task is as following: based on the 
known curve of EMAT we are to obtain a curve of magnetostriction,  =f(H). It is clear that 
from curve (1) a field curve of magnetostriction can be obtained by the integration method 
only. This process is difficult and inaccurate. 
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Horizontal polarization waves EMAT (SH wave) is more preferable to be used to obtain  
=f(H). A field curve of SH waves EMAT is described by the simplified formula: 

 
21

SHE P
d H




 
  

 
   (7) 

where - /tP C   is a material parameter,   is a static magnetic conductivity, d is a sheet 
thickness,   is material density, tC is a speed of shift waves,  is an electrical conductivity. 

Thus we obtain : 

 SHE d
H

P
    (8) 

Knowing В=f (H) it is easy to calculate =f (H), and then knowing the material parameters it 
quite easy to calculate a curve =f (H). 

The calculations above have been used to obtain =f (H) for four materials: iron, cobalt, 
nickel, permendur (brand 49КФ2). Fig. 1 presents the orientation scheme of the magnetic Hy 
field for EMAT of SH waves. Fig. 13 shows field characteristics of EMAT of the materials 
mentioned above. In fig. 14á field characteristics of the magnetostriction module calculated 
on the basis of formula (8) are presented. Fig. 14б shows the same curves based on data [12]. 
High curves coincidence is observed. 

 

 
Figure 13. The experimental EMAT field curve of SH- waves (1-iron, 2 - cobalt, 3 – alloy 49КФ2, 4 – 
nickel). 
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In 800A/cm fields magnetostriction of materials approaches saturation. To obtain the 
quantitative value of saturation magnetostriction the required data were obtained by a 
method of tension resistors. The comparative table on the magnetostriction of saturation 
received by an EMAT method and a method of resistance strain gages is given in table 1. 

As shown in the table, the relative ratios for the EMA method are obtained with an accuracy 
of 5-7 %. 

It should be noted that EMA method allows defining the magnetostriction module λ only. A 
sign of magnetostriction is complicated to be defined, but it is quite possible. To carry it out 
it is necessary to observe a phase of the received signal and then to compare it with a signal 
phase of the known material. 

 
 
 
 
 

 
 
 
 
 
Figure 14. Field curves of the magnetostriction module calculated based on the experimental data  
(a) the data are given according to literature data [12] (b) (1-iron, 2 - cobalt, 3 - alloy 49КФ2 
(Permendur), 4 – nickel). 
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Material λmax/λmax Fe 

EMA method 

λmax/λmax Fe 

Tenzometod 

Fe 1 1
Co 2, 6 2, 8
Ni 5, 2 5, 0
49КФ2 6, 2 6, 5

Table 1. The comparative table on the magnetostriction of saturation received by an EMAT method and 
a method of resistance strain gages. 

4.2.2. Assessment of other characteristics of a material 

Electric properties of ferromagnetic materials can be estimated using the amplitude of the 
received signal in large magnetic fields (more than 800A/cm). EMAT effectiveness depends 
on the electrical conductivity of a material under the same conditions. 

Magnetic properties of a material can be estimated by the location of the magnetostriction 
maximum. 

Two parameters are used to estimate elastic properties of a material: 

Firstly, a sound speed in a material. To measure the speed of the Rayleigh surface wave, CR, 
and the speed of horizontal polarization waves, CSH, the techniques described are employed. 
Here, it is should be considered that CSH for a zero mode is equal to the speed of shift waves 
of the material, Сt,. These measurements enables estimating the elastic constants of a 
material such as shift modulus and a Poisson's ratio. The constants defined allows us to 
determine the remained elastic modules of a material. 

Secondly, sound attenuation in a material is estimated by EMAT SAW methods. In this case 
two receiving EMA coils are used.  

Having defined the attenuation parameter it is easy to find such important production 
characteristics as good quality of the system and an internal friction parameter of a material. 

4.3. Prospects of use of EMAT SAW 

The main examples of using the surface waves EMAT are presented in the paper only. The 
use of EMAT SAW in non-destructive monitoring as well as in studying new materials and 
the phenomena is possible in the nearest future.  

Love waves EMAT may be used for non-destructive monitoring of coatings and thin films 
and for their thickness measurements as well. SH waves EMAT of can be applied in 
cylindrical specimens where such waves are known to be generated and received very 
efficiently. 

One can find papers on the use of surface waves EMAT to study magnetic phenomena in 
rare-earth metals. At the increased or decreased temperatures of the specimens it is easier to 
apply the EMAT method than the method of piezoelements. 
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When studying various acoustic waves the EMAT method is more perspective due to easy 
generation of acoustic waves. 

There are combined methods of generating and receiving acoustic waves where EMAT is 
used together with other methods, for example, with laser methods and with methods of an 
optical interferometry. 

All we said above allows us to draw a conclusion that the EMAT methods are very 
promising in the future.  
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1. Introduction 

Optical filters are the heart of optical networks; without the wavelength selective device 
wavelength division multiplexing and dense wavelength division multiplexing network 
will not exist. As the networks are progressing towards closer wavelength spacing, 
performance requirement for filters are becoming more demanding. Currently, the popular 
filters include gratings, thin-film filters, and Fabry-Perot filters and acoustoi optic tunable 
filters (AOTFs). 

Acousto-optic (AO) effect in fibers has been studied to produce tunable filters, gain 
flatteners, modulators, frequency shifters, and optical switches reported. Most AO devices 
work on coupling from the fundamental mode (LP11) of light to a higher order asymmetrical 
(LPll, LP12 .... LP1n) modes. Acousto-optics is defined as the discipline devoted to the 
interactions between the acoustic waves and the light waves in a material medium. Acoustic 
(vibrational) waves can be made to modulate, deflect and focus light waves by causing a 
variation in the refractive index. Acousto optic tunable filters are a promising technology for 
dynamic gain equalization of optical fiber amplifiers [1]. By launching an acoustic wave 
directly on the fiber, the device combines the merits of fiber and AOTF devices namely the 
low insertion loss, low polarization dependence loss, wide tunability, fast tuning speed and 
ease of packaging. When a flexural acoustic wave is applied to a tapered single mode fiber, 
coupling takes place between the core mode and the cladding mode. The coupled energy in 
the cladding mode is essentially absorbed by the fiber jacket as reported so that the device is 
a notch filter. It means the centre frequency and the rejection efficiency can be tuned by 
adjustment of the frequency and voltage being applied. Varying the amplitudes and 
frequency of a RF generator can change the spectral profile of these filters. 

To improve the rejection efficiency of the filters, the thickness of the fiber can be reduced. 
This is achieved through the heating and the acid-etching method. In the heating method, 
the ratio of cladding to core size is maintained while in the acid etching-method, the ratio 
between the cladding and core can be changed. 
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2. Acousto-optic tunable filter 

2.1. Device design 

The fiber used in our experiment is a Corning SMF-28, standard telecommunication single 
mode fiber. A region of SMF is etched by dipping the fiber in a hydrofluoric acid solution, 
which has a concentration of 40%. Etching rate controls the thickness of the SMF and the 
diameter reduction is observed using a CCD camera. 

When the optical signal enters the fiber and interacts with the acoustic energy in a jacket 
stripped segment of the fiber, the core mode of the light is converted to a higher order cladding 
mode producing a notch filter like characteristics in the transmission spectrum. Core mode 
converting to various cladding modes will produce a few notch filters, with each having its 
peak notch at a separate wavelength [2-4]. A vibrating PZT transducer driven by a RF generator 
produces the acoustic energy as stated by Yun, Hwang and Kim, (1996). The acoustic energy is 
further amplified and concentrated to the fiber by a machined aluminium horn. 

 
Figure 1. The setup to study AO interaction inside a fiber. 

2.2. Horn design 

An acoustic horn functions to transfer and amplify the surface acoustic wave to the fiber. All 
horns made were conical in shape, where the tip is narrow and the base is broad as 
described by Lee, Kim Hwang and Yun, (2003). All the horns fabricated for the AOTF 
experiment have a ratio of length to outer diameter ratio of 2. Length is defined as the length 
from the tip of the horn to the base of the horn. Horns taken are 1cm in length. Outer 
diameter of the horn is defined at the diameter at the base. The inside of the horns are made 
hollow. When the horn is made considerably small, the frequency dependence on the 
acoustic generator is low. In the experiments done, no transduction is observed when the 
fiber is not etched. Potential problems can be attributed to the size of the transducer and the 
adhesive used to bond the tip of the horn to the fiber. Solder acts as a strong, metallic, 
thermally stable, and acoustically transmitting joint. In these experiments however glue was 
chosen as the bonding agent. Of particular interest will be the horn tip size. Acoustic 
impedance at the horn tip is given by: 

  r a a rZ c v A  (1) 

where ca is the longitudinal velocity inside aluminium, va is the density aluminium and Ar is 
the cross section of the horn tip. Acoustic impedance at the bond junction along the fiber is 
given by: 

  2s s s sZ c v A  (2) 
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where cs is the longitudinal velocity inside silica, vs is the density silica and As is the cross 
section of fiber. Acoustic impedance inside the fiber is counted twice because of 
bidirectional acoustic movement along the fiber. Optimum transduction occurs when Zr = Zs 
and since acoustic impedance of silica is almost matching that of aluminium, according to 
engan et. al maximum acoustic wave transfer occurs when horn tip diameter is almost 
matching that of the fiber. 

2.3. Tuning of peak wavelength 

By driving a piezoelectric (PZT) device at an ultrasonic frequency the periodic perturbations 
can be created inside the fiber. In a phase-matched condition, where the momentum and 
energy conservation requirement (LB =˄) are met, the resonant frequency of an acoustic wave 
according to Birks, Russel and Culverhouse (1992) is given by   

 2 2
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where b is the radius of the fiber, Cext is the speed of fundamental acoustic mode, which for 
silica is 5760 ms-1, ˄ is the period of the microbend1. 

Assuming a phase-matched condition, the frequency needed to transfer the modes from core 
to cladding mode for various thickness of the fiber is given in Fig 2 and Fig 3. As the fiber 
diameter is reduced, the values of df/dλ get smaller. For unetched fibres, the frequencies used 
to create the micro bends and thus, convert the modes are from l.75 MHz to 2.25 MHz. For thin 
diameter fibers (20 µ m, 30 µ m, 40 µ m), the frequencies are from 800 kHz to 1.1 MHz. 

 
Figure 2. Calculated RF frequency to convert the LP01 mode to LP11 mode plotted against wavelength 
(for various thickness of fibre diameter). 
                                                                 
1 A microbend is the physical deformation of fiber achieved mechanically or chemically done to perturbing the optical 
modes to study mode coupling between core and cladding mode. 
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where cs is the longitudinal velocity inside silica, vs is the density silica and As is the cross 
section of fiber. Acoustic impedance inside the fiber is counted twice because of 
bidirectional acoustic movement along the fiber. Optimum transduction occurs when Zr = Zs 
and since acoustic impedance of silica is almost matching that of aluminium, according to 
engan et. al maximum acoustic wave transfer occurs when horn tip diameter is almost 
matching that of the fiber. 
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where b is the radius of the fiber, Cext is the speed of fundamental acoustic mode, which for 
silica is 5760 ms-1, ˄ is the period of the microbend1. 

Assuming a phase-matched condition, the frequency needed to transfer the modes from core 
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Figure 2. Calculated RF frequency to convert the LP01 mode to LP11 mode plotted against wavelength 
(for various thickness of fibre diameter). 
                                                                 
1 A microbend is the physical deformation of fiber achieved mechanically or chemically done to perturbing the optical 
modes to study mode coupling between core and cladding mode. 
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Figure 3. Calculated RF frequency to convert the LP0l mode to LP12 mode plotted against wavelength 
(for various thickness of fibre diameter). 

Frequency from the RF generator can be used to control the peak wavelength tuning of the 
notch filters (Fig.4). The fiber used in the experiment has a diameter of 30 µm, and length of 
17 cm. Higher frequencies of the RF generator will blue shift the peak wavelength of the 
filter [3-7]. The tuning range of the filter is slightly less than 300 nrn. From Eq.1.3, we deduce 
that, micro bend’s period is inversely proportional to the frequency of the RF generator. For 
a larger value of period, the filter's peak is red shifted. Thin fibers have lower period values, 
thus etching the fibres will blue shift the peak wavelength of the notch filters. Frequency 
used to tune the peak wavelength as in for thin fibres is from 800 kHz to 1.1 MHz, which is 
in excellent agreement with the theory as in Fig.3 and Fig.4. 

 
Figure 4. Measured peak wavelength tuning of the filter by changing the RF frequency. Frequency used 
is from 970 kHz to 1045 kHz. The fiber used has a thickness of 30 µm and length of 17 cm. 

 
Acoustics in Optical Fiber 405 

3. Tuning of attenuation depth 

The RF generator's Vp-p level will be used to control the attenuation depth of the filter. Vp-p 
level is actually referring to the acoustic power transferred to the fiber. Increasing the Vp-p 
level will generally increase the bottom level of the filter as seen from Fig. 5. However in 
some cases increasing the V p-p level will only distort the shape of the filter without 
increasing the notch's depth. For this strong over-coupled phenomenon, side lobes of the 
filter is actually increasing. One way to eliminate the problem is by limiting the interaction 
length of light inside the etched region. Here the power means RF generator's Vp-p level 
which will be used to control the attenuation depth of the filter [8-10]. Vp-p level is actually 
referring to the acoustic power transferred to the fiber. Increasing the Vp-p level will 
generally increase the bottom level of the filter as seen from Fig. 5. Here acoustic power 
supplied to PZT is 1.6 W to allow mode conversion. 

 
Figure 5. Measured attenuation variation of filter when the power of RF generator (Vp-p) is increased. 

An effort to reduce the acoustic power fed into the fiber is by reducing the thickness of the 
fiber. The minimum acoustic power required by the device to operate or to allow mode 
conversion, is given by 

 3 2 22 ( ) ( )g tP fR u   (4) 

where ρ is the mass density of the fiber (ρ =2200kg/m3 for fused silica), Vg is the group 
velocity of the wave and R is is curvature of fiber, and ut is the transverse acoustic 
amplitude which is given by: 

 1
2 0.908t B

au L
L


  (5) 

where L is referring to the interaction length of acoustic and light inside the fiber and LB is 
the optical beat length. Fig. 6 shows the calculated power required for mode conversion is 
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where L is referring to the interaction length of acoustic and light inside the fiber and LB is 
the optical beat length. Fig. 6 shows the calculated power required for mode conversion is 
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lower for etched fibers. When the fiber is unetched the power required will be 287 mW. For 
a 20 µ m fiber, the power required for conversion is only 1.17 mW.  

Experimentally, as seen from Fig. 7 for a 37 µm thick fiber, the acoustic power supplied to 
PZT is 1.6 W to allow mode conversion. Mode conversion was confirmed using far-field 
radiation pattern as reported by Doma, and Blake (1992). However, in a 26 µ m fiber, power 
requirement for mode conversion is reduced to a mere value of 42 mW. The difference in the 
power reduction with the calculated value, suggests that the loss at the point of contact is 
high[10]. It is believed that the horn design is still not optimized; nevertheless, this 
transduction is sufficient to demonstrate conversion between two modes. Typically, only the 
lowest order flexural acoustic mode should be made to travel inside the fiber, and this can 
be achieved by ensuring the horn tip's thickness is matching that of the fiber. 

 
Figure 6. Calculated acoustic power required to allow mode conversion. Interaction length was set to 
13 cm. Inset: Far field radiation pattern of modes involved in conversion. Left- LP01, Right- LP11. 

 
Figure 7. Measured transmission spectrum when fiber is etched. Significant reduction in acoustic 
power is observed. 
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4. Tuning of 3-dB bandwidth 

The 3-dB bandwidth of the notch filter is given by the equation below as reported by D. 
Ostling, H.E. Engan (1995): 
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L
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Where λ is the wavelength of the light, L is the length of the coupling interaction, and LB is 
the optical beat length [11-14]. For a broadband filter, a short coupling length, a long beat 
length and small beat length dispersion is required. Without making the device short, only 
by etching the fiber to that thickness a broad filter can be obtained as reported. However this 
bandwidth is not tuneable and so is not suitable for spectral shaping. In this section, a 
similar achievement by only using a SMF to tune the 3-dB bandwidth of the filter is 
demonstrated. In this device, the notch filter's attenuation, peak wavelength tuning and 3-
dB bandwidth can be simultaneously controlled in a single device. 

To achieve this, a tunable acoustic absorber is added to the original AO setup as shown in 
Fig. 8. By moving the acoustic absorber along the etched region of the fiber, the interaction 
of light inside the acoustic region can be controlled. From Eq.6, we know that by controlling 
the coupling interaction length the 3-dB bandwidth of the filter can be controlled [15]. A 
strong acoustic absorbing material such as cotton or polystyrene can be used as the acoustic 
absorber [16]. The absorbing material functions to ensure no surface acoustic wave beyond 
the absorber's position are present. Since the interaction length of light inside the acoustic 
region can be controlled, over-coupling phenomenon can be monitored, to reduce the effects 
of undesirable side lobes. Broad filters require higher power to operate when the 
attenuation level is maintained the same as a narrow filter. 

 
Figure 8. Setup to study the bandwidth variation using the AO interaction inside fiber. 

From Fig. 9, the narrowest filter with a 3-dB bandwidth of 13 nm is obtained when 
maintaining the interaction length at 14 cm while the broadest filter with a 3-dB bandwidth 
of 28 nm is obtained when the interaction length is reduced to 7 cm. For an interaction 
length of 11.5 cm the spectral width is 16 nm and for 9 cm the spectral width will be 21 nm. 
The frequency used for wavelength tuning was from 960 kHz to 995 kHz and was sufficient 
to cover a wavelength span of 100 nm (1520 om-1620 nm).  

For the broadest filter, the RF generator's Vp-p needed to generate coupling between the 
modes, seem to be the highest at 14 V. Meanwhile, for the narrowest filter, the Vp-p needed is 
only 6 V. Thus, we need a higher Vp-p to generate filters for shorter interaction length of light 
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Figure 8. Setup to study the bandwidth variation using the AO interaction inside fiber. 

From Fig. 9, the narrowest filter with a 3-dB bandwidth of 13 nm is obtained when 
maintaining the interaction length at 14 cm while the broadest filter with a 3-dB bandwidth 
of 28 nm is obtained when the interaction length is reduced to 7 cm. For an interaction 
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For the broadest filter, the RF generator's Vp-p needed to generate coupling between the 
modes, seem to be the highest at 14 V. Meanwhile, for the narrowest filter, the Vp-p needed is 
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inside the grating region [17]. The introduction of tuneable acoustic absorber will change the 
strain dependency on the device. To limit the strain change introduced in the device only 
the tip of the absorber is allowed to touch the fiber, in our case, the resonant frequency 
change corresponding to the strain change was maintained at +/- 0.7kHz. Throughout the 
experiment the total IL was maintained less than 0.1 dB and the PDL was less than 0.4 dB. 

 

a) 

 

b) 
a) 1596 nm b) 1566 nm 

Figure 9. Measured bandwidth variation of filters at different peak wavelengths  
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5. Double-pass configuration 

One of the key problems in fiber-based AOTF is the low attenuation level of the notch filter. 
Superposing two or more filters according to Yun, Lee, Kim and Kim (1999) produced by 
multiple transducers can increase the attenuation level. But this method introduces a very 
high crosstalk in the device especially when the filter's peak: wavelengths are very near to 
each another and prove [18] highly impractical. Alternatively to improve the attenuation 
level of the filter, a double pass AO setup reported by Satorious, Dimmick, Burdge (2002) 
and Culverhouse, Yun, Richardson, Birks, Farwell, Russell (1997) can be used. In the new 
setup as in Fig 1.10, a 3-port circulator is added before and after the AO device. Light comes 
in from port 1 of circulator 1 and goes through the acoustic region and experiences mode 
conversion. The LP 11 coupled mode is converted back to the fundamental mode at the 
jacket of the fiber. The light rounds circulator 2 and goes through the AO device and 
experiences mode conversion again. The produced notch filter is observed using the OSA 
connected to the port 3 of circulator 1. Since the period of the acoustic inside the fiber is not 
changed, the light going through this region experiences mode conversion at the same 
wavelength of the incident and returning light. 

The insertion loss (IL) of a double-pass is increased to less than 3 dB and the Polarization 
Dependent Loss (PDL) was less than 0.6 dB. IL was not intentionally increased to a high 
value here, because 2 FC/FC connectors were introduced in the setup to connect port 2 of 
both circulators to the AO device. Splicing the ports to the device will reduce the IL loss to 
values less than 1 dB. Using higher quality circulators can further reduce PDL of the notch 
filters. The filters however will be more expensive to fabricate. 

 
Figure 10. Double pass configuration to increase the maximum attenuation of the notch filter. 

The AO band pass filter by Satorius et. al., mentions side lobe suppression and maximum 
attenuation suppression using the double-pass configuration. Unlike the band pass filter, the 
notch filter will increase the side lobe level and maximum attenuation level using the 
double-pass configuration. The side lobe increment is not significant to exceed the bottom 
level of the main lobe of the notch filter. 

From Fig. 11 the maximum attenuation of the notch filter was -28 dB for the double pass 
configuration and -12 dB for the single pass configuration. The maximum attenuation of the 
filter was increased to more than two times. The 3-dB bandwidth of the single pass AO 
device is 6.14 nm and the 3-dB bandwidth of the double pass AO device is 2.383 nm. This 
technique will be useful in producing narrow filters with high attenuation suitable in 
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inside the grating region [17]. The introduction of tuneable acoustic absorber will change the 
strain dependency on the device. To limit the strain change introduced in the device only 
the tip of the absorber is allowed to touch the fiber, in our case, the resonant frequency 
change corresponding to the strain change was maintained at +/- 0.7kHz. Throughout the 
experiment the total IL was maintained less than 0.1 dB and the PDL was less than 0.4 dB. 

 

a) 

 

b) 
a) 1596 nm b) 1566 nm 

Figure 9. Measured bandwidth variation of filters at different peak wavelengths  
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5. Double-pass configuration 
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high crosstalk in the device especially when the filter's peak: wavelengths are very near to 
each another and prove [18] highly impractical. Alternatively to improve the attenuation 
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Dependent Loss (PDL) was less than 0.6 dB. IL was not intentionally increased to a high 
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both circulators to the AO device. Splicing the ports to the device will reduce the IL loss to 
values less than 1 dB. Using higher quality circulators can further reduce PDL of the notch 
filters. The filters however will be more expensive to fabricate. 
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switching applications. However, there will be a frequency shift of 7 nm introduced using 
this setup. 

The optical signal coupled from the slow mode (LP01) to the fast mode (LP11) will be 
downshifted in frequency when the acoustic wave is in the same direction as the optical 
signal. Frequency is shifted up when the fast mode is coupled to the slow mode for the same 
acoustic wave [19]. The frequency shift direction is reversed when the acoustic wave is in 
opposite direction with the optical signal as reported by Kim, Blake, Engan, and Shaw, 
(1986). In a double-pass setup, the optical signal is both the same and opposite direction to 
the acoustic wave, while in a single-pass setup, optical signal is maintained in the same 
direction as the acoustic wave. Thus, a frequency shift is observed in a double-pass setup. 

 
Figure 11. Measured normalized transmission spectrum using the double pass configuration. The 
result is compared with single pass configuration (refer to Fig4.1). There is a frequency shift of7 nm to 
the left using the double-pass setup. 

6. Gain flattening filter 

The technique to vary the 3-dB bandwidth of filter inside SMF is then extended as a 
dynamic gain equalizer for the gain profile of an Erbidium Doped Fiber Amplifier (EDFA). 
This is just one of the possible applications of AO interaction as efficient spectral shaping 
devices. Various efforts to dynamically control the gain flatness of the ASE spectrum using 
acousto-optic tuneable filters (AOTF) were well demonstrated. Passive gain equalization as 
reported by Vengsarkar, Pedrazzani, Judkins, Lemaire, Bergano, and Davidson (1996) is 
unable to encounter gain variations due to different input optical power of Wavelength 
Division Multiplexing (WDM) channels. Meanwhile, integrated AOTF as gain flattening 
filters have a serious limitation of high insertion loss and crosstalk problems. Fiber-based 
AOTF by H.S. Kim, Park, and B.Y. Kim (1998) and the setup by Feced, Alegria, and Zervas 

 
Acoustics in Optical Fiber 411 

(1999) uses two transducers with six synthesizers to obtain the desired spectral filters. In this 
technique, to shape the gain, the AOTF setup is using only one transducer and a single-
taper. This is possible because the 3-dB [21-24] bandwidth of the filter we demonstrated can 
be varied on the same device. In our setup to flatten the gain profile of the Amplified 
Stimulated Emission (ASE) spectrum, an AOTF device with two frequency generators and a 
double-branched power combiner is used as in Fig 12. The power combiner typically 
introduces a 3-dB loss to the system, thus higher Vp-p from the RF generator is needed to 
produce the filters for spectral shaping. Total insertion loss of the setup is less than 0.2 dB. 
For the measurement, the EDF A was used as the ASE source and the output spectrum 
measured [20] using an Optical Spectrum Analyser (OSA). 

 

 

 

 

 

 

 

Figure 12. AOTF setup to flatten the gain of ASE spectrum. 

The gain was flattened by changing the Vp-p level of the RF generator, and moving the 
tuneable acoustic absorber along the etched region of the SMF. The degree of freedom to 
shape the filter is very high, thus the necessity of cascading another AOTF to the setup is not 
needed. Fig. 13 shows the effect of shaping the filter on the Amplified Stimulated Emission 
spectrum of EDFA. Typically has it Amplified Stimulated Emission s peaks at 1532 run and 
1550 run. For low gain, however there is a single broad peak at 1560 run. By using this 
method we show that, the [26-28] ASE spectrum can be flattened regardless of the peak's 
position and bandwidth using the same device. Since the tuning range is about 300 run, any 
Amplified Stimulated Emission spectrum that is lying from 1350 run to 1630 run can be 
successfully flattened using the same device. 



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 410 

switching applications. However, there will be a frequency shift of 7 nm introduced using 
this setup. 

The optical signal coupled from the slow mode (LP01) to the fast mode (LP11) will be 
downshifted in frequency when the acoustic wave is in the same direction as the optical 
signal. Frequency is shifted up when the fast mode is coupled to the slow mode for the same 
acoustic wave [19]. The frequency shift direction is reversed when the acoustic wave is in 
opposite direction with the optical signal as reported by Kim, Blake, Engan, and Shaw, 
(1986). In a double-pass setup, the optical signal is both the same and opposite direction to 
the acoustic wave, while in a single-pass setup, optical signal is maintained in the same 
direction as the acoustic wave. Thus, a frequency shift is observed in a double-pass setup. 

 
Figure 11. Measured normalized transmission spectrum using the double pass configuration. The 
result is compared with single pass configuration (refer to Fig4.1). There is a frequency shift of7 nm to 
the left using the double-pass setup. 

6. Gain flattening filter 

The technique to vary the 3-dB bandwidth of filter inside SMF is then extended as a 
dynamic gain equalizer for the gain profile of an Erbidium Doped Fiber Amplifier (EDFA). 
This is just one of the possible applications of AO interaction as efficient spectral shaping 
devices. Various efforts to dynamically control the gain flatness of the ASE spectrum using 
acousto-optic tuneable filters (AOTF) were well demonstrated. Passive gain equalization as 
reported by Vengsarkar, Pedrazzani, Judkins, Lemaire, Bergano, and Davidson (1996) is 
unable to encounter gain variations due to different input optical power of Wavelength 
Division Multiplexing (WDM) channels. Meanwhile, integrated AOTF as gain flattening 
filters have a serious limitation of high insertion loss and crosstalk problems. Fiber-based 
AOTF by H.S. Kim, Park, and B.Y. Kim (1998) and the setup by Feced, Alegria, and Zervas 

 
Acoustics in Optical Fiber 411 

(1999) uses two transducers with six synthesizers to obtain the desired spectral filters. In this 
technique, to shape the gain, the AOTF setup is using only one transducer and a single-
taper. This is possible because the 3-dB [21-24] bandwidth of the filter we demonstrated can 
be varied on the same device. In our setup to flatten the gain profile of the Amplified 
Stimulated Emission (ASE) spectrum, an AOTF device with two frequency generators and a 
double-branched power combiner is used as in Fig 12. The power combiner typically 
introduces a 3-dB loss to the system, thus higher Vp-p from the RF generator is needed to 
produce the filters for spectral shaping. Total insertion loss of the setup is less than 0.2 dB. 
For the measurement, the EDF A was used as the ASE source and the output spectrum 
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Figure 13. The effect of moving the tuneable acoustic absorber on the Amplified Stimulated Emission 
spectrum at various gain levels: a) low gain single peak at 1560 nm b) and c) high gain two peaks at 
1532 nm and 1550 nm. 
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Fig. 14 shows the flattened gain of ASE spectrum at various gain levels using this technique. 
For the lowest gain, at -30 dBm, which is achieved with a pump power of 96 mA, a broad 
filter is needed at 1545 nm; to obtain this; the tuneable acoustic absorber is positioned 14 cm 
after the AOTF device. The required resonant frequency to produce the coupling will be 990 
kHz. A deeper notch is needed at 1532 nm; which is produced through the second frequency 
generator that is set at 993 kHz. The flattened gain is less than 0.8 dB. For gain at -25 dBm, 
which is achieved with a pump power of 150 mA, a filter is needed at 1556 nm; and a 
narrow deep notch is needed at 1532 nm; the required resonant frequency to produce the 
coupling respectively will be 986 kHz and 993 kHz. To obtain this, the tuneable acoustic 
absorber is positioned 16 cm after the AOTF device. The flattened gain is less than 0.9 dB.  

Similarly for gain at -22 dBm, which is achieved with a pump power of 220 mA, a very deep 
filter is needed at 1532 nm and a small filter at 1545 nm. The resonant frequencies 
corresponding to these wavelengths are 990 kHz and 993 kHz respectively. To obtain the 
narrow filter, the tuneable acoustic absorber was set 17 cm after the AOTF device. And the 
measured flattened gain is less than 0.9 dB. Fig. 5 represents the notch filters obtained to 
flatten the gain of the Amplified Stimulated Emission (ASE) spectrum. 
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Figure 14. Gain profiles of the ASE spectrum and the flattened gain at various pump powers: a) 96 mA 
which has a gain of -30 dBm b) 150 mA which has a gain of -25 dBm and c) 220 mA which has a gain of -
22 dBm. 
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Figure 15. Corresponding filter spectrum to the flattened gain of various gain levels in Fig. 16. 

7. Conclusion 

The presence of acoustics inside the fiber will create a sequence of bends periodic in nature 
along the direction of its propagation. Core mode's energy is transferred to a cladding 
mode's, when it passes through the sequence of bends. The fiber jacket absorbs the coupled 
energy and this produces a notch filter observed using an optical spectrum analyzer. 

Acoustic horn functions to transfer the acoustic wave of the transducer to the fiber. 
Aluminium horn is preferred over silica horn because it can be easily reproduced. 
Furthermore, its acoustic impedance almost matches that of silica's. To allow optimum 
transmission of acoustics to the fiber, the tip of the horn is made small, with its diameter 
matching that of silica's. 

No resonance peaks were observed when the fiber is unetched First peaks are observed 
when the thickness of fiber is approximately 40 µ m. Overlap integral between the modes is 
not high in thicker fiber, meaning the transfer of acoustic wave to the fiber is not optimized. 
Thickness reductions in fibers are observed using a CCD camera. The characteristics of the 
resonance peaks can be controlled electrically using a RF generator. Voltage of the generator 
can be used to tune the attenuation depth of the resonance peaks. Frequency of the 
generator can be used to tune the peak wavelength. Frequency is inversely related to period 
of bends, thus higher frequencies will shift the peak to lower wavelengths. The 3-dB 
bandwidth of the resonance peaks can be adjusted by limiting the acoustic bend produced 
inside the fiber. Introducing a tunable acoustic absorber along the fiber can do this. 
Frequency used in all experiments was from 800 kHz to 1.1 MHz. All the coupled energy to 
produce the resonance peaks were to LP11 modes, mode conversion observed using a beam 
pro filer.  
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Figure 15. Corresponding filter spectrum to the flattened gain of various gain levels in Fig. 16. 
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produce the resonance peaks were to LP11 modes, mode conversion observed using a beam 
pro filer.  
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The power fed to cause resonance peaks can be reduced by reducing the thickness of the 
fiber to a value close to 20 µ m. Allowing light to pass through the acoustic bend region 
twice, as proposed in the double pass configuration, can increase the attenuation peaks. 
However, a frequency shift of 13 nm is observed because the light is passing through the 
bend in opposite directions.  

As a spectral shaping tool, the attenuator is efficient as a gain flattening filter for an erbium 
doped amplifier. The peak of an amplified spontaneous emission at 1531 nm can be reduced 
to flat levels for various gains of the EDF A pump power. Insertion loss is less than 0.2 dB 
and polarization dependence loss is less than 0.4 dB. 
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fiber to a value close to 20 µ m. Allowing light to pass through the acoustic bend region 
twice, as proposed in the double pass configuration, can increase the attenuation peaks. 
However, a frequency shift of 13 nm is observed because the light is passing through the 
bend in opposite directions.  
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to flat levels for various gains of the EDF A pump power. Insertion loss is less than 0.2 dB 
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1. Introduction 

In telecommunication systems, all filters and resonators that constitute the RF part have the 
tendency to be integrated on the same chip that contains the information treatment. 

In order to achieve miniaturization, bulk acoustic wave (BAW) technology is presented. 
BAW filters are very sensitive to surface contamination, and can exhibit very small sizes. In 
addition, BAW resonators could be fabricated using compatible material CMOS and 
BiCMOS [1]. In this context and in order to compensate the variation due to the fabrication 
process, the work presented in this paper focuses on the tuning of BAW-SMR resonators 
and filters.  

This work is divided in two parts. The first part consists of designing BAW-SMR (Solidly 
Mounted Resonator) filters. In the second part, we propose the use of two methods to tune 
this type of filters. Thus, we present the design methodology, the study, and the 
experimental realization of the BAW-SMR tunable filters. 

2. BAW impedance behavior 

2.1. SMR impedance behavior 

The bulk acoustic wave resonator is basically constituted by a piezoelectric layer 
sandwiched between two electrodes (Fig.1). The application of an electric field between the 
two electrodes generates a mechanical stress that is further propagated through the bulk of 
the structure (acoustic wave). The resonance condition is established when the acoustical 
path (in thickness direction) corresponds to odd integer multiples of the half acoustic 
wavelength. The bulk acoustic wave resonator is basically constituted by a piezoelectric 
layer sandwiched between two electrodes (Fig.1) [2, 3]. 
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The bulk acoustic wave resonator fabrication over silicon substrates imposes its acoustical 
isolation, confining the acoustic waves into the main resonant structure. Two configurations 
are proposed: the membrane suspended structure (FBAR – Film Bulk Acoustic wave 
Resonator) [3], where the resonator is suspended by an air-bridge (Fig.1a); and the solidly-
mounted structure (SMR – Solidly Mounted Resonator), where the resonator is mounted 
over a stack of alternating materials (Fig.1b). This stack is built on a Bragg reflector basis and 
it has an acoustic mirror behavior [2-3]. Both, air and acoustic mirror, present an optimum 
discontinuity for reflecting the acoustic waves at the interface with the bottom electrode, 
confining waves into the main resonant structure. 

In the solidly mounted resonator (SMR), the piezoelectric is solidly mounted to the substrate 
(Fig.1.b). Some means must be used to acoustically isolate the piezoelectric from the 
substrate if a high quality factor (Q) resonance is to be obtained. In effect, the quarter 
wavelength layers act as a reflector to keep waves confined near the piezoelectric transducer 
film [4]. The effect of the reflector on mechanical displacement is to cause the wave 
amplitude to diminish with depth into the reflector. The number of layers required to obtain 
a satisfactory reflection coefficient is dependent on the mechanical impedances between 
layers and, to a lesser extent, the substrate [5]. The number of layers is best determined by 
an analysis of the resonance response as a function of the number of layers versus resonator 
‘Q’ and coupling coefficient. 
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Figure 1. (a) Film Bulk Acoustic Resonator (FBAR). (b) Solidly Mounted Resonator (SMR). 
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An important effect of the reflector layers, as demonstrated by Newell [4], is a partial lateral 
stiffening of the piezoelectric plate that minimizes plate wave generation and spurious 
resonances normally observed in free plates. However, real resonator structures are 
inherently 3D and some form of radiation beyond the simple thickness dimension is to be 
expected. If energy leaves the resonator structure, through radiation, then it counts as a loss 
mechanism. Reflections of lateral waves at the edge of the resonator can lead to standing 
waves and spurious responses. The SMR approach requires that the substrate be smooth in 
order to proceed with the fabrication of reflectors, electrodes, and piezoelectric film [5].  

2.2. The Butterworth-Van-Dyke (BVD) model 

The Modified Butterworth-Van-Dyke (MBVD) model is an electrical schematic around 
resonance (Fig.2). The elements Ra, La, Ca present the series resonance and the insertion 
losses. The capacity C0 represents the piezoelectric material between the two electrodes. 

 
Figure 2. SMR-MBVD model. 

The impedance characteristic of a measured BAW-SMR is shown in Fig.3. In this graph, it 
can be observed that the SMR presents mainly two resonance pulsations: the series 
resonance (fs), when the electrical impedance approaches to zero, and the parallel resonance 
(fp), when the electrical impedance approaches to infinity. For all other frequencies far from  

 
Figure 3. Impedance characteristic of a measured BAW-SMR. 
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the resonances, the SMR presents static capacitor behavior. fs is adjusted according to the 
thickness of the piezoelectric layer and it is spaced by the parallel resonance fp. The 
instantaneous frequency deviation between the two resonances is determined by the 
electromechanical coupling coefficient of the piezoelectric layer. The quality factor of the 
measured BAW-SMR is 192.5 and its active area is 16800 µm2. This relatively small quality 
factor is due to some technological problems. 

The electrical impedance of an SMR is obtained by solving the acoustic boundary problem 
and applying the transmission line theory [6]. The electrical SMR impedance can be 
simplified and expressed by the following equation: 
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where ‘s’ is the complex variable: s = jw. 

2.3. Addition of external passive elements 

The association of external passive components (L, C) to the resonators was made in two 
parts. First, the resonators analyses have been carried out using on-wafer measurements. 
Then, these results have been associated with the capacitors and inductors. The combination 
of experimental results and modeling of passive elements constitutes the final response of 
the tuned resonators. 

2.3.1. Addition of capacitors 

The addition of the capacitors (having an intrinsic quality factor ‘Q’ > 140) to the SMR 
circuitry doesn’t affect severely the quality factor of the overall design. The resonator’s 
electromechanical coupling coefficient is described indirectly by the capacitor ratio C0/Ca as 
determined by the resonator physical configuration and piezoelectric material properties [7]. 
When changing the electromechanical coefficient of the piezoelectric material, the 
bandwidth changes. Our goal is to tune the capacitor ratio C0/Ca by adding series or parallel 
capacitors to the resonator. Thus, controlling this ratio will enable us to control the 
electromechanical coefficient, and as a sequence the bandwidth of the resonator. 

2.3.1.1. Series capacitor association  

The performance analysis of the association of series capacitor to the SMR is based on the 
BVD model (Fig.4). The analysis of the frequency response of the series capacitor associated 
to the SMR will lead us to (2) presented below: 
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Where‘s’ is the complex variable: s = jw. 
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From (2), it is possible to notice the insertion of a pole and zero to the frequency response of 
the simple resonator. The extraction of the poles and zeroes values of (2), will lead us to (3) 
& (4) shown below. 
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Figure 4. Impedance response of the measured BAW-SMR with series capacitor. 

From (3) & (4), it may be noted that the capacitor added in series with the BAW resonator 
affects only the series resonance frequency. It is inversely proportional to fs. To illustrate this 
theoretical study, responses with different values of capacitors added in series with the 
measured BAW-SMR are shown in Fig.4. 
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The analysis of the frequency response of the parallel capacitor associated to the SMR will 
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From (2), it is possible to notice the insertion of a pole and zero to the frequency response of 
the simple resonator. The extraction of the poles and zeroes values of (2), will lead us to (3) 
& (4) shown below. 
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Figure 5. Impedance response of the measured BAW-SMR with parallel capacitors. 
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From (5), it is possible to notice the displacement of the poles of the device’s resonance 
frequency. The extraction of the poles and zeroes values of (5), will guide us to (6) & (7) as 
shown below.  

It is noticed from (6) & (7) that the capacitor added in parallel with the BAW resonator 
affects only the parallel resonance frequency. It is inversely proportional to fp. Fig.5 presents 
the final responses of the measured BAW-SMR with different values of capacitors added in 
parallel.  

2.3.2. Addition of inductors 

The association of inductors to the BAW resonators could be realized in series or parallel. 
We should note that in the case of VLSI-CMOS, these inductors are characterized by a small 
quality factor with respect to the BAW (400 to 1000) which degrades the quality factor of the 
overall circuitry, and they occupy a relatively large size. 

2.3.2.1. Series inductor association  

The performance analysis of the assembly of the inductors in series with the SMRs is based 
on the BVD model. The analysis of the frequency response of the series inductors associated 
to the SMR will lead us to (8). 
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From (8), it is possible to notice the insertion of a zero to the resonator frequency response. 
The extraction of the poles and zeroes values from (8), will bring (9) & (10). Based on these 
equations, we can see that the values of the poles are not deteriorated. However, from (9), 
we notice that the association of series inductors to the SMR will modify the zeroes, and 
only the series resonance frequency is affected. It is inversely proportional to fs.  

 
Figure 6. Impedance response of the measured BAW-SMR with series inductors. 

To illustrate this theoretical study, impedance behavior of the measured BAW-SMR with 
different values of inductors associated in series is shown in Fig.6. 
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2.3.2.2. Parallel inductor association  

Based on the same procedure used above, the analysis of the frequency response of the 
parallel inductors associated to the SMR will lead us to (11), presented below. 
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From (11), it is possible to notice the insertion of a pole to the resonator frequency response 
and the displacement of another. Also, we can notice the composition of a double pole near 
the frequency response of the device. The extraction of the poles and zeroes values from 
(11), will lead us to (12) & (13). 
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and the displacement of another. Also, we can notice the composition of a double pole near 
the frequency response of the device. The extraction of the poles and zeroes values from 
(11), will lead us to (12) & (13). 
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From (12) & (13), we can see that that the inductor added in parallel with the BAW resonator 
affects only the parallel resonance frequency. It is inversely proportional to fp. Fig.7 presents 
the final responses of the measured BAW-SMR with different values of inductors associated 
in parallel. 

 
Figure 7. Impedance response of the measured BAW-SMR with parallel inductors. 
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Figure 8. Impact of the quality factor of the inductors added in series with the BAW resonator on the 
series quality factor ‘Qs’ of the overall resonator circuitry (SMR+L). 
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The addition of inductors to the BAW-SMR increases the insertion losses and degrades the 
quality factor of the overall circuitry. Fig.8 illustrates the influence of inductors added in 
series with the SMR on the overall quality factor of the assembly. 

3. BAW filter design 

3.1. Bulk Acoustic Wave (BAW) filters topologies 

Bulk acoustic wave filters are basically divided in three topologies: ladder, lattice and 
ladder-lattice (Fig.9) [3]. 

 
Figure 9. Bulk acoustic wave resonator filter topologies: (a) ladder stage, (b) lattice stage and (c) ladder-
lattice stage. 

Ladder filter are characterized by an unbalanced operation mode and very small size able to 
deliver very high selectivity filtering responses, however presenting low rejection or 
isolation out-of-band. Typically, ladder bulk acoustic wave filters are quite effective for 
blocking signals close to the passband, but poor at rejecting undesired bands [3-4].  

On the other hand, lattice bulk acoustic wave filters are characterized by a balanced 
operation mode. In contrast to the first one, this topology presents typically a low selectivity 
close to the passband, followed by a high rejection out-of-band. They present slower roll off 
coefficient and higher rejection. Thus, lattice networks are not interesting to block signals 
close to the passband, but they are more effective for rejecting undesired bands [3].  

Ladder-lattice bulk acoustic wave filters are also characterized by a balanced operation 
mode. Ladder-lattice filters ally advantages of both network types, enabling high isolation at 
undesired bands and steep responses close to the passband [3]. This topology is able to 
strongly reduce the linearity constraints of the receiver RF chain. Fig.10 shows a comparison 
between the typical theoretical transmission responses (S21) of these three network types. 
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strongly reduce the linearity constraints of the receiver RF chain. Fig.10 shows a comparison 
between the typical theoretical transmission responses (S21) of these three network types. 
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Figure 10. Theoretical transmission responses for main bulk acoustic wave (BAW) filter topologies. 

3.2. Ladder BAW-SMR filter design 

The ladder filter is an association of resonators in series and in parallel. The shunt resonators 
are loaded and their resonance frequencies are smaller than the series resonators. Ladder BAW 
topology presents a good selectivity which enables to block undesired signals near the pass 
band. In this context, and in order to support the theoretical study, a tunable BAW-SMR 
ladder filter was designed for the 802.11b/g standard (2.40 – 2.48 GHz). The resonators and 
filters were fabricated at the CEA-Leti in the framework of the project ‘EPADIM’. The filter is 
composed of five SMRs, associated in ladder topology. The filter stack can be divided into 
resonators’ layers and Bragg reflector’s layers. The resonator’s layers are composed by the 
classical couple AlN-Mo [8]. However, in contrast to [8], the Bragg reflector was implemented 
using an exclusive dielectric stack composed by SiOC:H and SixNy [9]. 

 
Figure 11. Microphotography of the Ladder BAW-SMR for the 802.11b/g standard. 
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The acoustical performance of the fully dielectric stack is comparable to the traditional SiO2-
W reflectors; however, it strongly reduces the coupling between resonators through the 
Bragg reflector. Furthermore, the filter stack was realized on a high resistive silicon 
substrate in order to reduce losses due to the capacitive coupling [10]. 

In order to optimize the filter performance, a double resonator and apodized geometries 
have been used. Indeed, double resonators present large electrodes’ areas, which results in 
lower resistive losses. Also, the filter resonators present apodized geometries in order to 
avoid spurious resonances caused by the parasitic lateral acoustic modes [11]. Fig.11 and 12 
show the microphotography and a comparison between the measured and simulated results 
of the tunable ladder BAW-SMR filter, respectively. The filter occupies a small area and has 
reduced dimensions (1035*1075 µm2). Electromagnetic simulation of the overall filter 
structure has been performed using the ADS-Momentum software. Next, the acoustical 
effects have been considered using the Mason Model [12] and included in the simulations. 

 
Figure 12. Comparison between measured and simulated results of the 802.11b/g ladder BAW-SMR 
filter. 

The filter design was realized for implementation in SiP context. The performances of the 
tunable BAW-SMR filter are in concordance with the simulation results. Mainly, the filter 
fulfills the requirements for the WLAN 802.11 b/g standard, presenting -3.3 dB of insertion 
loss, -12.7 dB of return loss and a selectivity higher than 33 dB at ± 30 MHz of the 
bandwidth. The filter high insertion losses are mainly due to the low resonators quality 
factor obtained in the fabrication (Q = 200). Therefore, these losses can be strongly reduced 
using mechanical energy concentration techniques in the resonator acoustical cavity [13]. 

4. Tunability of the ladder filter  

The shunt resonators of the ladder filter determine the position of the zeroes at the left of the 
center frequency and the series resonators determine the position of the zeroes at the right of 



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 430 

 
Figure 10. Theoretical transmission responses for main bulk acoustic wave (BAW) filter topologies. 

3.2. Ladder BAW-SMR filter design 

The ladder filter is an association of resonators in series and in parallel. The shunt resonators 
are loaded and their resonance frequencies are smaller than the series resonators. Ladder BAW 
topology presents a good selectivity which enables to block undesired signals near the pass 
band. In this context, and in order to support the theoretical study, a tunable BAW-SMR 
ladder filter was designed for the 802.11b/g standard (2.40 – 2.48 GHz). The resonators and 
filters were fabricated at the CEA-Leti in the framework of the project ‘EPADIM’. The filter is 
composed of five SMRs, associated in ladder topology. The filter stack can be divided into 
resonators’ layers and Bragg reflector’s layers. The resonator’s layers are composed by the 
classical couple AlN-Mo [8]. However, in contrast to [8], the Bragg reflector was implemented 
using an exclusive dielectric stack composed by SiOC:H and SixNy [9]. 

 
Figure 11. Microphotography of the Ladder BAW-SMR for the 802.11b/g standard. 

 
Techniques for Tuning BAW-SMR Resonators for the 4th Generation of Mobile Communications 431 

The acoustical performance of the fully dielectric stack is comparable to the traditional SiO2-
W reflectors; however, it strongly reduces the coupling between resonators through the 
Bragg reflector. Furthermore, the filter stack was realized on a high resistive silicon 
substrate in order to reduce losses due to the capacitive coupling [10]. 

In order to optimize the filter performance, a double resonator and apodized geometries 
have been used. Indeed, double resonators present large electrodes’ areas, which results in 
lower resistive losses. Also, the filter resonators present apodized geometries in order to 
avoid spurious resonances caused by the parasitic lateral acoustic modes [11]. Fig.11 and 12 
show the microphotography and a comparison between the measured and simulated results 
of the tunable ladder BAW-SMR filter, respectively. The filter occupies a small area and has 
reduced dimensions (1035*1075 µm2). Electromagnetic simulation of the overall filter 
structure has been performed using the ADS-Momentum software. Next, the acoustical 
effects have been considered using the Mason Model [12] and included in the simulations. 

 
Figure 12. Comparison between measured and simulated results of the 802.11b/g ladder BAW-SMR 
filter. 

The filter design was realized for implementation in SiP context. The performances of the 
tunable BAW-SMR filter are in concordance with the simulation results. Mainly, the filter 
fulfills the requirements for the WLAN 802.11 b/g standard, presenting -3.3 dB of insertion 
loss, -12.7 dB of return loss and a selectivity higher than 33 dB at ± 30 MHz of the 
bandwidth. The filter high insertion losses are mainly due to the low resonators quality 
factor obtained in the fabrication (Q = 200). Therefore, these losses can be strongly reduced 
using mechanical energy concentration techniques in the resonator acoustical cavity [13]. 

4. Tunability of the ladder filter  

The shunt resonators of the ladder filter determine the position of the zeroes at the left of the 
center frequency and the series resonators determine the position of the zeroes at the right of 



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 432 

the center frequency. Thus, changing the impedance of the parallel and series resonators 
leads to a change in the zeroes’ positions. 

 
Figure 13. Ladder BAW-SMR filter. 

Based on this theory and in order to tune the BAW-SMR filter (Fig.13), we propose to add 
passive elements to the shunt and series resonators that constitute the filter. 

4.1. Shift towards higher frequencies 

To shift the center frequency of the filter towards higher frequencies we have to move all the 
zeroes towards these frequencies. Thus, we have added inductors in parallel with the series 
resonators and capacitors in series with the shunt resonators that constitute the ladder 
BAW-SMR filter (Fig.14).  

 
Figure 14. Tunable BAW-SMR filter with inductors added in parallel with the series resonators and 
capacitors added in series with the shunt resonators. 

Table 1 presents the values and the quality factor of the external passive elements used in 
the circuitry designed to move the center frequency of the tunable BAW-SMR filter towards 
higher frequencies. 
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 Value  Quality Factor ‘Q’ 

Capacitors C1= C2=2.2 pF 140 
Inductors L1=3.9 nH 47.7 

L2=5.6 nH 40 
L3=4.7 nH 45 

Table 1. Values of the passive elements used to shift the center frequency of the tunable BAW-SMR 
filter towards higher frequencies and their quality factors. 

The tunable BAW-SMR filter and the passive components are mounted on a FR4 substrate 
as shown in Fig.15.  

 
Figure 15. Tunable BAW-SMR filter and passive elements mounted on FR4 PCB. 

Fig.16 shows the simulation results of the tunable filter. The insertion loss (IL = -2.4 dB) 
obtained in the simulation is due to quality factors of resonators (Q = 500). The return loss 
(RL) is -10 dB, and the out of band rejection is 26 dB at 2.0 GHz. The simulation results 
shows that a shift of +1% of the initial central frequency (2.44 GHz) is obtained. 

 
Figure 16. Simulation of tunable BAW filter with inductors added in parallel with the series resonators 
and capacitors added in series with the shunt resonators. 

Comparisons between the measurements of the tunable filter with the original one are 
shown in Fig.17 and Fig.18. 
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Figure 17. Shift towards higher frequencies: Comparison of transmission characteristic (S21)between the 
tunable BAW-SMR filter (passive elements added) and the original one. 

Based on the measurements of the tunable filter, we can note -4.5 dB of insertion losses and 
a shift of +0.6% of the center frequency (2.44 GHz) towards the higher frequencies (Fig.17). 
As well, a return loss of -7 dB is obtained (Fig.18). The filter high insertion losses are mainly 
due to the low resonators quality factor obtained in the fabrication (Q = 200) and to the low 
quality factor of the passive element used. Moreover, the parasitic capacitors generated by 
the FR4 PCB and the bonding wires used to connect the tunable filter with the passive 
elements caused a reduction of 15 MHz to the bandwidth of the tunable filter. 

 
Figure 18. Shift towards higher frequencies: Comparison of reflexion characteristic (S11) between the 
tunable BAW-SMR filter (passive elements added) and the original one. 
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4.2. Shift towards lower frequencies 

This time and in order to shift the center frequency of the filter towards lower frequencies, 
we have to move all the zeroes towards these frequencies.  

 
Figure 19. Tunable BAW-SMR filter with capacitors added in parallel with the series resonators and 
inductors added in series with the shunt resonators. 

Thus, we have added capacitors in parallel with the series resonators and inductors in series 
with the shunt resonators that constitute the ladder BAW-SMR filter (Fig.19). Table 2 
presents the values and the quality factor of the external passive elements used. 

  Value Quality Factor ‘Q’ 

Capacitors C1=2.2 pF 140 
C2=1 pF 200 
C3=2 pf 150 

Inductors L1=L2=2.2 nH 57 

Table 2. Values of the passive elements used to shift the center frequency of the tunable BAW-SMR 
filter towards lower frequencies and their quality factors. 

As same as before, the tunable BAW-SMR filter and the passive components are mounted 
on a FR4 substrate. Fig.20 shows the simulation results of the tunable filter.  

The insertion loss (IL = -2.4 dB) obtained by simulation is due to quality factors of resonators 
(Q = 500). In addition the return loss (RL) is -9.5 dB, and the out of band rejection is 16 dB at 
2.0 GHz (Fig.20). The simulation results shows that a shift of -1% of the initial central 
frequency (2.44 GHz) is obtained. A comparison between the measurements of the tunable 
filter with the original one is shown in Fig.21.  

Based on the measurements of the tunable filter, we can note -4.5 dB of insertion losses and 
a shift of -1.3% of the center frequency (2.44 GHz) towards the lower frequencies (Fig.21). In 
addition, the parasitic capacitors generated by the FR4 PCB and the bonding wires used to 
connect the tunable filter with the passive elements caused a reduction of 13 MHz to the 
bandwidth of the tunable filter.  
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Figure 20. Simulation of tunable BAW filter with capacitors added in parallel with the series resonators 
and inductors added in series with the shunt resonators. 

 
Figure 21. Shift towards lower frequencies: Comparison between the tunable BAW-SMR filter (passive 
elements added) and the original one. 

As a conclusion, one should note that in contrast to [13], where lumped elements (inductors 
or capacitors) were proposed to be added at a time, in this paper the use of capacitors and 
inductors together have shown how to shift the center frequencies towards higher or lower 
frequencies. 

5. Digitally tuning BAW filters 

To validate the concept of digitally tuning BAW filters using passive elements controlled by 
CMOS transistors, we present in this part the use of CMOS switches at the terminals of 
capacitors (Fig.22) [6].  
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When a transistor is ON, the capacitor is short circuited, and when a transistor is OFF, the 
capacitor will be considered in series with the shunt resonator. Thus, the bandwidth and the 
characteristics of the filter will be modified. The circuitry of the filter, capacitors, transistors 
and the associated “bonding wires” are shown in Fig.22.  

 
Figure 22. Tunable BAW-SMR using CMOS transistors. 

The BAW-SMR filter used in this study is a fifth order filter designed for the W-CDMA 
standard in the ladder topology. This topology is composed by the resonator in series and 
parallel, the parallel resonators are loaded and their resonance frequencies are smaller than 
the series resonators. The die photography of the tunable BAW-SMR filter is shown in 
Fig.23. The filter has reduced size, and the die area is 1450*985 µm². Moreover, many 
passive pads connecting the filter with the active chip were taken in consideration. 

 
Figure 23. Microphotography of ladder BAW-SMR for the W-CDMA standard. 

Fig.24 presents the comparison between the measurement and the simulation of the BAW-
SMR filter. Electromagnetic simulation of the overall filter structure has been accomplished 
by using the ADS-Momentum software, where the acoustical effects have been included 
using the Mason Model. The filter is designed for implementation in SiP context. As shown 
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in Fig.24, the measurements are in concordance with the simulations. However, the filter 
fulfills the requirements for the W-CDMA standard, exhibiting -2.77 dB of insertion loss, -
8.75 dB of return loss and selectivity higher than 38 dB at 40MHz offset from the operating 
frequency. 

 
Figure 24. Simulation and measurement results of the W-CDMA ladder BAW-SMR filter. 

5.1. Switches design 

To adjust the bandwidth of the BAW filter, a chip is realized in 65nm CMOS technology. 
This chip is composed by the capacitors mounted in series with the MOS transistor, and 
these transistors are controlled by a 2 to 4 decoder (Fig.25).  

 
Figure 25. Circuitry of the tuning mechanism. 
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Fig.26 shows the layout of the tuning circuit. In symbolize the pad for connection with 
ladder filter. VG, Vdd1, Vdd2 and GND correspond to the gate voltage, the command of 
decoder and the ground respectively. The size of the Silicon area is 335*330µm².  

 
Figure 26. Layout of the tuning mechanism. 

The tuning is attained by controlling the MOS transistors and capacitors in series with shunt 
resonators. Each transistor is open or short circuited by obtaining different outputs of the 2 
to 4 decoder. Table 3 shows the truth table of the realized decoder. A, B, E symbolize the 
input of a decoder commanded by Vdd1, Vdd2 and VG respectively, Sn (n = 0, 1, 2 or 3) 
represent the output of this decoder used to control Qn. All transistors used in the tuning 
mechanism are provided by STMicroelectronics (CMOS 65 nm). The width and length of the 
gate are: W = 50 µm and L = 0.06 µm. The main parasitic elements are taken into account in 
the simulation (Cgs, Cgd, Cds and Ron). The length of bonding wire is 2 mm. It represents an 
inductive effect of approximately 2 nH at 2 GHz. Ron of the MOS transistor is function of its 
dimensions and of the gate voltage (VG). Thus, with an external adjustment of VG, Ron value 
is regulated. 

A B E S0 S1 S2 S3 
 0 1 0 0 0 1 

0 1 1 0 0 1 0 
1 0 1 0 1 0 0 
1 1 1 1 0 0 0 
X X 0 0 0 0 0 

Table 3. Truth table of the 2 to 4 decoder. 

5.2. Co-design: BAW filter- 65nm CMOS chip 

Fig.27 shows the microphotography of the association of the ladder filter with the active 
chip. The devices are connected with bonding wires. The capacitors C1, C2 and C3 values are 
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in Fig.24, the measurements are in concordance with the simulations. However, the filter 
fulfills the requirements for the W-CDMA standard, exhibiting -2.77 dB of insertion loss, -
8.75 dB of return loss and selectivity higher than 38 dB at 40MHz offset from the operating 
frequency. 

 
Figure 24. Simulation and measurement results of the W-CDMA ladder BAW-SMR filter. 
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Figure 25. Circuitry of the tuning mechanism. 
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Fig.26 shows the layout of the tuning circuit. In symbolize the pad for connection with 
ladder filter. VG, Vdd1, Vdd2 and GND correspond to the gate voltage, the command of 
decoder and the ground respectively. The size of the Silicon area is 335*330µm².  

 
Figure 26. Layout of the tuning mechanism. 
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fixed to achieve 12, 9 and 6 MHz tuning range, respectively. When the output S0 of the 
decoder is ON, the transistor Q0 is ON and all of the capacitors are short circuited. When the 
output Sn (n = 1, 2 or 3) is ON, the transistor Qn is ON and the capacitor Cn will be considered 
in series with the shunt resonators.  

 
Figure 27. Microphotography of the digitally tunable ladder BAW-SMR for the W-CDMA standard. 

The comparison between the simulation and the measurement results is shown in Fig.28. of 
the tunable BAW-SMR filter combined with the active chip presents a tuning range of 12 
MHz, when the output S3 of the decoder is ON. It show also -1.52 dB of insertion loss and 12 
dB of the out-band rejection at 1.85 GHz. This out-band rejection is improved by 3 dB. This 
degradation is due to the length of bonding wire associating the active chip and PCB [10]. 

 
Figure 28. Comparison between the simulation and the measurement of the digitally tunable BAW 
filter. 
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6. Conclusion 

In this paper, the impedance behavior of the BAW-SMR has been shown. Also, the effects of 
the addition of passive elements (L, C) to this type of resonators have been illustrated. In 
addition, a tunable BAW-SMR filter realized in a ladder topology used for the 802.11b/g 
standard (2.40 - 2.48 GHz) was shown. Mainly, the filter fulfilled the requirements for the 
WLAN 802.11 b/g standard, presenting a measured -3.3 dB of insertion loss, -12.7 dB of 
return loss and selectivity higher than 33 dB @ ± 30 MHz of the bandwidth. This tunable 
BAW-SMR filter has reduced dimensions (1035*1075 µm2). Moreover, the center frequency 
of this tunable filter was shifted towards higher and lower frequencies by adding passive 
elements. Measured shifts of -1.3% of the center frequency (2.44 GHz) towards lower 
frequency and +0.6% of the center frequency towards higher frequencies were obtained. 
Furthermore, digitally tunable BAW-SMR filter implementation was shown. The tunable 
filter was designed for the W-CDMA standard. The filter fulfilled the requirements for the 
WCDMA standard, presenting a measured -2.77 dB of insertion loss, -8.75 dB of return loss 
and selectivity higher than 38 dB @ ±40 MHz of the bandwidth. Moreover, the center 
frequency of this tunable filter is digitally shifted towards higher frequencies by adding 
capacitors in series with transistors that act as switches. These switches are controlled by a 
2to4 decoder, and they are added to the shunt resonators. 
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1. Introduction 

Mechanical vibrations are a movement of particles around the state of equilibrium in a solid 
environment. Vibrations are a common phenomenon in our daily life. These vibrations are 
often parasite effects threatening our existence. Vibrations of the ground, machines, or a 
number of technical devices present a process, which require a continuous or a long-term 
monitoring. In many sectors vibrations are a working factor in a production process.  

Mechanical vibrations serve as a source of information in medicine, diagnostics of the 
structure of many machines and in perimeter protection (monitoring). The knowledge of 
vibration parameters allows evaluating the technical condition of machines, the quality of 
their design and manufacture and their reliability. Early detection of ground vibrations 
serves to predict and warn of earthquakes. Ground vibrations serve to monitor explosions 
and are used in the reflexive seismology (prospecting for mineral deposits). Detection of 
ground vibrations in systems of perimeter protection allows detecting an intrusion into an 
area under surveillance. Mechanical vibrations are characteristic for their differing 
frequencies and amplitude. The frequency of mechanical vibrations ranges usually from a 
hundredth of Hz to a dozen or so kHz. Parameters of mechanical vibrations are measured 
with vibration sensors.  

At present practically three types of seismic sensors are used: 

 geophones, 
 piezoelectric acceleration sensors, 
 micro-mechanical silicone acceleration sensors. 

Geophones belong to the simplest and most inexpensive vibration sensors. They feature a 
low mechanical resonance frequency, which ranges usually between 4Hz and 14Hz. They 
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are used in mining, for safety perimeter protection [1] and in the reflexive seismology 
(Figure 1).  

 
Figure 1. Reflexive seismology and geophones [1] 

Micro mechanical silicone acceleration sensors (MEMS) [2-3] are mass-produced and used in 
many fields (e.g. deploying air bags, laptops). They are characterised by small dimensions. 
Due to their miniature dimensions their mechanical resonance frequency is very high, 
usually a dozen or so kHz or a few dozen kHz. With piezoelectric acceleration sensors [4] 
one can measure variable accelerations. Their mechanical resonance frequency is higher 
than that of MEMS.  

 
Figure 2. Seismometers offered by MEROZET 1 - portable broadband seismometer, 2 - very broadband 
seismometer 3 - triaxal seismic accelerometer. 

Figure 2 shows seismometers offered by MEROZET: a portable one, a wide-band and a 
triaxial one; all these 3 models are based on and include piezoelectric acceleration sensors. 
Vibration sensors can be built using sensors with the acoustic surface wave (SAW).  

These SAW-based sensors are used to measure a number of physical quantities:  
gas concentration [5-8], temperature, pressure [9-13], and mechanical quantities: torque  
of a rotating shaft [14], stress [15-17], acceleration [18-19] and vibrations [20-21]. All these 
SAW–based sensors work on the basis of measuring changes in the delay of a surface wave 
due to the impact of a physical quantity being measured on its speed and the propagation 
path. However, depending on the kind of a measured physical quantity, a number of 
problems occur, which are characteristic for the group of sensors used for measuring that 
quantity.  
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Figure 3. Basic structure of a SAW vibration sensor 

Figure 3 presents the idea of the structure of an SAW-based sensor. The main element of this 
sensor is an anisotropic plate of a piesoelectric material. One end of the piesoelectric plate is 
made fast to the sensor housing, while on the other free end a seismic mass can be placed. 
An SAW-delaying line in the form of a four-terminal-network is made on the top surface of 
the sensor. The movement of the sensor housing causes its plate to vibrate and the SAW-
based delaying line delay to change. This is why the phase of a high frequency signal 
passing thru such a line changes. The magnitude of a signal pahse change will be 
proportional to the change in the delay of an SAW-based delaying line.  

The presented sensor design presents three different issues, which must be solved: 

 modeling of the sensor mechanical system, which amounts to the description of plate 
deformations and stresses occurring in it. 

 modeling of the sensor mechanical-electrical converter – delaying line with the SAW, 
which amounts to the description of the change in parameters of a delaying line with 
the SAW (first of all of the delay) due to distortions and stresses in the plate 

 modeling of the electric circuit cooperating with the sensor, which amounts to the 
analysis and synthesis of an electric circuit measuring the changes in the delay of the 
surface wave in a delaying line including the SAW. 

The work presents a solution of the mentioned problems, which were further analysed. The 
work presents executed models of SAW-comprising sensors and the results of a study of 
their parameters. The use of realised sensors in a system of perimeter protection is 
described. The structure of an SAW-comprising sensor (Fig. 3) is a combination of a 
continous system in the form of a piesoelectric, anisotropic support plate and a discrete 
system in the form of a concentrated mass. In theory such a system can feature an infinite 
number of free vibration frequencies. Writing a description of the mechanics of the plate of 
an SAW-based vibration sensor is a complicated proces; what makes it dificult is the tensor 
description of the plate mechanical properties. The knowledge of the value of an attenuation 
tensor (viscosity tensor) poses a problem. Therefore an analysis was conducted, which 
allows to simplify the sensor model presented in Figure 3 and next as a result of this 
analysis the movement of a piesoelectric, anisotropic plate with a concentrated mass was 
described with the aid of a discrete system of one degree of freedom. Elastic and viscous 
properties of the plate material were taken into account. This model was introduced by way 
of an isotropic descritpion of anisotropic material properties. The model accuracy was 
evaluated. Explicit realtionships between sensor plate movement parameters and its 
geometey and parameters describing its elastic an viscous properties were determined, thus 
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a simple analysis and synthesis of the sensor plate movements were possible. The main 
feature of the sensor mechanical system (a continous system combined with a discrete one) 
is the occurence of pratically only one resonance frequency. A simple description of this 
magnitude by design parameters of the system and elastic and viscous plate parameters 
allow a simple modelling, how these sensors function, and as well to determine elastic and 
viscous parameters of a plate empirically. These parameters in the form : an equivalent 
Young’s modulus and an equivalent material damping coefficient for a selected direction of 
a piezoelctric substrate (i.e. the direction of the surface wave propagation) were determined 
in works [22][23]. In available bibliography they are not knowen or utilised. The above 
considerations are presented in the work [21]. For a full description of the SAW-comprising 
vibaration sensor designing process in Section 2 we present a modelling process of its 
mechanical system.  

2. Model of mechanical unit for SAW vibration sensor 

The object of consideration has been presented in Figure 4. One end of the plate is stiffly 
attached, and the other is free and without any concentrated mass. The piezoelectric 
properties of sensor plate will be omitted in the analysis. 

 
Figure 4. The plate of a vibration sensor. 

The equation of a movement of an anisotropic body with the mass density ρ is: 
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The stress tensor σij depends on the strain tensor k l  through Hook-Voight equation: 
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where: Cijkl—is a elasticity tensor, ijkl—is a material damping tensor, ui—is a displacement 
vector, 
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The mathematical description of this issue will be closed if the initial and boundary 
conditions are added to the aforementioned equations. It is complicated to solve the 
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problem. The causes of the complications are huge number of non-vanishing modules of an 
elasticity and material damping tensor. The material damping tensor ijkl has an identical 
symmetry as the elasticity tensor Cijkl. For materials used in SAW devices (quartz, lithium 
niobate), the value of damping constants are difficult to experimental verification. For 
higher class of symmetry of an anisotropic materials, equations (2, 3) are simple. For the 
isotropic material the elasticity tensor has only two independent components C1111=λ+2μ, 
C1122=λ, C2323=μ. Therefore the elastic properties of an isotropic substance describe two 
quantities (λ, μ). They are often shown in form of a Young's modulus E and a Poisson 
ratio ν. The following relations occur between quantities E, , and elasticity tensor 
components [24]: 
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The description of viscous properties of an isotropic body done by material damping tensor 
is analogical. It is usually described by two quantities [24]: 
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The Young’s modulus E is described as a proportion of a longitudinal stress to longitudinal 
strain for the direction of the functioning of a stress. To describe the mechanical properties 
of anisotropic materials taking into account a particular direction of the stress an effective 
Young's modulus may be used E [24][25](Its magnitude is described by overt dependence). 
An exemplary expression for a inverse effective Young's modulus for a trigonal unit 
(lithium niobate, quartz) is:  

 2 2 4 2 2 2 2
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where: sij—is an element of an compliance matrix, lj—is a cosine of an angle between the 
chosen direction and the axis − j, in Cartesian coordinates. The compliance matrix sij is 
reverse to the stiffness elasticity matrix cij.  

It is possible to calculate the values of material damping coefficients in a chosen 
crystallographic direction, too. The presented approach allows to model the anisotropic 
material by the isotropic model. In a such model the stresses are the sum of elastic and 
dissipative components:  

 E E
t
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We consider equivalent isotropic model of cylindrically bent plate [19]. Equation of free 
vibrations has the form: 
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where: —mass density, h—plate thickness, L—plate length, τ—equivalent material 

damping coefficient , 
21
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Ee is an equivalent Young's modulus. 

At the boundaries we have: 
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The solution to the boundary problem (8), (9) has the form: 
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where: constants An and φn are determined by initial conditions. 

The angular frequency of non-damped vibrations is equal to:  
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The angular frequency of damped vibrations is equal to:  
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  1 2 3where : k 1,875,  k 4,694,  k 7,855    (13) 

The orthonormal set of function Wn (eigenfunctions) is taken from [26]. Only some elements 
in the sum (10) represent vibrations. For N < n where N is the greatest natural number for 
chich ωn < 2/τ , the element of sum represents very strongly dumped movement and there is 
no resonance at this frequency. Each of the harmonics n=1,2,3… has part of energy. How 
great is the part depends on the unit (normal vibrations, ωn, w(x) ) and depends on 
activation. In the paper [18][19][27][28] a simplified model with one degree of freedom was 
presented and it is shown in Figure 5. It has been used to describe the dynamics of sensor 
plate movement. It was derived according to the Rayleigh method. This method is based on 
a simplified modeling of a plate with the use of an equivalent circuit with one degree of 
freedom which is energetically equivalent. The free end of sensor plate has been taken as a 
point of reduction. The equivalent circuit present Figure 5 
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Figure 5. The equivalent circuit of sensor plate with one degree of freedom. 

Parameters in the model are as follows [18]: 
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where: b — plate width  

The model with one degree of freedom has only one resonance frequency. The equation of 
mass movement is as follows: 
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The solution of an equation for natural vibrations: 
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It is analogical to the Equation (10) obtained with the use of an isotropic model of sensor 
plate. Comparison of the first frequency of damped vibrations of the plate obtained in an 
isotropic model (11) and the frequency of damped vibrations obtained with the use of a 
model with one degree of freedom (17) are in fulfils relation: 

  1 0.9996 r  ,  (19)  

First frequency of damped vibrations calculated in an isotropic model is 0.5 per cent lower 
than frequency calculated with the use of a discrete model. This difference could be smaller 
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in case of a sensor construction with the concentrated mass attached to the movable end of 
the plate. That is why the model with one degree of freedom may be used to describe the 
movement of sensor plate. It allows relatively easy simulation of vibrations of the plate with 
the mass attached to its movable end. Free vibrations of sensor plate are a definite as a sum 
of damped harmonic frequency vibrations. But, in free vibration damped vibrations with 
first harmonic frequency will dominate. The amplitudes of the superior harmonic vibrations 
will be extremely small. As it is shown in [18] their quantity is 40 dB smaller than the first 
harmonic amplitude. This is the reason why a model with one degree of freedom 
[18][27][28] has been used to analyze the movement of the plate with concentrated mass. 
Vibrations of the plate have been activated by the movement of the sensor casing Y(t). The 
equation of movement is as following: 
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r is a ratio between seismic mass and mass of sensor plate.  

The solution of the Equation (20) is a function: 
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where: constants A and  are determined by initial conditions. 

Relations between ω0 and ωr are as in identity (18). In both components of the solution (22) 
appears the following function: 
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It is a product of a harmonic and damping (exponentially decay with time) function. The 
frequency of a harmonic function is the resonance frequency of the unit. This function 
describes sensor impulse response and its natural vibrations. It is a sum of: 

 convolution of an impulse response of the plate and the component of describing 
movement of the sensor casing,  

 damped vibrations with the resonance frequency of a sensor plate.  
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It will always have a factor in form of a harmonic function with the frequency equal to the 
resonance frequency of sensor plate and with variable amplitude. That is why the frequency 
response of sensor plate may be quantity identifying the sensor. Frequency response of the 
sensor plate is the ratio of the amplitude of the deflection plate sensor to the harmonic 
amplitude of its case The frequency response of the sensor plate calculated from the 
Equation (20) is as follow: 
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Parameters in relation (24) depends on mechanical properties of the sensor plate material. 
The quantities of elastic and viscous parameters for quartz are shown in Table 1 [22][23]. 
 

 ST-cut quartz 
Equivalent Young's modulus [GPa] 76 
Dynamic critical compressive stress [MPa] 80 
Equivalent material damping coefficient [ ]s  29.3 
Density [kg/m3] 2650 

Table 1. Material parameters of quartz. 

Theoretical frequency response for plates made of ST-cut quartz with the resonance 
frequencies of 22 Hz and 100 Hz are shown in Figure 6. The most important is that for low 
frequency the frequency response has narrower band and higher magnitude so the 
selectivity of the sensor is high. It decreases with increased resonance frequency. 

 
Figure 6. Theoretical resonance characteristics of plates with resonance frequencies  
of 22 Hz and 100 Hz. 
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The maximum value of the frequency response of the plate will occur for ω = ωr. It has been 
described with the relationship:  
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Its value exceeds repeatedly the value of static deflection. (e.g., for the resonance frequency 
of 22 Hz it is 246 times higher).  

 
 

 
Figure 7. Maximum magnitude of frequency response versus the resonance frequency of the sensor 
plate. 

The change in maximum magnitude of frequency response as a function of resonance 
frequency of the plate is shown in Figure 7 For the resonance frequency of a plate of 10Hz 
the vibrations amplitude multiplication is 1,600 higher than static deflection. This 
property may be used to construct sensors with high sensitivity level. But it is necessary 
to answer one question beforehand: what is the lowest possible resonance frequency of a 
plate that we can manufacture? The answer is accessible on the basis of the described 
model and the length of available plates. The resonance frequency of sensor plate is 
described by the relation (21). It depends on plate length (l) and on quantity of a 
concentrated mass (r) attached to the free end of sensor plate. The increase of the 
concentrated mass lowers resonance frequency of the plate, simultaneously increasing 
stresses of the plate.  

The influence of a change of concentrated mass on resonance frequency of the sensor plate is 
shown in Figure 8. 
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Figure 8. The influence of a change of a concentrated mass on sensor plate resonance frequency. 

It is visible that the use of concentrated mass quantities exceeding two times the mass of the 
plate enables and triple decrease of resonance frequency of a plate. It is the most effective 
place to decrease the resonance frequency of a plate. Continuous increase of a concentrated 
mass does not substantially decrease the resonance frequency of sensor plate. The further 
analysis of sensor parameters will be limited to such range of concentrated mass quantities. 
The relationship between the value of resonance frequency of a plate made of ST-cut quartz 
and length of the plate determined by three different concentrated mass values is shown in 
Figure 9. 
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From the figure presented above may conclude that it is relatively easy to create plates of 
resonance frequency form 20 Hz do 4 kHz. For the 0.5 mm thick plates it is necessary to use 
the concentrated mass up to 1.5 g. The relation between the concentrated mass and the plate 
length is shown in Figure 10. The sensor impulse response presented by the relation (23) has 
a damped character. Its fast fading can impose an upper limit of the resonance frequency. 
The damping value depends on the geometry of the plate and the equivalent damping 
coefficient. In order to simplify the illustration the impulse response damping measure has 
been introduced as a relative decrease of its quantity after one period. 
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damping of free vibrations of the plate is relatively slow. The impulse response of shorter 
plates is dampened relatively fast. This is why it seems to be beneficial to use possibly long 
plates loaded by concentrated mass equal to plate mass. The value of resonance frequencies 
of plates possible to manufacture has changed. It seems that the range of resonance 
frequency plates available to use is limited to the scope from 20 Hz to 250 Hz. The 
parameters of resonance frequencies of the plates in the aforementioned range are shown in 
Figure 12. 

 
Figure 12. The relation between resonance frequency of a sensor plate and plate length and the value of 
concentrated mass. 

From the above considerations one can draw a conclusion that working with SAW vibration 
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The knowledge of the resonance characteristic curve is required for both sensor operation 
modes. That characteristic can be easily calculated with the aid of the presented model. In 
the Section 4 we will present experimental examples of the operation of a seismic vibration 
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usefulness.  
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damping of free vibrations of the plate is relatively slow. The impulse response of shorter 
plates is dampened relatively fast. This is why it seems to be beneficial to use possibly long 
plates loaded by concentrated mass equal to plate mass. The value of resonance frequencies 
of plates possible to manufacture has changed. It seems that the range of resonance 
frequency plates available to use is limited to the scope from 20 Hz to 250 Hz. The 
parameters of resonance frequencies of the plates in the aforementioned range are shown in 
Figure 12. 
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with a constant supply voltage (adder). Test signal (high frequency) after going through SAW 
delay line must be amplified to input quantity. It will ensure loss compensation caused by 
SAW delay line. In the entire line of high frequency test signal (74MHz) a characteristic 
impedance of 50Ω should be retained. Input and output impedance must have the value of 
50Ω. Figure 13 shows the basic functional elements of SAW vibration sensor. Depending on 
the function in the whole system the following components may be distinguished: 

 system separating and summing up the test and supply signals; 
 systems adjusting the impedance of SAW line to 50Ω; 
 SAW delay line; 
 amplifier compensating losses caused by SAW delay line. 

 
Figure 13. Block diagram of SAW vibration sensor.  

The method of making the aforementioned components will be discussed in the next 
Section. 

3.1. System separating or summing up electrical signals (separator/adder)  

A system separating test and supply signals is placed at the sensor input. A system 
summing up these signals is placed at the sensor output. Figure 14 shows a system separating 
or summing up test and supply signals. The system is in a form of a circulator. It is connected 
to the line of high frequency signal with a characteristic impedance of 50Ω. A point of 
separation (or summation) of signals is the place where additional impedance is added to a 
line of characteristic impedance of 50Ω by inductance L1. It may change the characteristic 
impedance of the line and be the reason of signal reflections. In order to avoid this the quantity 
of added impedance must be much larger than line characteristic impedance (50Ω). In order to 
fulfill this requirement inductance L1=4,7uH of its own parallel resonance frequency of 74MHz 
has been chosen. Figure 15 shows inductance equivalent system diagram. 

 
Figure 14. System separating or summing up test and supply signals. 
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Figure 15. Inductance equivalent system diagram 

In reality, the chosen inductance is a parallel resonant circuit. Figure 16 presents change in 
impedance of such a system in frequency function. 

 
Figure 16. Relationship between impedance and frequency of a system presented in Figure 15 

 
Figure 17. Actual system separating the test and supply signal. 

For frequency equal to 74MHz the system impedance value amounts to 400kΩ. It is 
relatively high in comparison with characteristic impedance of the test signal transmission 
line (50Ω). It is then possible to obtain considerable attenuation of the test signal entering the 
supply circuit and it practically eliminates reflections at the point of signal separation or 
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summation. Figure 17 presents an actual system separating the test and supply signals. 
Impedance of connected in series: C1 capacity and RF output impedance is equal to 
characteristic impedance of 50Ω. A diagram presented in Figure 17 enables to analyze test 
signal attenuation in supply circuit. It allows to calculate the change in line characteristic 
impedance made by the separating system. 

Figure 18 shows attenuation of the test signal at DC output and change in line impedance in 
frequency function for R1=1Ω.  

 
 

Figure 18. Attenuation of test signal at DC output vs. frequency  

Calculations of transmission line impedance change have been done on the assumption that 
the test signal line has the impedance equaling 50Ω in the entire frequency range. This 
assumption is correct in the range of line frequency. It substantially simplifies modelling of 
the system. Figure 19 shows the change line characteristic impedance vs. frequency for R1 = 
1Ω. 

 
Figure 19. Change in test signal line characteristic impedance in frequency function. 

This simplification does not influence the results in the system frequency range. For the 
sensor frequency equalling 74MHz the test signal attenuation at DC output equals –78dB, 
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and line impedance equals 50Ω. A separating or summing up system prepared in such a 
manner does not influence the test signal transmission through SAW vibration sensor. 

3.2. Delaying line and adapting system 

The design of SAW-comprising delaying lines used for vibration sensors (Figure 20A) differ 
from those used for sensors of other physical quantities (Figure 20B). Since the sensor plate 
moves, electrodes applying electric signals to converters (bus bar) should be situated on the 
immobile part of the plate. (Thus a proper strength of electric contacts for these electrodes 
will be ensured.) Electrodes are long and their resistance is specific. As the plate moves its 
housing is greater than that of classic filters comprising the SAW. This causes the signal 
passing directly between the SAW-comprising delaying line inlet and outlet to increase. 

 
Figure 20. SAW delay lines: for vibration sensor (A), classic (B) 

The line was designed in the form of two cooperating, identical, simple, periodical, double-
electrode interdigital transducers. Figure 21 shows a system of converter electrodes. Such a 
structure of converters enables their operation on the third harmonic. The lines were 
designed to fabricate them with a ST-cut quartz. 

 
Figure 21. Structure of delaying line converters 

Due to a low value of the electro-mechanical coupling factor for a ST-cut quartz losses for a 
mismatch its inlet impedances to 50Ω are significant. In order to cut on these losses 
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operation of interdigital transducers under conditions of matching to impedance of 50Ω at a 
frequency of 74MHz was selected [29-32]. Figure 22 shows a converter matching system. 
The element for matching a converter having the conductance of Gp and the capacity Cp to 
the impedance Rg = 50Ω is the inductance L1. The matching takes place on the condition that 
the available power derived from a voltage source Eg of the internal impedance Rg = 50Ω is 
distributed released/emitted on the converter conductance Gp. 

 
Figure 22. Interdigital transducer matching system to 50Ω impedance.. 

This condition is met for a conductance resulting from the relationship [29]: 
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With the help of the (26) relationship the converter geometry for a ST-cut quartz was 
determined. The aperture of the converter A= 2,5 mm was adopted. To fulfill the purpose 
converters operated on the third harmonic at 74MHz. For such parameters a converter 
consisting of N=25 pairs of electrodes was received. The electrode width and the gap between 
electrodes were 16 μm, and the surface length 37 μm. The results of theoretical calculations of 
conductance and converter capacity versus frequency are presented in Figure 23. 

 
Figure 23. Theoretical dependence of conductance and capacity of simple transducer composed of 25 
double electrode pairs on ST-cut quartz. 

At 74MHz frequency the converter conductance is 0.74mS and the capacity 3.13pF. For these 
quantities the inductance L1= 900nH was calculated, at which value the condition of 
matching the converter to the impedance 50 Ω is satisfied. Practically, the matching of 
interdigital transducers to the impedance of 50 Ω was carried out by measurement of the 
coefficient of reflection Figure 24 shows the change in the coefficient of reflection from a 
matched converter versus frequency in a system of an impedance of 50 Ω. 
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Figure 24. Coefficient of reflection from a matched converter versus frequency. 

Figure 25 shows the mounting of the sensor plate. 

 
Figure 25. Mounting of the sensor plate 

Figure 26 presents the frequency amplitude curve for the fabricated SAW delaying line. The 
measurement was conducted after the line was mounted in an SAW-based vibration 
converter.  

 
Figure 26. Attenuation frequency diagram of SAW vibration sensor. 
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3.3. Amplifier  

The role of an amplifier is to compensate losses caused by SAW delay line. An amplifier has 
been built on a monolithic system MAR-6 manufactured by Mini-Circuits. Figure 27 shows a 
diagram of an amplifier being a part of an electronic system of SAW vibration sensor.  

 
Figure 27. A diagram of an amplifier for SAW vibration sensor. 

The amplifier is supplied at the output side by an R1 resistor. The R1 value is selected 
according to the DC supply voltage. For a supply voltage of 12V the resistance R1 equaled 
560Ω. An amplification of 22dB was achieved for test signal frequency of 74MHz. It is the 
highest amplification value possible to achieve in this system. The value of current input 
equaled 16mA. Figure 26 shows an experimental frequency characteristics of SAW vibration 
sensor. Measurement of attenuation frequency diagram of SAW vibration sensor has been 
conducted on a spectrum analyzer HMS 1010. A supply voltage system has been put at line 
input. A supply voltage blocking system has been put before the analyzer at line output. 
Losses of 0.75dB consist of line losses and losses in the connection wiring and discussed 
separation systems. The value of these losses has been estimated at the level of 1dB. A 
conclusion may be drawn that an amplifier compensates the losses caused by SAW delay 
line. A theoretical shape of attenuation frequency diagram of a sensor should be described 
by the function (sin(x)/x). An experimental characteristic has high-frequency irregularities. 
Their reasons are the signals going from sensor output to input, omitting sensor electronic 
components. This signal amplitude is around –36dB lower than useful signal amplitude. The 
reason of occurrence of signal going from sensor input to output will be discussed in the 
next Section. 

3.4. Parasitic signals  

Parasitic signals are the signals going from electronic system input to output, omitting any 
component which is a part of the test signal transmission line. It is possible due to the 
occurrence of a parasitic coupling between any place of electronic system. There are two 
mechanisms leading to the occurrence of couplings [18][33]. The first one is electromagnetic 
coupling. The second one is ground current coupling. Figure 28 shows the mechanism of 
electromagnetic coupling. Red lines indicate paths of electromagnetic coupling which may 
occur in the electronic system of SAW vibration sensor. Electromagnetic couplings occur in 
all the electronic components constituting a sensor system. Paths of printed circuit are 
matched to the impedance of 50Ω. They are simultaneously transmitting and receiving 
aerials. Their efficiency depends on the path length. A similar role is played by inductances 
occurring in the system and capacities between paths. In order to reduce the electromagnetic 
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coupling the inductances should be placed perpendicularly to each other and placed at a 
distance. These elements define the manner of making of the printed circuit plates. Any 
problems are solved individually, in accordance with a chosen construction. 

 
Figure 28. Electromagnetic coupling in electronic system of SAW vibration sensor. 

The fundamental problem is an occurrence of electromagnetic coupling between the 
transducers and SAW delay line. Bus-bars delivering electric signal to transducers are 
placed on an immobile part of the plate. They are long and they are placed close to each 
other. It causes an increase in capacity between IDTs. The direct signal going through this 
way is also strengthened. Because of sensor plate motion its casing is larger than those used 
in traditional SAW filters. It also causes an increase in direct signal strength in the delay line. 
This problem and possible solutions are known in literature [29-31]. The most effective 
solution is symmetrical supply of one of transducers and their functioning in a bridge circuit 
[34]. Such a solution has been used in the presented SAW vibration sensor. The signal 
strength at the level of –35dB has been achieved. The second mechanism causing increase in 
direct signal strength is the ground current coupling [33]. Figure 29 shows the mechanism of 
this coupling. 

 
Figure 29. The mechanism of ground current coupling. 

Ground current couplings occur only when the connection between component mass and 
joint mass is not perfect. A diagram in Figure 29 shows this effect by introduced 
impedances. An ideal connection is characterised by a null value of all impedances. 
Introduced impedances change current distribution in the entire system. Values of these 
impedances are small (fractions of ohm). That is why they are difficult to model. A physical 
making of component mass connection to the system joint mass must be considered during 
the design stage of the system. Reduction of this value by careful preparation of the system 
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joint mass is a proper solution. Similarly to the first mechanism, SAW delay line plays an 
important part. Impedance of bus-bars and impedance of contacts leading the signal to 
transducer are crucial elements in SAW vibration sensor delay line. The joint mass of the 
discussed system has been made of 5 mm copper plate to which a printed-circuit board has 
been soldered. This side of the plate was completely bonded. The electronic system joint 
mass has been connected to component masses. Figure 30 shows SAW vibration sensor. 
Only supply voltage of the amplifier system goes through printed circuit paths. Longer 
segments of test signal line have been made by means of coaxial cables. It allowed to reduce 
an electromagnetic couplings value in the system. Attenuation frequency diagram of this 
sensor is presented in Figure 26.  

 
Figure 30. SAW vibration sensor  

 
Figure 31. Attenuation frequency diagram of SAW vibration sensor after shut-down of amplifier 
supply. 

Figure 31 presents this characteristic after a shut-down of amplifier supply. Shapes of 
characteristics in delay line operation band are similar in both figures. It suggests that signal 
source at the sensor output is situated behind SAW delay line. This signal strength is –35dB 
below the sensor frequency characteristic signal. Beyond the operation band the signal 
strength equals –40dB. Conducted measurements make use of the time trace of stationary 
signals. The lack of information about the delay of these signals does not allow to determine 
their source. IDTs are selectively matched to the impedance of 50Ω. It can be a signal going 
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directly between interdigital transducers of SAW delay line. In order to explain the origin of 
the signal, it is important to learn about its delay time. It has been made in a system 
presented in Figure 32. 

 
Figure 32. Meter circuit for parasitic signals in SAW delay line. 

At sensor input a signal in form of wave packet at frequency of 74MHz has been delivered. 
The length of the packet is smaller than line delay. In this way a temporary separation of the 
direct and useful signals has been ensured.  

 
Figure 33. Time run of signals in SAW delay line. 

Figure 33 presents timing of signals at the output of SAW vibration sensor. There are five 
signals at the sensor output. The first signal is going directly from sensor output to its input. 
The second one is a useful signal. Next three signals are reflected from the plate edge. 
Reflected signals will be attenuated by a damping paste. The amplitude of direct signal is –
35dB below the useful signal. It leads to conclusion that the signal shown in Figure 31 is a 
signal going directly between SAW delay line IDTs. When the electronic system is properly 
made, the elimination of this signal is the most fundamental problem in SAW vibration 
sensor design. 

4. Measurements of vibration sensor parameters 

SAW-based vibration sensors with SAW were made as described in Section 3. Delaying lines 
of a 74MHz middle frequency and various delay quantities of 4.2μs, 6.2μs, 8.2μs were 
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worked out. These delaying lines were made on ST-cut quartz plates of different lengths. 
These plates were 5.7 mm wide and 0.5 mm thick.  

The signal passing thru a sensor is continuous one. In a sensor every parasite signal adds up 
to a useful signal and causes the amplitude of a useful signal to modulate. This causes the 
sensor sensitivity to decrease; therefore parasitic signals must be removed. An essential 
problem is the reduction of a signal passing directly from the delay line inlet to the delay 
line outlet. The magnitude of this signal for sensors with lines of different delays is shown in 
Figure 34. The larger the line delay the lower the direct signal level. This level depends on 
the outlay of electric inlets to the delaying line converters. This is illustrated in Figures 35 
(oscilloscope signals A and C). In order to lower the direct signal level additional screening 
of interdigital transducers or a symmetric supply of one of the converters was used [34]. For 
executed sensors a direct signal at a level of –36dB was obtained.  

 
Figure 34. Direct and useful signal in delaying lines of different delays: A – 4,2μs, B – 6,2μs, C – 4,2μs, 
D – 8,2μs.  

To basic parameters of vibration sensors belong their frequency characteristic curves and the 
static sensitivity. We will present the way they are measured. Determined experimental 
characteristics will be compared to the theoretical one. This will enable to estimate the 
model precision and to what extent it can help to model the parameters of SAW-based 
vibration sensors. The sensor frequency characteristics were determined in two stages. At 
the first stage the sensor pulse response was registered. At the second stage the spectrum of 
this pulse response was determined. Its shape corresponds with the sensor frequency 
characteristics. Pulse responses of sensors were measured and recorded as well as the 
spectrum of pulse responses from sensors were calculated with the aid of the system shown 
in Figure 35. Sensors were agitated for vibrations by an impact. Pulse responses were 
recorded with the help of the Agilent VEE Pro programme. 
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Figure 35. System to measure responses from SAW-based vibration sensor pulse plates. 

Figure 36 presents a pulse response of a sensor where a delaying line with a 65 mm long 
plate was used. The sensor plate was not loaded with a seismic mass. The length of the pulse 
response was approximately 5s and its frequency was 92Hz. 

 
Figure 36. Pulse response of sensor with 65 mm long plate without seismic mass recorded with VEE 
programme – (a) and oscilloscope – (b)  

The spectrum of a pulse response (a Fourier transform) was calculated with the help the 
Agilent VEE Pro programme, but it can be achieved also directly on an oscilloscope. Figure 
37 presents the amplitude of this spectrum. Its shape corresponds to the amplitude of the 
frequency characteristics of a tested sensor. The resonance frequency equals theoretical 
values calculated with the relationships presented in Section 2. The frequency 
characteristics shows a harmonic at a 400Hz frequency. Its level is –26dB below the level 
of the sensor characteristics for the resonance frequency. This level is higher than its 
theoretical estimate presented in Section 2. It is difficult to determine the reason for this 
difference. It can be the inaccuracy of the model. However, it can be also due to a differing 
effectiveness of incitation of the resonance frequency component and harmonic frequency 
component. 
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Figure 37. Spectrum of sensor with 65 mm long plate without seismic mass 

Figure 38 presents the measurement of the statistical sensitivity of a sensor. It was 
conducted by recording the sensor output signal during its rotation by 180 degrees. This 
rotation causes the constant acceleration affecting a sensor to change by a value of two 
gravitational accelerations – i.e. 2 „g”. An estimated static sensitivity of a sensor is 
40mV/(„g”). 

 
Figure 38. Method of determining static sensitivity of sensor  

A 1.07g (r=2,27) seismic mass was placed on a sensor. This caused its resonance frequency to 
drop to 29Hz, and then for this sensor the above-presented tests were repeated. Fig. 39 
shows the pulse response of a sensor with a 65mm long plate with a 1.07 g seismic mass. 
The pulse response is longer than 10s, with its frequency being 29Hz. 

Figure 40 shows the frequency characteristics of the tested sensor. The value of the 
resonance characteristics equals the theoretical value. The characteristics shows a harmonic 
at 58Hz. Its level is –4dB below the sensor characteristic value for the resonance frequency, 
and being low, practically has no impact on the sensor function. Figure 41 shows the 
measurement result of the sensor static sensitivity as 100mV/(„g”). Against a sensor without 
a concentrated mass this value rose 2 ½ times. The length of the pulse response increased 
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more than 2 times. These changes are obvious and their quantities determine explicit 
relationships describing the sensor model. The only difference between the results of 
experimental tests against the theoretical model is a higher level of the harmonic resonance 
frequency. To explain this difference classical measurements of the sensor resonance 
characteristics must be conducted. To conduct these measurements an exciter of stable 
mechanical vibrations of the sensor housing of an adjusted amplitude and frequency is 
required. It was not possible for the authors to carry out these tests.  

 
Figure 39. Pulse response of sensor with 65 mm long plate with a 1.07g seismic mass recorded with 
VEE programme – (a) and oscilloscope – (b)  

 
Figure 40. Spectrum of a 65mm long sensor with 1.07 g seismic mass 

The test results demonstrated a good compatibility between the theoretical parameters of 
the sensor pulse response (resonance frequency and the decay time) and their experimental 
realization. The model presented in Section 2 was used to elaborate SAW-based sensors, 
which featured required parameters of the pulse response. Figure 42 shows a block diagram 
of an electronic warning system with SAW-based vibration sensors. 
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The test results demonstrated a good compatibility between the theoretical parameters of 
the sensor pulse response (resonance frequency and the decay time) and their experimental 
realization. The model presented in Section 2 was used to elaborate SAW-based sensors, 
which featured required parameters of the pulse response. Figure 42 shows a block diagram 
of an electronic warning system with SAW-based vibration sensors. 
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Figure 41. Method of determination the sensor static sensitivity 

 
Figure 42. Block diagram of electronic warning system with SAW-comprising vibration sensors. 

During operation of the system vibratons of the sensor plate change the phase of the 
measuring signal. The frequency of these changes equals the plate resonance frequency. 
Thus the signal from every sensor passing thru a set of filters at the phase detector inlet can 
be separated. The system operation is discussed further in the following works [35][36]. The 
said system required SAW-based vibration sensors having parameters given in the Table 2; 
the authors prepared these sensors.  

 
Sensor No. 1 2 3 4 5 
Resonance frequency [Hz] 41 56 73 90 159 
Plate length [mm] 86 85 66 68 26 
Seismic mass - r 0.22 0 0.14 0 1 
Line delay [μs] 6.2 4.2 8.2 4.2 4.2 

Table 2. Parameters of SAW-VS sensors made for electronic warning system 

By selection of a seismic mass required resonance frequencies of sensors were achieved. In 
case of sensors No. 1 and 2 as well as No. 3 and 4 plates of similar lengths were used. Figure 
43 presents characteristics of four assembled sensors. 
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Figure 43. Frequency characteristics of sensors of resonance frequency of 41Hz, 56Hz, 73Hz, 159Hz. 

These five SAW-based vibration sensors fabricated and used in an electronic warning 
system proved the efficiency of the presented modeling method. The system was tested on a 
stand shown in Figure 44. The sensors were attached to steel ropes tensioned as required. In 
order to describe the movement of sensors and ropes a model of a string loaded with a 
sensor mass taking into account its moment of inertia [37] was developed. 

 
Figure 44. SAW-comprising vibration sensors attached to steel ropes 

Vibrations of sensors were stimulated by deflecting them out of the state of equilibrium. The 
string vibration time was several times as long as that of the decay time of a senor plate 
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pulse response. The movement of a sensor was a sum of the fading with time of the pulse 
response and vibrations enforced by a cyclic movement of the sensors housing. The 
frequency of the housing movements was that of the rope vibration frequency, which was 
selected so that it was lower than the resonance frequency of sensors. Thus it was possible to 
analyze every component of the sensor movement. For experimental testing a string 
vibration frequency of some 6 Hz was chosen. For every sensor the output signal from the 
phase detector (Fig. 42) was recorded and processed with the VEE program. Figure 45 and 
46 show the course of signals of vibrating sensor of various resonance frequencies and their 
spectra. 
 

 
Figure 45. Part of output signal from sensor of plate resonance frequency of 91 Hz and string vibration 
frequency of 6.7 Hz and its spectrum 

 
Figure 46. Part of output signal from sensor of plate resonance frequency of 41 Hz and string vibration 
frequency of 6.7 Hz and its spectrum 
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Pulse responses of sensors of an 91Hz (Fig. 45) or a 41Hz (Fig. 46) frequency can be easily 
discerned form signals derived from a string movement of a 6.7 Hz frequency, especially 
within the signal spectrum. Relations between their amplitudes are visible. After decay of 
pulse responses sensors measure the rope vibrations; they work then like classical vibration 
sensors. 

In case of a sensor plate without the seismic mass (Fig. 45) the harmonic amplitude occurs at 
the – 34dB level below the resonance frequency amplitude. With the plate loaded with a 
small seismic mass (r=0,22, Fig. 46) the level is lower than -40dB. Harmonic vibrations had 
no impact on the operation of a system presented in Figure 43. 

Depending on the use of a sensor by selection of its resonance frequency we can change its 
sensitivity and linearity. The practically prepared electronic warning system with SAW-
based vibration sensors has fully proven the usefulness of the model presented in Section 2. 

5. Conclusions 

The work presents development, execution and parameters of SAW seismic vibration 
sensors. A sensor is a two-terminal pair network consisting of a delaying line with SAW and 
an amplifier compensating losses introduced by a ST-cut quartz. The delay line is fabricated 
on the CT-cut quartz surface. 

A simple vibration model of an anisotropic plate was used to develop sensors. By way of 
successive simplifications of the description of vibrations of a viscous-elastic sensor plate a 
model of one degree of freedom was obtained. An explicit description of the movement 
parameters of the sensor plate was achieved. A material damping of the plate practically 
causes it to vibrate at only one resonance frequency, thus enabling to design SAW seismic 
vibration sensors. The results of experiments proved the effectiveness of using this model to 
design SAW-comprising seismic vibration sensors. 

Basic parameters of realised vibration sensors (resonance characteristics, pulse responses, 
static sensitivity) are presented and analysed. 

The range of resonance frequencies of plates made of ST-cut quartz, which were feasible, 
was determined. The plate length restricts the lower range of resonance frequencies. This 
range was determined on the basis of an available length of 100mm of a CT-cut quartz. The 
upper range of resonance frequencies is restricted by the speed of decay of a pulse response 
of a sensor plate. However, this restriction applies only to a sensor operating on its pulse 
responses. For the determination of this range the magnitude of stresses occurring in the 
plate was not taken into account. This magnitude must be smaller than the size of critical 
stresses presented in Table 1. In the subject work this element was not analysed. The 
magnitude of dynamic, critical stresses for a ST-cut quartz was determined in works [22] 
[23]. These values do not conform to standards and they apply to a series of plates cut out 
with a wire saw. In the course of that determination it turned out that the technology of 
plates production has a great impact on the value of dynamic critical stresses. The work [18] 
demonstrated that their value for a given design of a sensor does not restrict the determined 
range of the plate resonance frequencies.  
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As the plate resonance decreases the sensor sensitivity increases. Therefore high sensitivity 
sensors can be designed. Increasing its length can lower the resonance frequency of a plate. 
This is the most effective way to reduce the plate resonance frequency. It is possible to 
develop high-sensitivity vibration sensors of resonance frequencies in the order of a few Hz. 
To design such sensors one can use directly the presented model. Lets compare the SAW 
(SAW-VS) vibration sensor presented in the work to three kinds of sensors used at present. 
Resonance frequencies and basic applications of these sensors are presented in the 
introduction to this work. 

The first kind of these sensors is geophones, where the sensor pulse response is utilized, 
which explains their low resonance frequency (several Hz) and a high sensitivity.  

The two remaining kinds of vibration sensors are micro-mechanical silicone acceleration 
sensors (Micro Electro Mechanical Systems accelerometers - MEMS accelerometers) and 
piezoelectric acceleration sensors. Lets compare the basic parameters of these sensors: 
sensitivity, range of measured values and the frequency of acceleration changes, their 
structure (resonance frequency (natural frequency), weight and the manner of measuring 
the acceleration. We don’t compare acceleration sensors reacting to impacts. They are very 
light and feature a very broad measuring range. Piezoelectric acceleration sensors work 
within a range between fractions of Hz thru a dozen or so kHz. The lower and upper range 
of the measurement dynamics is from 1 “mg” up to 100.000 „g”. („g” is a unit of acceleration 
equal to the gravitational acceleration at sea level, i.e. 9.81m/s-2 ). Depending on the design 
the sensor sensitivity is 0.2mV/g - 0.7V/g. The natural (resonance) frequency ranges from a 
few Hz to a few dozen of Hz. These sensors weigh from 3g to 500 g. The structure of these 
sensors is relatively simple, however, the measuring system is complicated (measuring of 
charge changes in the order of pC). MEMS accelerometers are characterized by small 
dimensions (an integrated circuit) and a low price. With these devices constant and variable 
acceleration up to a frequency of a few hundred Hz can be measured.  

The lower and upper range of the measurement dynamics is from fractional „g” to 10 000 
„g”. Depending on the design the device sensitivity ranges from 0.2mV/g up to 10V/g (this 
applies to seismology sensors). 

The device resonance frequency (natural frequency) is high: several Hz. These devices 
weigh from a few g up to 2 500 „g” (in case of seismology sensors). The sensor design is 
relatively simple; as well its measuring system is simple. (Measuring of changes in the 
charge in the order of aF’s.) 

The measuring system of a MEMS sensor is similar to a measuring system of an SAW-
vibration sensor presented in the work (Figure 35). It consists of a measuring generator of a 
1MHz frequency, two measuring paths and a phase detector.  

The mechanical frequency of SAW-comprising vibration sensors can be changed within a 
range from several to a few hundred Hz. This is a significant difference between these both 
kinds of sensors. The sensitivity of an SAW vibration sensor depends on the resonance 
characteristics of the sensor plate, the length of the surface wave utilized in a sensor and on 
the sensor design. One can define here the sensitivity for a constant acceleration and the 
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sensitivity for the resonance frequency of the sensor plate or some other frequency. For 
comparison’s sake we can assume the sensitivity for a constant acceleration.  

An example: for a SAW-VS with a plate 57.5 mm long and 0.5 mm thick, loaded with a 
seismic mass equal to 4 times the plate mass, a static sensitivity of 0.5V/„g” was achieved. 
The sensitivity of SAW-sensors for changing accelerations can be a couple of times greater 
than that for constant accelerations. The sensitivity degree is determined by the resonance 
curve of a sensor plate. The sensitivity of vibration sensors with SAW-VS can be increased 
by decreasing the length of the surface wave, or changing the sensor design (i.e. reduction of 
the plate thickness), by increasing the concentrated mass or by increasing the delay of the 
SAW-delaying line.  

SAW vibration sensors can be cascaded which offers many system designs what in turn 
offers an increase in the sensitivity and a reduction of the cross sensitivity of sensors. This is 
not possible with a MEMS sensor and a piezoelectric sensor. The high measuring frequency 
of SAW-comprising sensors allows designing wireless sensor versions.  

In terms of the design and the method of measuring MEMS and SAW-VS acceleration 
sensors have a lot in common. In a MEMS sensor a vibrating plate of silicon changes the 
capacity of a capacitor. Mechanical properties of silicon (density 2.330kg/m-3, and an 
equivalent Young’s modulus of 106 Gpa) are similar to mechanical properties of quartz. 
Therefore the parameters of MEMS and SAW-VS must be similar. In our opinion SAW-VS 
sensors have their place in the measuring technology. 

This work presents an example of using SAW-sensors in an electronic warning system. 
Vibration sensors placed at selected points record vibrations within areas they cover. An 
alert central station registers signals from a vibration sensor. This is a typical system to be 
applied for perimeter protection systems.  

All sensors included in a system can be placed within one area; then this system will 
perform the role of an analyzer of vibrations within this area. This is a second prospective 
application of the system under discussion. The possibility of preparing high-sensitivity 
vibration sensors of resonance frequencies in the order of a few Hz is a prospective area of 
application for monitoring vibrations of bridges and buildings, where the frequency of free 
vibrations is in the order of fractions of Hz up to a dozen or so Hz. The presented 
application examples apply to working on the pulse response of an SAW-sensor. This kind 
of a sensor can be used to measure one component of the acceleration vector. Then, the 
pulse response means for a measurement of acceleration a parasitic signal, and should be 
eliminated. Therefore thru the use of sensor plates, where the decay of a pulse response is 
fast, acceleration sensors can be developed. The movement of a plate shows then a character 
of acceleration changes in time. Works [38] [39] show development of this kind of sensors.  
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As the plate resonance decreases the sensor sensitivity increases. Therefore high sensitivity 
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The first kind of these sensors is geophones, where the sensor pulse response is utilized, 
which explains their low resonance frequency (several Hz) and a high sensitivity.  

The two remaining kinds of vibration sensors are micro-mechanical silicone acceleration 
sensors (Micro Electro Mechanical Systems accelerometers - MEMS accelerometers) and 
piezoelectric acceleration sensors. Lets compare the basic parameters of these sensors: 
sensitivity, range of measured values and the frequency of acceleration changes, their 
structure (resonance frequency (natural frequency), weight and the manner of measuring 
the acceleration. We don’t compare acceleration sensors reacting to impacts. They are very 
light and feature a very broad measuring range. Piezoelectric acceleration sensors work 
within a range between fractions of Hz thru a dozen or so kHz. The lower and upper range 
of the measurement dynamics is from 1 “mg” up to 100.000 „g”. („g” is a unit of acceleration 
equal to the gravitational acceleration at sea level, i.e. 9.81m/s-2 ). Depending on the design 
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charge in the order of aF’s.) 
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vibration sensor presented in the work (Figure 35). It consists of a measuring generator of a 
1MHz frequency, two measuring paths and a phase detector.  

The mechanical frequency of SAW-comprising vibration sensors can be changed within a 
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equivalent Young’s modulus of 106 Gpa) are similar to mechanical properties of quartz. 
Therefore the parameters of MEMS and SAW-VS must be similar. In our opinion SAW-VS 
sensors have their place in the measuring technology. 

This work presents an example of using SAW-sensors in an electronic warning system. 
Vibration sensors placed at selected points record vibrations within areas they cover. An 
alert central station registers signals from a vibration sensor. This is a typical system to be 
applied for perimeter protection systems.  

All sensors included in a system can be placed within one area; then this system will 
perform the role of an analyzer of vibrations within this area. This is a second prospective 
application of the system under discussion. The possibility of preparing high-sensitivity 
vibration sensors of resonance frequencies in the order of a few Hz is a prospective area of 
application for monitoring vibrations of bridges and buildings, where the frequency of free 
vibrations is in the order of fractions of Hz up to a dozen or so Hz. The presented 
application examples apply to working on the pulse response of an SAW-sensor. This kind 
of a sensor can be used to measure one component of the acceleration vector. Then, the 
pulse response means for a measurement of acceleration a parasitic signal, and should be 
eliminated. Therefore thru the use of sensor plates, where the decay of a pulse response is 
fast, acceleration sensors can be developed. The movement of a plate shows then a character 
of acceleration changes in time. Works [38] [39] show development of this kind of sensors.  
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1. Introduction 

During flight, Expandable Launch Vehicles (ELV) are excited by severe acoustic loads in 
three phases of flight: lift off, transonic flight and maximum dynamic pressure instant [1]. 
As such, principles to make onboard equipment compatible with the mission environments 
must be adopted. At lift off, the highly intense acoustic loads occur; and these levels are 
usually adopted to qualify payloads and equipments. However, during the transonic flight 
and maximum dynamic pressure phase, acoustic excitation is also present and such 
characteristics are also significant for performance evaluation as well as for specific system 
dynamic qualification/acceptance programs. In this way, noise control treatments (NCT) 
shall be adopted to alleviate internal vibro-acoustic environments, in view of decreasing 
costs and developments. 

The hostile in-flight environments can damage sensors/conditioners as well as make 
measurements unreliable. In this way, installation adapters must be designed to protect the 
sensors. The acoustics of such protective cavities influence the measured sound pressure 
level (SPL) As such, the cavities must be analyzed and their amplitude-frequency 
characteristics evaluated. Finally, the measurement corrections, necessary to obtain the 
actual external SPL, are determined. 

Concerning the internal environment found during flights, important launcher subsystems as 
payload fairing (PLF) and equipment bays shall be investigated and vibro-acoustic analysis 
can be done, as pointed by [2], [3] and [4]. The PLF is the structural compartment of a launcher 
where the payload is placed during the flight mission. PLF inner acoustics and its attenuation 
designs, using virtual prototypes are analyzed using deterministic and statistic techniques. 
However, when in-flight loading are not characterized, the accounted external air-borne 
excitation can be those described in [5]. In a similar way, SPL along the launcher structure at 
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usually adopted to qualify payloads and equipments. However, during the transonic flight 
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characteristics are also significant for performance evaluation as well as for specific system 
dynamic qualification/acceptance programs. In this way, noise control treatments (NCT) 
shall be adopted to alleviate internal vibro-acoustic environments, in view of decreasing 
costs and developments. 

The hostile in-flight environments can damage sensors/conditioners as well as make 
measurements unreliable. In this way, installation adapters must be designed to protect the 
sensors. The acoustics of such protective cavities influence the measured sound pressure 
level (SPL) As such, the cavities must be analyzed and their amplitude-frequency 
characteristics evaluated. Finally, the measurement corrections, necessary to obtain the 
actual external SPL, are determined. 

Concerning the internal environment found during flights, important launcher subsystems as 
payload fairing (PLF) and equipment bays shall be investigated and vibro-acoustic analysis 
can be done, as pointed by [2], [3] and [4]. The PLF is the structural compartment of a launcher 
where the payload is placed during the flight mission. PLF inner acoustics and its attenuation 
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lift-off can also be estimated [6]. Furthermore, an alternative procedure to characterize external 
SPL during flight can also be adopted as described by [7]. Passive vibration control techniques 
can be used to attenuate structure-borne vibration and the use of viscoelastic materials adding 
structural damping to reduce the magnitude of vibrations is a well-known solution, usually 
applied in space and aeronautical industries. On the other hand, the use of active vibration 
control (AVC) is still considered difficult to be implemented in space industry. 

For acoustic noise attenuation, the standard practice is to use passive techniques like 
blankets ([8] and [9]), which attenuate sound by trapping the energy in the blanket material 
and dissipating it as heat [10] and Helmholtz resonators tuned to absorb acoustic energy at 
one or some specific frequencies, typically the cavity frequencies as done by [11].  

Another acoustic crucial subject in space industry is combustion instability, since it can 
severely impair the operation of Liquid Propelled Rocket Engine (LPRE) [12]. In this way, 
solutions for instability problems in combustion chambers of LPRE as well as solid rocket 
motors (SRM) are of large interest. In [13], it is described that combustion instability can be 
verified when the power spectrum of the acoustic pressure measured during tests is 
analyzed. When an oscillation is observed, i.e., combustion instability, well-defined sound 
pressure peaks, summed to the background noise are present. Such peaks are correlated to 
the resonance frequencies of the combustion chamber. In this way, the coupling of acoustic 
natural frequencies and burning oscillations of the combustion chamber occurs, which can 
cause instabilities and consequent unexpected behavior as efficiency loss or even the 
explosion of the engine. In the early developing phases of liquid rocket engines, it is usually 
proposed the investigation of different combustion chamber configurations [14]. This is 
usually done in two steps as follows: using theoretical calculation and through experimental 
measurements. In this way, theoretical and experimental natural frequencies of the acoustic 
cavity are obtained. Further studies must be performed, applying devices and techniques to 
attenuate pressure oscillations inside combustion chambers and devices as Helmholtz 
Resonators, baffles and ¼ wave filters are largely used ([15] and [16]).  

This chapter describes three case studies applied on space industry. Firstly, analytical and 
numerical modelings of in-flight external microphone protection devices are described. 
Testing procedures and the SPL measurement correction factors determination are also 
presented. As a second case study, deterministic and statistical coupled vibro-acoustic 
analysis techniques are used to estimate PLF internal SPL at lift-off as well as to assess the 
effect of including NCT (blanket materials) on its skin. The modeling procedures and 
experimental ground test are described. Finally, in the third case, the acoustic 
characterization of combustion chambers is presented. Cold tests are described as well as 
the theoretical modeling procedures. The pressure attenuation control technique using 
Helmholtz Resonators are also presented. In all three case studies, theoretical x 
experimental results are depicted. 

2. External on board microphones installation devices 

At lift off, the source of the acoustic noise is the gas stream ejected by the motors (Fig. 1). 
Such acoustic pressure lies in the range of 140 to 180 dB near the rocket and is very close to 
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an acoustic diffuse field (ADF) noise. At transonic flight the launcher is excited by the 
turbulent boundary layer (TBL) in the neighborhood of the shock waves. According to [17], 
when the maximum dynamic pressure occurs, the unsteady pressure field applied to the 
launcher is due to aerodynamic noise. The characteristics of such noise are very different 
from those at lift off. Non-attached flows increase the pressure in low-frequencies, which 
excite the launcher first structural modes. A simulation of the VLS-1 flight aerodynamics 
was done by Academician V. P. Makeyev State Rocket Centre (SRC- Makeyev), as shown in 
Fig. 2. Notice that the upper nose and 1st stage noses are the most exposed regions to aero-
acoustic noise. 

 
Figure 1. Acoustic noise at lift off 

 
Figure 2. In-flight aero-acoustic noise 

In view of having a good characterization of the in-flight acoustic loads acting upon the 
launcher structure, external acoustic measurements are required. Due to the high SPL and 
hostile environments found during flight, special microphones and adapters are specified. 
Such adapters must be designed in order to provide appropriate microphone/pre-amplifier 
installation and protection. Besides, when necessary, measurement correction procedures 
must be adopted. In this way, measurement programs for in-flight external acoustic 
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In view of having a good characterization of the in-flight acoustic loads acting upon the 
launcher structure, external acoustic measurements are required. Due to the high SPL and 
hostile environments found during flight, special microphones and adapters are specified. 
Such adapters must be designed in order to provide appropriate microphone/pre-amplifier 
installation and protection. Besides, when necessary, measurement correction procedures 
must be adopted. In this way, measurement programs for in-flight external acoustic 
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characterization shall be developed, which may take into account three main phases as: 
preparation for experimental studies and acoustic testing sensors, ground development 
testing of acoustic sensors and methodology for reading acoustic pressures during flight. 

Three different adapters for ¼’’ microphones were conceived, as described by [18]. On the 
upper parts of the launcher, two different configurations can be adopted. Firstly, at the PLF, 
heating and propellant dust effects are not significant; therefore, a structure flush 
installation (Fig. 3a) can be used. In this case, the measured SPL can be read directly. The 
second configuration, straight adapter (Fig. 3b), is applied for microphones installed near 
the equipment bays, where one has temperature and dust influences and, therefore, the 
sensor/conditioner must be protected. For such an assemblage, the protection channel 
dynamics directly affect the sensor response and, as a result, a measurement correction must 
be done. 

On the bottom, the intense SPL at lift off generate a severe acoustic excitation of the first 
stage back modules region. Highly hostile dust, hot gas flow, heat flux and temperature 
environments are present during the motors operations. Nevertheless, the angular adapter 
must be used to install acoustic microphone/pre-amplifier, as shown in Fig. 3c. Notice in 
Figs. 3b and 3c, that the adapters were designed with small acoustic straight and angular 
cavities, respectively. When acoustically excited, the acoustical responses of such cavities 
directly influence the measured SPL, since the external pressure excitation profile and the 
measured signal are related by the cavity transfer function. 

 
Figure 3. (a) Flush adapter; (b) Straight adapter; (c) Angular adapter 

In order to determine straight and angular adapters’ dynamics, analytical and numerical 
calculations are done. The transfer functions of these channels are evaluated during ground 
acoustic tests, on which acoustic excitation with SPL close to those expected during flight is 
used to excite the cavities. Consequently, the measured SPL as well as the channels transfer 
functions are determined. Finally, the measurement corrections are determined, which may 
be applied when these adapters are used. 

(a (b) (c) 
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2.1. Mathematical models 

2.1.1. Analytical model 

In view of describing the dynamical behavior of the protective channels, one can assume the 
straight and angular channels as Helmholtz Resonators, which the channels and the space 
for microphone installation are accounted as the resonator throat and volume, as described 
by Eq. (1) [19]. 

 0
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02 ( )c
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where: 0f : natural frequency, 0c  : sound speed, S : cross section of the resonator throat, 0V : 
volume of the resonator cavity, l : length of the resonator throat, 0 8.cl r : end correction 
and r : radius of the resonator throat cross section. 

By considering the dimensions of the adapters into Eq. (1), one can calculate the natural 
frequencies of the straight and angular channels shown in Figs. 3b and 3c. These calculations 
are the starting point to assess the accuracy of the numerical models, built by using the 
Finite Element Method, once analytical x numerical natural frequencies can be compared. 

2.1.2. Numerical model by Finite Element Method (FEM) 

In a similar way as in structural dynamics, an acoustic cavity FEM model will have an 
acoustic stiffness matrix [Ka], an acoustic mass matrix [Ma], acoustic excitation vectors {Fai} 
and an acoustic damping matrix [Ca]. The combination of these components yields the 
acoustic finite element model, which can be solved for the unknown nodal pressure values 

ip  [20]. 

      2 .a a a i aiK jω C ω M p F                (2) 

Acoustic finite element models of the three adapters cavities are built. All cavities’ surfaces 
were considered as rigid walls but the openings that are in direct contact with the external 
acoustic environment. In such cases, opened surfaces approximated using prescribed nodal 
pressures (equal to 0 for the eigenanalysis) were considered. The fluid inside the cavities is 
assumed as air at 15o C (c=340 m/s, ρ=1.225 Kg/m3, values used in this entire chapter). 

Linear tetrahedral fluid elements are used in all three meshes. In order to have good 
prediction accuracy in the frequency range of interest, the general rule of thumb that 
requires at least 6 elements per wavelength is adopted. The main meshing characteristics are 
described in Table 1. 

The acoustic load generated at lift off is simulated as an acoustic diffuse field (ADF). 
According to [21], an ADF is defined as an acoustic field in which the SPL is equal at any 
location and have an identical energy distribution in all directions. Such ADF can be 
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characterization shall be developed, which may take into account three main phases as: 
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environments are present during the motors operations. Nevertheless, the angular adapter 
must be used to install acoustic microphone/pre-amplifier, as shown in Fig. 3c. Notice in 
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directly influence the measured SPL, since the external pressure excitation profile and the 
measured signal are related by the cavity transfer function. 
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straight and angular channels as Helmholtz Resonators, which the channels and the space 
for microphone installation are accounted as the resonator throat and volume, as described 
by Eq. (1) [19]. 
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where: 0f : natural frequency, 0c  : sound speed, S : cross section of the resonator throat, 0V : 
volume of the resonator cavity, l : length of the resonator throat, 0 8.cl r : end correction 
and r : radius of the resonator throat cross section. 

By considering the dimensions of the adapters into Eq. (1), one can calculate the natural 
frequencies of the straight and angular channels shown in Figs. 3b and 3c. These calculations 
are the starting point to assess the accuracy of the numerical models, built by using the 
Finite Element Method, once analytical x numerical natural frequencies can be compared. 

2.1.2. Numerical model by Finite Element Method (FEM) 

In a similar way as in structural dynamics, an acoustic cavity FEM model will have an 
acoustic stiffness matrix [Ka], an acoustic mass matrix [Ma], acoustic excitation vectors {Fai} 
and an acoustic damping matrix [Ca]. The combination of these components yields the 
acoustic finite element model, which can be solved for the unknown nodal pressure values 
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Acoustic finite element models of the three adapters cavities are built. All cavities’ surfaces 
were considered as rigid walls but the openings that are in direct contact with the external 
acoustic environment. In such cases, opened surfaces approximated using prescribed nodal 
pressures (equal to 0 for the eigenanalysis) were considered. The fluid inside the cavities is 
assumed as air at 15o C (c=340 m/s, ρ=1.225 Kg/m3, values used in this entire chapter). 

Linear tetrahedral fluid elements are used in all three meshes. In order to have good 
prediction accuracy in the frequency range of interest, the general rule of thumb that 
requires at least 6 elements per wavelength is adopted. The main meshing characteristics are 
described in Table 1. 

The acoustic load generated at lift off is simulated as an acoustic diffuse field (ADF). 
According to [21], an ADF is defined as an acoustic field in which the SPL is equal at any 
location and have an identical energy distribution in all directions. Such ADF can be 
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obtained in an acoustic reverberant chamber, where the reflections along the rigid walls lead 
to this field. A formal way to describe an ADF consists on superimposing an infinite number 
of uncorrelated plane waves through different directions. In a FEM model, a finite number 
of uncorrelated plane waves can be generated and the pressure due the superposition of all 
the uncorrelated plane waves can then be applied as prescribed nodal pressures on the 
cavity’s open surface (see [22]). 
 

Parameters 

Mesh

Flush 
adapter 

Straight 
adapter 

Angular 
adapter 

Number of elements 4,419 3,986 10,266 

Number of nodes 1,009 980 2,367 

Maximum frequency (6 elements/wavelength) 45,374 Hz 44,593 Hz 44,199 Hz 

Table 1. Meshes data 

The FEM models of the three adapters are shown in Figs. 4a, 4b and 4c. The cavity’s transfer 
functions are calculated by imposing prescribed nodal pressures in the nodes marked with 
small green arrows. In order to save time and computational efforts, a modal solution 
method is adopted using the first 14 modes. A modal damping of 5% is considered in these 
calculations. 

 
Figure 4. a) Flush adapter mesh; b) Straight adapter mesh; c) Angular adapter mesh 

2.2. Experimental set up 

An experimental unit is conceived to characterize all three adapters, as shown in Fig. 5. The 
experimental unit is placed into an acoustic reverberant chamber and submitted to an ADF, 
with a frequency profile shown in Fig. 6, which impinges the plate where the adapters and 
microphones/conditioners are installed. Care is taken to assure that the plate has structural 
response similar to that found along the launcher skin. Accelerometers are installed on the 
plate to measure the acoustically induced structural vibration. 

(a) (b) (c)
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Figure 5. Experimental unit 

 
Figure 6. Excitation profile Overall Sound Pressure Level (OSPL ) – 160 dB 

2.3. Methodology for the external measured SPL correction 

2.3.1. Characterization of the adapters´ cavities 

The amplitude-frequency characteristics of such adapters must be accounted to determine the 
acoustic levels measured during the flight mission, since the device channels operate like filters. 
The SPL measured by the microphone installed with the flush adapter (Fig. 4a) is considered as 
the reference. Then the adapters transfer functions relating the input signal given by the 
microphone with the flush adapter and the output signal given by the microphones with the 
protective adapters (angular or straight) can be obtained by Eqs. (3) and (4)  

 11 3( ) ( ) ( )MM ω H ω M ω    (3) 

 )(3)()(2 2  MHM M    (4) 

where: 1( )MH ω  and )(2 MH : angular and straight adapter transfer functions, respectively. 
M1, M2, M3: measured SPL into angular, straight and flush adapters. 
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obtained in an acoustic reverberant chamber, where the reflections along the rigid walls lead 
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Figure 6. Excitation profile Overall Sound Pressure Level (OSPL ) – 160 dB 

2.3. Methodology for the external measured SPL correction 

2.3.1. Characterization of the adapters´ cavities 

The amplitude-frequency characteristics of such adapters must be accounted to determine the 
acoustic levels measured during the flight mission, since the device channels operate like filters. 
The SPL measured by the microphone installed with the flush adapter (Fig. 4a) is considered as 
the reference. Then the adapters transfer functions relating the input signal given by the 
microphone with the flush adapter and the output signal given by the microphones with the 
protective adapters (angular or straight) can be obtained by Eqs. (3) and (4)  
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2.3.2. Results 

Analytical and numerical natural frequencies results are compared with those obtained by 
acoustic testing in Table 2. As pointed out before, the measured SPL with the flush adapter 
can be read directly. In this way, only the adapters shown in Figures 4b and 4c are 
considered. 
 

 Straight Adapter Angular Adapter 

Mode Analytical FEM Testing
FEM-Testing 

Difference (%)
Analytical FEM Testing

FEM-Testing 
Difference (%) 

1 5,000 5,396.6 5,202 3.74 2,300 2,204.7 1,953 12.88 

2 - 27,032 - - - 8,660.3 7,831 10.58 

Table 2. Theoretical x Experimental natural frequencies (in Hz) 

Disagreements between test and predicted resonance frequencies can be explained by 
possible inaccuracy in microphone installation and complicated shape of the angular 
channel. The characterization of the adapters´ cavities is performed numerically, by 
calculating 1( )MH ω  and )(2 MH  (Eqs. (3) and (4)) using FEM. The calculated response 
functions of the angular and the straight adapter models are compared to those obtained 
experimentally in Fig. 7 (experimental frequency resolution Δf = 18.78 Hz; numerical 
frequency resolution Δf = 20.00 Hz). 

 

 
 

Figure 7. Microphones with adapters transfer functions (numerical and experimental) 
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The theoretical and experimental response functions show good agreement, with a shift in 
the second resonance peak for the microphone with angular adapter. The errors can be 
caused by: bad characterization of the ADF spectral distribution into the FEM model; 
adapter’s geometry complexity; microphone installation inaccuracy or a combination of 
some of these factors. 

Equations 3 and 4 show that the external noise (given by 3( )M ω ) can be identified by 
knowing the internal noise and the inverses of the transfer functions for the angular and 
straight adapters. 

3. Vibro-acoustic modelling of payload fairings (PLF) 

A complete survey of PLF vibro-acoustic environment must be carried out, in order to 
determine its inner SPL. In this respect, it is important to have reliable numerical tools that 
can predict the responses of ELV systems, subjected to in-flight acoustic loads and that 
enable NCT design. 

Low-frequency coupling techniques are used to estimate a PLF dynamic behavior. The fairing 
body and its inner acoustic domain are analyzed by using Finite Element Method (FEM) and 
Boundary Element Method (BEM). Structural FEM/fluid FEM and structural FEM/fluid BEM 
modeling techniques are then applied. In order to simulate the lift off acoustic excitation, an 
ADF of 145 dB OSPL is applied on the fairing body and coupled calculations are done from 5 
to 150 Hz, which yielded the acoustic and skin responses for both models. Modal expansion 
and semi-modal expansion model techniques are applied, respectively. 

For the high-frequency analysis, it is applied the Statistical Energy Analysis (SEA) technique, 
for a frequency range from 5 to 8,000 Hz. The 145 dB OSPL excitation is applied to the 
structural panels of the fairing and the acoustic and structural mean responses are calculated. 

In view of validating the numerical predictions for the fairing, acoustic test is done to 
measure the acoustics inside the PLF. The PLF is submitted to 145 dB OSPL in a 1,200 m3 
acoustic reverberant chamber and microphones are positioned in its inner domain. 

The implementation of sound absorption blankets is applied as a control technique to 
attenuate acoustic noise from medium- to high-frequency bands. SEA is a technique for 
high-frequency analysis; therefore, adequate to assess the influence of blankets on space 
systems. The generated SEA fluid-structure model is used to calculate internal SPL, with 
single-, double-, and multi-layered noise control treatments (NCT). Two NCT modeling 
approaches are used to simulate the effect of blanketing the fairing cavity: 

i. acoustic materials Biot´s parameters, given by the manufacturer; 
ii. material samples absorption coefficient, measured in a Kundt Tube. 

3.1. Model description 

The analyzed fairing is hammerhead type geometry and is composed of the body structure, 
functional components as electric and pyrotechnic components of the ejection system, 
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2.3.2. Results 

Analytical and numerical natural frequencies results are compared with those obtained by 
acoustic testing in Table 2. As pointed out before, the measured SPL with the flush adapter 
can be read directly. In this way, only the adapters shown in Figures 4b and 4c are 
considered. 
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Disagreements between test and predicted resonance frequencies can be explained by 
possible inaccuracy in microphone installation and complicated shape of the angular 
channel. The characterization of the adapters´ cavities is performed numerically, by 
calculating 1( )MH ω  and )(2 MH  (Eqs. (3) and (4)) using FEM. The calculated response 
functions of the angular and the straight adapter models are compared to those obtained 
experimentally in Fig. 7 (experimental frequency resolution Δf = 18.78 Hz; numerical 
frequency resolution Δf = 20.00 Hz). 
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The theoretical and experimental response functions show good agreement, with a shift in 
the second resonance peak for the microphone with angular adapter. The errors can be 
caused by: bad characterization of the ADF spectral distribution into the FEM model; 
adapter’s geometry complexity; microphone installation inaccuracy or a combination of 
some of these factors. 

Equations 3 and 4 show that the external noise (given by 3( )M ω ) can be identified by 
knowing the internal noise and the inverses of the transfer functions for the angular and 
straight adapters. 

3. Vibro-acoustic modelling of payload fairings (PLF) 

A complete survey of PLF vibro-acoustic environment must be carried out, in order to 
determine its inner SPL. In this respect, it is important to have reliable numerical tools that 
can predict the responses of ELV systems, subjected to in-flight acoustic loads and that 
enable NCT design. 

Low-frequency coupling techniques are used to estimate a PLF dynamic behavior. The fairing 
body and its inner acoustic domain are analyzed by using Finite Element Method (FEM) and 
Boundary Element Method (BEM). Structural FEM/fluid FEM and structural FEM/fluid BEM 
modeling techniques are then applied. In order to simulate the lift off acoustic excitation, an 
ADF of 145 dB OSPL is applied on the fairing body and coupled calculations are done from 5 
to 150 Hz, which yielded the acoustic and skin responses for both models. Modal expansion 
and semi-modal expansion model techniques are applied, respectively. 

For the high-frequency analysis, it is applied the Statistical Energy Analysis (SEA) technique, 
for a frequency range from 5 to 8,000 Hz. The 145 dB OSPL excitation is applied to the 
structural panels of the fairing and the acoustic and structural mean responses are calculated. 

In view of validating the numerical predictions for the fairing, acoustic test is done to 
measure the acoustics inside the PLF. The PLF is submitted to 145 dB OSPL in a 1,200 m3 
acoustic reverberant chamber and microphones are positioned in its inner domain. 

The implementation of sound absorption blankets is applied as a control technique to 
attenuate acoustic noise from medium- to high-frequency bands. SEA is a technique for 
high-frequency analysis; therefore, adequate to assess the influence of blankets on space 
systems. The generated SEA fluid-structure model is used to calculate internal SPL, with 
single-, double-, and multi-layered noise control treatments (NCT). Two NCT modeling 
approaches are used to simulate the effect of blanketing the fairing cavity: 

i. acoustic materials Biot´s parameters, given by the manufacturer; 
ii. material samples absorption coefficient, measured in a Kundt Tube. 

3.1. Model description 

The analyzed fairing is hammerhead type geometry and is composed of the body structure, 
functional components as electric and pyrotechnic components of the ejection system, 
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mechanisms as well as the exterior cork liner. Figures 8a and 8b show the Brazilian VLS 
fairing structure. 

 
Figure 8. a) PLF structure; b) PLF structure 

3.2. Modelling methodology 

3.2.1. Low-frequency modeling (deterministic) techniques 

In view of predicting the operational fairing cavity SPL, both the dynamic displacements of 
the fairing structure as well as the acoustic pressure fields at the interior and the exterior 
side of the fairing should be considered. In this study, however, the fluid-structure coupling 
interaction between the structural displacements and the exterior acoustic pressure field is 
neglected. The exterior acoustic pressure is assumed to be a known external excitation for 
the vibro-acoustic system, consisting of the fairing body and the internal acoustic cavity. The 
FEM and BEM are the most appropriate numerical techniques for the (low-frequency) 
dynamic analysis of this type of vibro-acoustic system. 

FEM based models for coupled vibro-acoustic problems are most commonly described in an 
Eulerian formulation, in which the fluid is described by a single scalar function, usually the 
acoustic pressure, while the structural components are described by a displacement vector. The 
resulting combined FEM/FEM model in the unknown structural displacements and acoustic 
pressures at the nodes of, respectively, the structural and the acoustic FEM meshes are [20], 
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Where: 

KS – Structural stiffness matrix MS – Structural mass matrix CS – Structural damping matrix 
KC – Fluid – structure coupling matrix  
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MA – Fluid mass matrix KA – Fluid stiffness matrix CA – Fluid damping matrix 
wi – Structural displacements nodal vector pi – Acoustic pressures nodal vector 
FSi – Force nodal vector FAi – Acoustic sources nodal vector 

In comparison with a purely structural or purely acoustic FEM model, the coupled stiffness 
and mass matrices (Eq. (5)) are no longer symmetrical due to the fact that the force loading 
of the fluid on the structure is proportional to the pressure, resulting in a cross-coupling 
term CK  in the coupled stiffness matrix, while the force loading of the structure on the fluid 
is proportional to the acceleration, resulting in a cross-coupling term T

C CM ρK   in the 
coupled mass matrix. 

Low-frequency vibro-acoustic problems can also be modeled by describing the structural 
behavior in a FEM model and the fluid behavior in a BEM model. In the same way as in the 
FEM/FEM technique, deterministic FEM/BEM models are usually described by acoustic 
double layer potential and structural displacement, which are the field variables. Equation 
(6) presents the resulting combined FEM structural displacements and BEM acoustic 
pressure differences at the nodes, for a coupled FEM/BEM mesh [23]. 
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Where LC is the fluid-structure coupling matrix, D is the BEM acoustic matrix of coefficients 
and μi is the nodal vector of double layer potentials. 

In deterministic models, the dynamic variables within each element are expressed in terms 
of nodal shape functions, usually based on low-order (polynomial) functions. Since these 
low-order shape functions can only represent a restricted spatial variation, a large number 
of elements is needed to accurately represent the oscillatory wave nature of the dynamic 
response. A general rule of thumb states that for fluid-structure interactions, at least 6 
(linear) elements per wavelength are required to get reasonable accuracy. Since wavelengths 
decrease for increasing frequency, the FEM model sizes, computational efforts and memory 
requirements increase also with frequency. As a result, the use of FEM and BEM models is 
practically restricted to low-frequency applications. In comparison with uncoupled 
structural or acoustic problems, this practical frequency threshold becomes significantly 
smaller for coupled vibro-acoustic problems, since a structural and an acoustic problem 
must be solved simultaneously. Moreover, the matrices in a coupled model are no longer 
symmetrical, so that less efficient non-symmetrical solvers must be used. As a consequence, 
the computational effort, involved with the use of coupled FEM/FEM and FEM/BEM models 
for real-life vibro-acoustic engineering problems, becomes large at very low frequencies. 

In order to obtain coupled vibro-acoustic response predictions within reasonable 
computational efforts, the dimensions of the FEM/FEM problem (Eq. (5)) have to be 
reduced. The most applied technique for model reduction is the modal superposition 
technique, which expresses the unknowns of the system in terms of a modal basis, resulting 



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 488 

mechanisms as well as the exterior cork liner. Figures 8a and 8b show the Brazilian VLS 
fairing structure. 

 
Figure 8. a) PLF structure; b) PLF structure 

3.2. Modelling methodology 

3.2.1. Low-frequency modeling (deterministic) techniques 

In view of predicting the operational fairing cavity SPL, both the dynamic displacements of 
the fairing structure as well as the acoustic pressure fields at the interior and the exterior 
side of the fairing should be considered. In this study, however, the fluid-structure coupling 
interaction between the structural displacements and the exterior acoustic pressure field is 
neglected. The exterior acoustic pressure is assumed to be a known external excitation for 
the vibro-acoustic system, consisting of the fairing body and the internal acoustic cavity. The 
FEM and BEM are the most appropriate numerical techniques for the (low-frequency) 
dynamic analysis of this type of vibro-acoustic system. 

FEM based models for coupled vibro-acoustic problems are most commonly described in an 
Eulerian formulation, in which the fluid is described by a single scalar function, usually the 
acoustic pressure, while the structural components are described by a displacement vector. The 
resulting combined FEM/FEM model in the unknown structural displacements and acoustic 
pressures at the nodes of, respectively, the structural and the acoustic FEM meshes are [20], 

 2 00
0 0

S i SiS C S
T

i AiA A C A

M w FK K C
jω ω

p FK C ρK M

                                       
 (5) 

Where: 

KS – Structural stiffness matrix MS – Structural mass matrix CS – Structural damping matrix 
KC – Fluid – structure coupling matrix  

(a) (b)

 
Acoustics and Vibro-Acoustics Applied in Space Industry 489 

MA – Fluid mass matrix KA – Fluid stiffness matrix CA – Fluid damping matrix 
wi – Structural displacements nodal vector pi – Acoustic pressures nodal vector 
FSi – Force nodal vector FAi – Acoustic sources nodal vector 
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term CK  in the coupled stiffness matrix, while the force loading of the structure on the fluid 
is proportional to the acceleration, resulting in a cross-coupling term T
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coupled mass matrix. 

Low-frequency vibro-acoustic problems can also be modeled by describing the structural 
behavior in a FEM model and the fluid behavior in a BEM model. In the same way as in the 
FEM/FEM technique, deterministic FEM/BEM models are usually described by acoustic 
double layer potential and structural displacement, which are the field variables. Equation 
(6) presents the resulting combined FEM structural displacements and BEM acoustic 
pressure differences at the nodes, for a coupled FEM/BEM mesh [23]. 
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low-order shape functions can only represent a restricted spatial variation, a large number 
of elements is needed to accurately represent the oscillatory wave nature of the dynamic 
response. A general rule of thumb states that for fluid-structure interactions, at least 6 
(linear) elements per wavelength are required to get reasonable accuracy. Since wavelengths 
decrease for increasing frequency, the FEM model sizes, computational efforts and memory 
requirements increase also with frequency. As a result, the use of FEM and BEM models is 
practically restricted to low-frequency applications. In comparison with uncoupled 
structural or acoustic problems, this practical frequency threshold becomes significantly 
smaller for coupled vibro-acoustic problems, since a structural and an acoustic problem 
must be solved simultaneously. Moreover, the matrices in a coupled model are no longer 
symmetrical, so that less efficient non-symmetrical solvers must be used. As a consequence, 
the computational effort, involved with the use of coupled FEM/FEM and FEM/BEM models 
for real-life vibro-acoustic engineering problems, becomes large at very low frequencies. 

In order to obtain coupled vibro-acoustic response predictions within reasonable 
computational efforts, the dimensions of the FEM/FEM problem (Eq. (5)) have to be 
reduced. The most applied technique for model reduction is the modal superposition 
technique, which expresses the unknowns of the system in terms of a modal basis, resulting 
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in a set of unknown modal participation factors, whose size is much smaller than the size of 
the original set of unknowns. A modal expansion in terms of uncoupled structural and 
acoustic modes is performed by using computationally efficient symmetric eigenvalue 
algorithms and requires much less computational effort than the use of vibro-acoustic 
(coupled) modes. However, a large number of high-order uncoupled acoustic modes is 
required to accurately represent the normal displacement continuity along the fluid-
structure interface.  

In a FEM/FEM virtual prototype, a modal expansion in terms of uncoupled structural and 
uncoupled acoustic modal bases is used, in order to keep the computational efforts within 
reasonable limits. On one hand, structural wavelengths are much smaller than acoustic 
wavelengths, so that the structural FEM mesh of the fairing must be finer than the acoustic 
FEM mesh of the inner cavity. On the other hand, due to the continuity of the normal 
structural and fluid displacements along the fluid-structure coupling interface, both meshes 
must be compatible in this region. In this framework, the following modeling methodology 
is adopted: 1) A fine FEM mesh of the fairing is used for the construction of the uncoupled 
structural modal data basis. 2) The resulting modes are then projected onto a FEM coarse 
mesh of the fairing structure. 3) For the acoustic cavity FEM mesh, the same mesh density is 
used along the fluid-structure coupling interface as the PLF structural coarse mesh, while 
the mesh density is slightly decreased towards the central axis of the cavity. 4) The 
uncoupled modes, resulting from this acoustic FEM mesh, together with the projected 
structural modal basis are used in a coupled FEM/FEM model. It is important to highlight 
that the coarse structural mesh has only the shells of the fairing structure, while all 
reinforcing beams are omitted, since it is assumed that these stiffeners have no significant 
effect on the fluid-structure coupling interaction, while their presence would increase the 
computational load of the modeling process. 

For the case of the FEM/BEM problem (Eq. (6)), the modal expansion cannot be used, since the 
frequency dependency of the matrix coefficients in the acoustic part prohibits a standard 
eigenvalue calculation. Such as, the semi-modal approach, which uses only the expansion of 
the structural modal data basis, is applied. As mentioned above, BEM drawbacks as fully 
population of the matrices, complex and frequency dependent models result in a coupled 
FEM/BEM model less efficient than coupled FEM/FEM model. Therefore, the rule of thumb of 
6 (linear) elements per wavelength becomes prohibitive for the actual fairing fluid-structure 
study. Such a way, a coarsest structural mesh may be generated and the same adopted 
frequency range for FEM/FEM model is kept for this FEM/BEM model, even considering that 
the structure has not enough discrete density. However, the modal data basis calculated using 
the structural fine mesh can assure good results for the structural displacements, in this fluid-
structure model, since the expansion in terms of such a data basis is used on these Frequency 
Response Analysis (FRA) computations. The displacement continuity of the structural and 
acoustic meshes (same density in the fluid-structure interface) is considered to perform the 
link and calculate the coupled dynamic skin displacements and acoustic cavity pressure 
responses, for both FEM/FEM and FEM/BEM models. 
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3.2.2. High-frequency modeling (statistical) technique 

A characteristic of high-frequency analysis is the uncertainty in modal parameters. The 
resonances and mode shapes show great sensitivity to small variations of geometry, 
construction and material properties. In addition, programs used to evaluate mode shapes 
and frequencies are known to be inaccurate for higher modes. In light of these uncertainties, 
a statistical model of the dynamic parameters seems natural and appropriate. As an 
alternative method for higher frequency analysis of the inner cavity of fairings, Statistical 
Energy Analysis (SEA) approach is proposed. This approach is the description of the 
dynamic system as a member of a statistical population or ensemble, whether or not the 
temporal behavior is random. SEA emphasizes the aspects of this field dynamical study. 

The SEA equations express the energy balance of different subsystems in a model [24]. Some 
subsystems have direct power input of an independent source, e. g. an excitation force on a 
structural component, a sound power source in an acoustic medium etc. In general, 
subsystems can receive power (input power from external sources), dissipate power 
(internal losses due to damping) and exchange power with other subsystems to which they 
are coupled (losses due to coupling). SEA fundamental hypothesis as dissipation losses in 
relation to the energy variable and modal energy proportionality from connected 
subsystems are used to yield the SEA matrix equation of complex structures. The 
distribution of the dynamical response in the system due to some excitation is obtained from 
the distribution of the energy among the mode groups, based on a set of power balance 
equations for the mode groups.  

3.3. FEM structural meshes 

The fairing body is divided in five surfaces. The surfaces are discretized by using 4-noded 
quadrilateral shell elements, while 2-noded beam elements are used for the circumferential 
and the axial stiffeners. To account for the mass of the cork blanket on the exterior fairing 
surface, a distribution of concentrated mass elements are attached to the fairing nodes.  

A total of 174 structural modes in a frequency range up to 220 Hz have been identified. 
Table 3 describes the main structural modes calculated by using FEM in the range up to  
150 Hz. 
 

mode frequency (Hz) 
first bending 38.637 
first breathing 77.821 
second breathing 92.694 
first longitudinal 108.749 
first torsion 125.772 
second bending 150.735 

Table 3. Fairing body structural modes 
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Table 3 shows that the first structural bending mode of the fairing is identified at 38.6 Hz, 
while the second mode is at 150.7 Hz. Figures 9a and 9b show the referred structural modes. 

 
Figure 9. a) First structural bending mode; b) Second structural bending mode 

3.4. FEM and BEM acoustic meshes 

The acoustic FEM mesh consists of 119,577 nodes and 110,238 elements (106,050 8-noded 
hexahedral elements and 4,188 6-noded pentahedral elements). The cavity is considered 
filled with air at 15o C. The cavity’s bottom and top faces are assumed to be acoustically 
closed (rigid walls). The acoustic mesh generation takes into account the meshes 
compatibility on the fluid-structure interface. 

A total of 80 acoustic modes in a frequency range up to 566 Hz were identified. Acoustic 
wavelengths are bigger than structural wavelengths. Such that, a large number of high-
order uncoupled acoustic modes is required to accurately represent the normal 
displacement continuity along the fluid-structure interface. That is why higher frequency 
range is used to describe the acoustic modal behavior of the fairing. Table 4 describes the 
acoustic modes in the frequency range up to 150 Hz. 
 

Mode Frequency (Hz) 

rigid body 0.000 

first longitudinal 63.491 

second longitudinal 112.129 

Table 4. Fairing cavity acoustic modes 

It can be noticed in table 4 that the first and second acoustic modes of the fairing cavity are 
identified at 63.5 Hz and 112.1 Hz, respectively. Figures 10a and 10b show the referred 
acoustic modes. 

The BEM acoustic mesh is a 2-D coarsest mesh. Therefore, as the coupled FEM/BEM 
equation is frequency dependent (Eq. (6)), the acoustic modes are not considered in the 
acoustic pressure calculations (semi-modal reduction model). 

(a) (b)
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Figure 10. a) First acoustic longitudinal mode; b) Second acoustic longitudinal mode 

3.5. Model excitation 

A uniform pressure loading is simulated by applying a normal point force varying 
harmonically on all nodes of the fairing shell elements. The force value is defined such that 
the total load is equivalent to a uniform pressure of 145 dB OSPL. Link of the acoustic and 
structural parts is done as well as the structural modal data basis is projected to the coarse 
and coarsest meshes. 

In this way, all the meshes, modal data bases and excitation, needed to perform low-
frequency calculations, using coupling fluid-structure techniques are ready. Next step is to 
perform FRA calculations for both models. 

3.6. SEA fairing vibro-acoustic model 

The fairing body is divided in four surfaces, as shown in Fig. 11a. To account for the rib-
stiffened plates of the surfaces 2, 3 and 4, the SEA structural fairing model considers 
connected plates and beams (longitudinal and circular). The plate structural subsystems are 
generated as singly curved shells and uniform plates. Shell surface 1 has a thickness of 3mm 
and is modeled as a simple plate of aluminum (E=72 GPa, ν=0.29, ρ=2750 kg/m3), while the 
other three surfaces are 0.8 mm thick and made of an aluminum alloy (E=72 GPa, ν=0.29, 
ρ=7000 kg/m3). The circular and longitudinal beams are modeled by assigning the same 
material as the shells of the surfaces 2, 3 and 4 (Figure 11a). Damping loss factors of 1% (for 
flexure, extension and shear propagating waves) are assigned to the plates and beams 
subsystems, in order to account for the internal loss factors. 

A total of 72 beams (44 longitudinal and 28 circular) and 8 shells (02 singly curved shells of 
the adaptor, 02 singly curved shells of the lower cone, 02 singly curved shells of the main 
cylinder and 02 singly curved shells of the upper cone) compose the structural SEA model. 
Figure 11a shows the SEA plates and beams generated to model the VLS-1 fairing structure. 
The external blanketed treatment of cork on the surfaces 2, 3 and 4, was simulated in this 
model as material addition. The layered area and the density of the cork were considered to 
assign this mass. 

(a) (b)
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The acoustic environment inside the fairing was generated by starting from the structural 
model. This acoustic cavity was created considering air at 15o C as the fluid as well as the 
dimensional parameters of the fairing. The top and bottom face of the cavity were assumed 
to be acoustically closed. Figure 11b presents the 3D acoustic cavity of the fairing. 

 
Figure 11. a) Structural subsystems (shells, circular beams and longitudinal beams) b) Acoustic cavity 
of the fairing 

The coupling boundary between all the structural and acoustic subsystems is modeled to 
consider the transmission of power across the junctions. A junction is comprised of 
connections to any number of coincident subsystems. As a result, all the subsystems that 
share common nodes are connected by point, line and area junctions and all the appropriate 
wavefields are connected as well as the corresponding coupling loss factors (CLF) between 
subsystems are created. 

The estimated sound pressure levels at the lift off are assigned to the SEA model. Only elements 
with large surface areas, as plates and panels, are considered to be susceptible to acoustic 
excitation ([11], [24] and [25]). An ADF of 145 dB OSPL (Fig. 12) is applied to the plates of 
the SEA fairing model, which simulates the power input into a structural plate or shell element. 

3.7. Analysis results 

In view of having a complete knowledge of the fairing dynamic vibro-acoustic behavior, the 
fairing structural skin as well as its inner acoustic domain responses should be presented. 
However, since this chapter concerns acoustics, the body structural displacements are not 
presented here. Below, the obtained results of the acoustic behavior applying vibro-acoustic 
low-frequency and high-frequency analysis techniques predictions are presented. 

3.7.1. Low-frequency techniques 

3.7.1.1. FEM/FEM response calculations 

A modal expansion in terms of 174 uncoupled structural and 80 uncoupled acoustic modes 
is used for the coupled calculations. A modal damping of 1% is assigned to all structural 
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modes. All calculations are performed with a frequency resolution of 1 Hz. Figure 13 shows 
the low-frequency acoustic pressure spectra of the PLF for the case of a uniform exterior 
pressure loading, using FEM/FEM coupling analysis. It can be seen that the low-frequency 
pressure is dominated by the first longitudinal mode around 63.5 Hz and the second 
longitudinal mode around 112.1 Hz. 

3.7.1.2. FEM/BEM response calculations 

The same structural modal expansion as used for FEM/FEM is used for this FEM/BEM 
response calculations. Due to the frequency dependency of the boundary integral equation, 
the acoustic modal basis can not be used. A damping of 1% is assigned to all structural 
modes. All calculations are performed with a frequency resolution of 2 Hz. Figure 13 
presents a comparison of the computed inner cavity space averaged acoustic pressure using 
FEM/FEM and FEM/BEM techniques. 

3.7.2. High-frequency technique 

The energy balance (levels and interactions) between different subsystems of the SEA model 
is calculated. The interest frequency range is 5 to 8,000 Hz, by third octave bandwidth. As 
mentioned before, SEA technique is more effective in higher frequencies, where dynamic 
systems present higher modal density. The vibro-acoustic responses of the fairing, using 
SEA technique, are shown in Fig 13. 

It is important to highlight that for the low-frequency range, SEA analysis results are not 
reliable, since the accuracy of the SEA technique is proportional to the modal density [24]. 

 
Figure 12. Acoustic diffuse field at lift off 
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The acoustic environment inside the fairing was generated by starting from the structural 
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dimensional parameters of the fairing. The top and bottom face of the cavity were assumed 
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modes. All calculations are performed with a frequency resolution of 1 Hz. Figure 13 shows 
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response calculations. Due to the frequency dependency of the boundary integral equation, 
the acoustic modal basis can not be used. A damping of 1% is assigned to all structural 
modes. All calculations are performed with a frequency resolution of 2 Hz. Figure 13 
presents a comparison of the computed inner cavity space averaged acoustic pressure using 
FEM/FEM and FEM/BEM techniques. 
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is calculated. The interest frequency range is 5 to 8,000 Hz, by third octave bandwidth. As 
mentioned before, SEA technique is more effective in higher frequencies, where dynamic 
systems present higher modal density. The vibro-acoustic responses of the fairing, using 
SEA technique, are shown in Fig 13. 

It is important to highlight that for the low-frequency range, SEA analysis results are not 
reliable, since the accuracy of the SEA technique is proportional to the modal density [24]. 
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Figure 13. Acoustic Response Inside PLF 

Considering the accuracy, advantages and drawbacks of the deterministic and statistical 
techniques, each of them is successfully applied in different frequency ranges. Such that, for 
the analyzed PLF, valid response results using deterministic techniques are assumed up to 
150 Hz, while valid SEA results are assumed from 300 up 8,000 Hz. It is important to 
mention that in the “twilight zone” or medium frequency bandwidth (from 150 to 300 Hz), 
where deterministic models are inaccurate and present prohibitive computation time for the 
calculations and where the high modal density requirement is not yet accomplished for 
SEA, both results may be considered, as shows figure 13. 

3.8. Model validation 

The fairing structure was positioned inside an acoustic chamber and excited with an ADF of 
145 dB OSPL. Eight control microphones were positioned inside the reverberant chamber, 
which feedback the control system. Four measurement microphones were located in the 
acoustic cavity of the PLF. The measured space averaged SPL is compared with the 
theoretical acoustic responses, computed using the virtual prototypes (FEM and SEA 
models) (Fig. 14). 

The calculated internal acoustic frequency response function shown in figure 13 may be 
transformed into 1/3 octave band responses to be compared with the experimental 
(measured) results. Figure 14 presents the 1/3 octave comparisons for the frequency 
bandwidths ranging from 31.5 up to 8,000 Hz. It can be noticed, that experimental and 
calculated low-frequency responses have good agreement, presenting more significant 
differences only on the 1/3 octave bands 31.5, 40 and 50 Hz. This is because the low-
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frequency modes of the acoustic chamber are not well excited. However, in the regions 
where the cavity response is dominant (63 Hz and 112 Hz), differences are pretty small. 

 

 
 

Figure 14. High-frequency theoretical X experimental comparison 

For the higher frequencies, a more reasonable comparison should be done using Power 
Spectral Density (PSD) [28], since SEA calculations may be interpreted as mean values of 
energetic response functions when averaged at a given frequency over an ensemble of 
similar systems, differently of peak values resulting from deterministic approaches. 
However, a qualitative comparison can be presented for 1/3 octave bands from 160 up to 
8,000 Hz, since one keeps in mind that mean values and the predicted magnitudes yielded 
by SEA should under estimate the dynamic response with a certain (acceptable) variance. 
Valid SEA results are assumed from 300 up 8,000 Hz, since the minimum five modes by 
bandwidth (modal density) requirement becomes true starting from 300 Hz.  

At the beginning phases of space projects, the assessment of the effect of using different 
passive techniques for acoustic environment alleviation to be applied to PLF is an important 
issue. One of the main applications of numerical control prediction is the decision, still in the 
early product development phase, which design version is the most appropriate from the 
noise control point of view. By introducing the concept of sensitivity analysis, product 
development can be performed in a more systematic way. In order to predict the efficiency 
of a NCT, one compares the effects of design modifications. 

In this framework, different blanket layers are implemented on the PLF elasto-acoustic 
virtual prototype and the effects of these NCT implementations are assessed. Since 
blankets acoustic absorption depend on certain material parameters, two blanket 
modeling approaches are assessed as follows: material physical Biot´s parameters as 
density, porosity, resistivity, tortuosity, viscous and thermal characteristic lengths, given 
by the blanket manufacturer and measured normal incidence absorption coefficients of 
material samples. 
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frequency modes of the acoustic chamber are not well excited. However, in the regions 
where the cavity response is dominant (63 Hz and 112 Hz), differences are pretty small. 
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Furthermore, the influence of the NCT thicknesses and the presence of air-gaps between 
blankets are analyzed. Biot´s parameters and absorption coefficient approaches are 
implemented in the coupled elasto-acoustic SEA model of the PLF. 

For the Biot´s parameters approach, an explicit model of the inserted material is considered, 
based on the physical properties of individual layers, which are accounted in the SEA 
model. Six types of glass wools are analyzed and the SPL inside the fairing are calculated. 
The wools’ densities are given in pounds per cubic feet (pcf - 1 lb/ft3 = 16.02 Kg/m3). A 
thickness of 7,62 cm is adopted for almost all glass wools, but the two 1.2pcf glass wools, 
that presents particular behavior, which adopted thicknesses were 0.19 cm and 0.38 cm. The 
best performing material is chosen and a comparison between different thicknesses and 
percentages of layered surfaces of the fairing is done, considering the final weight of the 
applied NCT. The materials used were glass wools described in Table 5. The wools’ Biot’s 
parameters can be found in [4]. 
 

Material characteristcs       

Density (pcf) 0.34 0.42 0.60 1.20 1.20 1.50 

Thickness (inches) 3.00 3.00 3.00 0.75 1.50 3.00 

Table 5. Glass wools used 

On the other side, the measured absorption coefficient of multi- and single-layered samples 
of glass wools of 0.42 and 1.0 pcf were considered. According to [26], air gaps between 
materials increase the acoustic absorption at low-frequencies. For this case, samples with 
two different air gaps are positioned into a Kundt tube. The single-layered samples are 3.50 
cm thick, while combinations are done with samples of 1.75 cm thick. Other configurations 
were assembled with air gaps of 1.0 and 3.0 cm between samples. Figure 15 shows the 
sample combinations. All the measured absorption coefficients are shown in Fig. 16. These 
absorption coefficients are assigned on the fairing vibro-acoustic model and SPL are 
calculated. 

The PLF acoustic responses for different NCT configurations are shown in Fig. 17. Notice 
that the insertion of the 0.34pcf glass wool – 7.62 cm yields almost 20 dB of attenuation 
(chosen as the best performing material). The assessment of the thickness influence is done 
by assigning 0.34pcf glass wools of 7.62, 10.16 and 12.7 cm thicknesses, with total NCT 
weights of 3.90, 5.30 and 6.60 Kg, respectively. Figure 18 shows the internal SPL one-third 
octave distribution, as well as the OSPL. 

Figure 19 shows SPL and OSPL from 50 to 8,000 Hz, for the NCT described in Fig. 16, 
without air gaps. A 3.50 cm double-layered blanket (0.42pcf/1.0pcf) is compared with  
two single-layered NCT. Notice in this figure that NCT decrease the internal OSPL from  
132 dB to 128 dB. Figure 20 shows that single-layered treatment with 1.0 pcf and air gaps 
presented better results. One can see the air gap effect, since the SPL close to 100, 315 and 
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500 Hz are higher mainly when the 1.0 pcf material with 3.0 cm air gap is applied. The 
calculations yielded 127.5 dB OSPL inside the fairing cavity. This means that a gain of 
approximately 3.0 dB at 100 Hz bandwidth can be obtained, yielding an overall gain of  
1.0 dB, approximately. However, air gap installation can be limited, due to fairing internal 
space. In this case, it is preferable to install the blanketed treatment distant from the panels 
by small air gaps, instead of bonded, once this installation configuration presents higher 
transmission loss [10]. 

 
 

 
 

Figure 15. Double-layered 0.42pcf (yellow)/1.0pcf (orange), 1.75 cm thick each. 

 
 

 
 

Figure 16. Measured absorption coefficients*G1 and G3: air gaps of 1.0 cm and 3.0 cm 
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500 Hz are higher mainly when the 1.0 pcf material with 3.0 cm air gap is applied. The 
calculations yielded 127.5 dB OSPL inside the fairing cavity. This means that a gain of 
approximately 3.0 dB at 100 Hz bandwidth can be obtained, yielding an overall gain of  
1.0 dB, approximately. However, air gap installation can be limited, due to fairing internal 
space. In this case, it is preferable to install the blanketed treatment distant from the panels 
by small air gaps, instead of bonded, once this installation configuration presents higher 
transmission loss [10]. 
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Figure 17. SPL for different blankets 

 
 

 
 

Figure 18. SPL for different thicknesses 
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Figure 19. SPL for NCT without air gap. 

 
Figure 20. SPL for NCT with air gaps (*G1 and G3: air gaps of 1.0 cm and 3.0 cm) 
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Figure 17. SPL for different blankets 

 
 

 
 

Figure 18. SPL for different thicknesses 
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Figure 19. SPL for NCT without air gap. 

 
Figure 20. SPL for NCT with air gaps (*G1 and G3: air gaps of 1.0 cm and 3.0 cm) 
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caused by pressure interactions between the propellant feed system and the combustion 
chamber. MF instabilities, also called buzzing, are due to coupling between the combustion 
process and the propellant feed system flow. The HF instabilities are the most potentially 
dangerous and not well-understood ones. It occurs due to coupling of the combustion 
process and the chamber acoustics [27]. 

The presence of acoustic combustion instabilities must be considered still in development 
phase, although combustion instabilities can be clearly identified only during firing tests. In 
[13], it was described that instability can be verified when the power spectrum of the 
acoustic pressure levels, measured during burning tests, is analyzed. When an oscillation is 
observed, i.e., combustion instability, sound pressure peaks with well-defined magnitudes 
summed to the background noise are present. These peaks are correlated to the resonance 
frequencies of the combustion chamber. This phenomenon can cause instabilities and 
consequent unexpected behavior such as efficiency loss or even explosion of the engine. In 
this framework, the engine acoustic cavity characterization becomes an important issue to 
be investigated. 

Acoustic behaviour of chambers is usually determined by doing cold tests measurements 
(without combustion). Acoustic dynamics in combustion environments are obtained by 
shifting the cold test resonant frequencies by a scalar factor defined by the ratio of sound 
velocity at the cold test temperature and at real operation temperature [15]. 

In view of attenuating acoustic pressure oscillations inside combustion chambers, reactive 
techniques as Helmholtz Resonators (HR), among others, are widely used ([13] and [16]). 
These devices are specially designed to attenuate oscillations at discrete resonance 
frequencies (pure tones). HR have been applied as combustion stabilization devices for solid 
motors and liquid rocket engines, with success. It could be noted in literature that they are 
used in a set of dozens or even hundreds in each chamber cavity, distributed along the walls 
or in a single row along the injector periphery [28]. 

This item describes a procedure for cold test acoustic characterization of LPRE 
combustion chambers. Firstly, the acoustical dynamic characterization of a combustion 
chamber is done and a typical longitudinal resonant frequency is chosen to be attenuated. 
A HR is designed (tuned at the chosen frequency) and applied to the mock up face plate. 
A LPRE mock-up [14] was used as experimental model. This test rig faithfully represents 
the internal acoustic cavity of the original engine. This procedure is followed by doing 
virtual prototypes of the combustion chamber. The acoustic natural frequencies and mode 
shapes are numerically calculated by a FEM model and validated through acoustic 
experimental modal analysis [29]. 

4.1. Experimental Acoustic Modal Analysis (EAMA) 

Experimental Modal Analysis (EMA) is a well-applied technique in structure dynamics. 
However, due to the development of commercial acoustic sources, EAMA can be a suitable 
choice in view of extracting the acoustical Frequency Response Functions (FRF). In addition, 
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the mathematical approach of structures modal parameters extraction can be applied to 
acoustic systems. [29]. 

In order to check the mutual orthogonality among modes from a modal model and to 
compare modes between different modal models (i.e., experimental and numerical 
solutions), the Modal Assurance Criterion (MAC) was used. This criterion indicates the 
degree of linear dependence between two eigenvectors and can be described as Eq. (7) [30]. 
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where: indexes i and j denotes modes obtained by different methods. 

4.2. Helmholtz resonator 

Helmholtz Resonators are widely applied in order to suppress or attenuate the acoustic 
pressure inside cavities, rooms and other volumes. A HR consists of a small volume 
connected to a bigger cavity (the combustion chamber, in this case) through an orifice by a 
flanged neck. The dimensions of the HR must be much smaller than the acoustic wavelength 
of interest, in order to consider the resonator as lumped elements coupled to a geometric 
discontinuity. The coupling condition is that the oscillatory volume flow in the neck is equal 
to that imposed on the fluid inside the cavity, neglecting the elastic property of the air in the 
neck [30]. 

A typical HR is shown in Fig.21 (left), being d the neck diameter, D the cavity diameter, Vc 
the volume cavity, l the neck length and L the cavity length. P1 is the incident acoustic 
pressure and P2 is the cavity pressure. The gas motion in the HR coupled in an acoustic 
cavity can behave equivalently to a mass-spring-dashpot system (Fig.21, centre). The system 
can be divided into three distinct elements. The fluid enclosed in the neck behaves as an 
uncompressible gas, and its mass correspond to the m element of the mechanical system. 
The air inside the cavity is compressible and stores potential energy, representing the 
mechanical stiffness k. The mechanical damping element (c) is represented by two factors: (i) 
the open-end of the neck radiates sound, introducing a radiation resistance and (ii) the gas 
movement in the neck introduces a viscous resistance. Considering the electrical analogue 
(Fig.21 right), the acoustic compliance C (analogous to electrical capacitance) is related to the 
stiffness of the air in the cavity, the acoustic inertance M (analogous to electrical inductance) 
is associated to the inertia element (mass) and the acoustic resistance R (analogous to 
electrical resistance) is related to the dissipative components stated above. 

Considering that the gas beyond the end of the neck moves as a whole with the gas inside 
the neck, it is necessary to use an effective length leff which is bigger than the true length l of 
the neck [19]. The effective length leff is obtained by adding a mass end correction δ, which is 



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 502 

caused by pressure interactions between the propellant feed system and the combustion 
chamber. MF instabilities, also called buzzing, are due to coupling between the combustion 
process and the propellant feed system flow. The HF instabilities are the most potentially 
dangerous and not well-understood ones. It occurs due to coupling of the combustion 
process and the chamber acoustics [27]. 

The presence of acoustic combustion instabilities must be considered still in development 
phase, although combustion instabilities can be clearly identified only during firing tests. In 
[13], it was described that instability can be verified when the power spectrum of the 
acoustic pressure levels, measured during burning tests, is analyzed. When an oscillation is 
observed, i.e., combustion instability, sound pressure peaks with well-defined magnitudes 
summed to the background noise are present. These peaks are correlated to the resonance 
frequencies of the combustion chamber. This phenomenon can cause instabilities and 
consequent unexpected behavior such as efficiency loss or even explosion of the engine. In 
this framework, the engine acoustic cavity characterization becomes an important issue to 
be investigated. 

Acoustic behaviour of chambers is usually determined by doing cold tests measurements 
(without combustion). Acoustic dynamics in combustion environments are obtained by 
shifting the cold test resonant frequencies by a scalar factor defined by the ratio of sound 
velocity at the cold test temperature and at real operation temperature [15]. 

In view of attenuating acoustic pressure oscillations inside combustion chambers, reactive 
techniques as Helmholtz Resonators (HR), among others, are widely used ([13] and [16]). 
These devices are specially designed to attenuate oscillations at discrete resonance 
frequencies (pure tones). HR have been applied as combustion stabilization devices for solid 
motors and liquid rocket engines, with success. It could be noted in literature that they are 
used in a set of dozens or even hundreds in each chamber cavity, distributed along the walls 
or in a single row along the injector periphery [28]. 

This item describes a procedure for cold test acoustic characterization of LPRE 
combustion chambers. Firstly, the acoustical dynamic characterization of a combustion 
chamber is done and a typical longitudinal resonant frequency is chosen to be attenuated. 
A HR is designed (tuned at the chosen frequency) and applied to the mock up face plate. 
A LPRE mock-up [14] was used as experimental model. This test rig faithfully represents 
the internal acoustic cavity of the original engine. This procedure is followed by doing 
virtual prototypes of the combustion chamber. The acoustic natural frequencies and mode 
shapes are numerically calculated by a FEM model and validated through acoustic 
experimental modal analysis [29]. 

4.1. Experimental Acoustic Modal Analysis (EAMA) 

Experimental Modal Analysis (EMA) is a well-applied technique in structure dynamics. 
However, due to the development of commercial acoustic sources, EAMA can be a suitable 
choice in view of extracting the acoustical Frequency Response Functions (FRF). In addition, 

 
Acoustics and Vibro-Acoustics Applied in Space Industry 503 

the mathematical approach of structures modal parameters extraction can be applied to 
acoustic systems. [29]. 

In order to check the mutual orthogonality among modes from a modal model and to 
compare modes between different modal models (i.e., experimental and numerical 
solutions), the Modal Assurance Criterion (MAC) was used. This criterion indicates the 
degree of linear dependence between two eigenvectors and can be described as Eq. (7) [30]. 

 
   

      

2
*

* *
100 

T
ìm jm

ijm TT
ìrm im jm jm

MAC
 

   
  (7) 

where: indexes i and j denotes modes obtained by different methods. 

4.2. Helmholtz resonator 

Helmholtz Resonators are widely applied in order to suppress or attenuate the acoustic 
pressure inside cavities, rooms and other volumes. A HR consists of a small volume 
connected to a bigger cavity (the combustion chamber, in this case) through an orifice by a 
flanged neck. The dimensions of the HR must be much smaller than the acoustic wavelength 
of interest, in order to consider the resonator as lumped elements coupled to a geometric 
discontinuity. The coupling condition is that the oscillatory volume flow in the neck is equal 
to that imposed on the fluid inside the cavity, neglecting the elastic property of the air in the 
neck [30]. 

A typical HR is shown in Fig.21 (left), being d the neck diameter, D the cavity diameter, Vc 
the volume cavity, l the neck length and L the cavity length. P1 is the incident acoustic 
pressure and P2 is the cavity pressure. The gas motion in the HR coupled in an acoustic 
cavity can behave equivalently to a mass-spring-dashpot system (Fig.21, centre). The system 
can be divided into three distinct elements. The fluid enclosed in the neck behaves as an 
uncompressible gas, and its mass correspond to the m element of the mechanical system. 
The air inside the cavity is compressible and stores potential energy, representing the 
mechanical stiffness k. The mechanical damping element (c) is represented by two factors: (i) 
the open-end of the neck radiates sound, introducing a radiation resistance and (ii) the gas 
movement in the neck introduces a viscous resistance. Considering the electrical analogue 
(Fig.21 right), the acoustic compliance C (analogous to electrical capacitance) is related to the 
stiffness of the air in the cavity, the acoustic inertance M (analogous to electrical inductance) 
is associated to the inertia element (mass) and the acoustic resistance R (analogous to 
electrical resistance) is related to the dissipative components stated above. 

Considering that the gas beyond the end of the neck moves as a whole with the gas inside 
the neck, it is necessary to use an effective length leff which is bigger than the true length l of 
the neck [19]. The effective length leff is obtained by adding a mass end correction δ, which is 



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 504 

empirically determined. In [28], it was presented a complete set of recommended equations 
for mass end correction, depending on the adopted considerations. For the purpose of this 
work, the appropriated equation is defined by: 

  0 85 1 0 7 0. . for  .16δ d AR AR     (8) 

where AR is the Area Ratio (An / Ac), being An and Ac the neck cross-sectional area and the 
cavity cross-sectional area, respectively. The effective length is calculated as effl l δ  . 

 
Figure 21. Helmholtz Resonators scheme and its analogues 

The definition of acoustic inertance (M) applied to the Helmholtz resonator gives: 
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where ρ is the air density and m is the effective mass. 

The acoustic compliance C is defined as the volume displacement that is produced by the 
application of unit pressure [19]. By applying this definition to HR, one obtains: 
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where c is the velocity of sound. 

The acoustic resistance in the neck (R) was approximated as the dissipation associated with 
viscous forces, considering the dynamic viscosity μ [28]: 
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The acoustic impedance Z of the HR is: 
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As can be seen, the acoustic impedance is determined by the geometric and mechanical 
properties of the resonator. The resonance will occur when the acoustic reactance equals 
zero: 

 1 0ωM
ωC

    (13) 

The resonance frequency can be determined by considering that the dimensions of the 
resonator are much smaller than the wavelength of interest: 
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The resonance’s sharpness of a HR can be quantified by its quality factor Q, given by: 
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4.3. Finite Element Model 

The cavity of a LPRE combustion chamber was analyzed using FEM in configurations 
without and with resonators. The first was modeled using 11,136 linear solid hexahedral 
elements, 12,510 nodes (12,093 degrees of freedom) and the second was modeled using 
38,052 linear solid tetrahedral elements, 7,493 nodes (7,399 degrees of freedom). Both meshes 
are shown in Fig. 22. The fluid is air at 15o C. The eigenfrequencies were calculated from 0 to 
2,400 Hz. Nodal pressures on the openings were assigned to zero. 

 
Figure 22. a) Cavity without resonators; b) Cavity with resonators 

4.4. Experimental setup 

Figure 23 shows the experimental setup. The mid-high frequency volume acceleration 
source is composed by a driver, a tube and a nozzle, where it is installed a volume 
acceleration sensor. This source produces a voltage signal proportional to the volume 
acceleration [m3/s2] variation, with a nominal frequency range of 200 up to 8,000 Hz. This 
source nozzle was installed in the mock-up plane surface as shown in Fig. 23. 

(a) (b)
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Figure 23. Measurement setup 

 
Figure 24. Source and microphone positions (distances in mm) 

The chamber excitation was provided by a signal generator, a power amplifier and the source. 
The microphone was supported by a thin rod, placed in each measurement point inside the 
cavity. The pressure oscillations inside the cavity were captured by the microphone and 
registered by the data acquisition system. The volume acceleration source channel was settled 
as the reference channel. A white noise was used as excitation signal and the FRF were 
acquired at 7 points along the longitudinal axis (Fig. 24), being the point 0 the FRF driving 
point. The FRF were obtained by considering the volume acceleration as the excitation and the 
sound pressures as the responses. In order to make compatible theoretical x experimental 
comparisons, the volume velocity was assessed (instead of volume acceleration). 

4.5. HR design 

The objective is to tune the HR resonance as the same frequency that must be attenuated. 
Due to construction facility; it was chosen a cylindrical shape to develop the HR. Not only 
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the resonance frequency must be observed during the design process, but also several 
factors that influence directly the behavior of the HR: 

 Resonance frequency of interest = 730 Hz (second longitudinal mode to be attenuated); 
 Relation HR dimensions and wavelength λ (must be at least 10 times smaller than λ); 
 Area Ratio (AR) must be smaller than 0.16, in order to assure an end mass correction 
 Quality Factor (Q): monitored to be used in future designs (compare with other HR 

shapes); 
 Constructive factors. Define such dimensions that can be feasible constructively. 

The parameters used in the design were updated considering the room temperature (28 °C) 
observed during the experiment:: sound speed: c = 348.3 m/s; air density: ρ = 1.1839 kg/m3; air 
dynamic viscosity: μ = 1.983x10-5 kg/ms. 

Considering the geometric dimensions in Eq. (14), one obtains the tuned resonance 
frequency as 726 Hz, with a quality factor of Q = 372.8. The acoustic parameters were 
calculated M = 1019 kg/m4, C = 4.72x10-11 s2m4/kg, R = 12468 kg/sm4, using the Eq. (9), (10) and 
(11), respectively.  

Three HR were manufactured in nylon. The presented measurement methodology was 
repeated in order to acquire the same FRF, considering the new configuration, with the 
resonators. 

4.6. Results 

The identified natural frequencies are summarized in Table 6. The transversal modes 
frequencies were identified only numerically. Considering the first four longitudinal modes, 
the maximum error comparing the numerical and experimental estimation of natural 
frequencies was 6.6%. 

Figures 25a, 25c and 25e present the three first longitudinal numerical modes.  
 

Mode Experimental Numerical Error (%) 

Longitudinal 1st 164.50 170.28 3.51 

Longitudinal 2nd 730.85 721.90 1.23 

Transversal 1st - 1126.00 - 

Transversal 2nd - 1126.00 - 

Longitudinal 3rd 1272.64 1296.00 1.84 

Transversal 3rd - 1382.00 - 

Transversal 4th - 1382.00 - 

Longitudinal 4th 1689.52 1801.00 6.60 

Table 6. Experimental and Numerical Natural Frequencies (Hz) 
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Figure 25. a) to f) Numerical modes and comparison between experimental (blue line) and numerical 
(red line) longitudinal mode shapes 

Experimental versus numerical modes comparison, considering the normalized amplitude is 
also shown (Figs. 25b, 25d and 25f). In the numerical modes represented by the collor maps 
pictures (Figures 25a, 25c and 25e) the nodal regions are in green. The MAC (Eq. (7)) is also 
presented. 

Notice in Fig. 25 that MAC values are bigger than 91% for the three first modes. For the first 
and second modes MAC values reach about 99%. Figures 25d and 25f show that the nodes 
in these modes are almost at the same point. After the introduction of the HR, the 
attenuation of the second mode is clearly noted in Fig. 26a, when comparing measurement 
results of the original cavity. At least 9 dB of attenuation can be observed in the new 
configuration. The FRF with and without HR are almost the same, but the second mode 
region (about 730 Hz), where the HR is tuned. 

Figure 26 depicts the behavior of the chamber with HR. Numerical mode shapes of the 
configuration with HR were plotted and correlated to each part of the experimental FRF. 
The Fig. 26b was zoomed from the squared highlight in Fig.26a (point 1). This allows 
visualize the entire system behavior. 

In Fig. 26 it can be noticed that mode shapes (c) and (d) have similar behavior, but different 
natural frequencies: it can be realized that the pressures inside all resonators vary in phase. 
In this case, the pressure inside the chamber remains almost unchanged. In the mode shapes 
(e) and (f), the resonators act close its tuned frequency. In these modes, the whole chamber 
behaves as a nodal region and the pressure inside the resonators varies out of phase. 

As a result of the movement of the air mass inside the neck in the four modes represented in 
Figs. 26, the acoustic energy on the resonators behaves as expected, reducing the energy 
inside the chamber. 

Numerical 
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Experimental 
x  
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Figure 26. Numerical mode shapes near the resonances of the HR 

5. Conclusions 

This chapter presents three acoustic case studies applied on rocketry design. 

Firstly, microphone protection devices design procedures for in-flight measurements are 
described. The modeling techniques using analytical and FEM numerical tools are presented 
as well as the validation acoustic testing procedures are presented. Good agreement among 
numerical and experimental results was obtained. A procedure to asses the SPL outer the 
launcher’s structure by using the adapters’ acoustic transfer functions and internal SPL 
measurements was also described. 

Vibro-acoustic virtual prototypes were used to predict the acoustic response of a PLF cavity 
when excited by an ADF of 145 dB OSPL ranging from 5 to 8,000 Hz, generated at lift off. 

Coupled deterministic techniques, using FEM/FEM and FEM/BEM, were applied to the 
fairing problem in a low-frequency band, considering accurate and efficient modeling 
techniques. The modal and semi-modal superposition techniques were applied to perform a 
FRA. In the higher frequencies, SEA coupling technique was applied to obtain the fairing 
acoustic responses in 1/3 octave bands. 

The fairing was submitted to the lift off excitation in acoustic reverberant test and the 
internal acoustic pressure levels were measured. Experimental and numerical results show 
good agreement, except for the frequencies below 50 Hz and above 4,000 Hz. 
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numerical and experimental results was obtained. A procedure to asses the SPL outer the 
launcher’s structure by using the adapters’ acoustic transfer functions and internal SPL 
measurements was also described. 

Vibro-acoustic virtual prototypes were used to predict the acoustic response of a PLF cavity 
when excited by an ADF of 145 dB OSPL ranging from 5 to 8,000 Hz, generated at lift off. 

Coupled deterministic techniques, using FEM/FEM and FEM/BEM, were applied to the 
fairing problem in a low-frequency band, considering accurate and efficient modeling 
techniques. The modal and semi-modal superposition techniques were applied to perform a 
FRA. In the higher frequencies, SEA coupling technique was applied to obtain the fairing 
acoustic responses in 1/3 octave bands. 

The fairing was submitted to the lift off excitation in acoustic reverberant test and the 
internal acoustic pressure levels were measured. Experimental and numerical results show 
good agreement, except for the frequencies below 50 Hz and above 4,000 Hz. 
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The sensitivity analysis of acoustic blankets showed to be an effective tool for the 
development of the fairing NCT design. The effectiveness of a NCT considering its weight 
and performance can easily be evaluated using SEA, still in the development phase, when 
detailed subsystems are not required. 

By analyzing many NCT configurations one can provide a library of performances and 
weights, important parameters that describe the ELV performance book. As in space 
industry the cost of a mission is a major issue, a trade-off between NCT weight and 
efficiency must be accounted. Acoustic testing in reverberant chamber may be conducted to 
validate the presented results and other porous-elastic materials may be investigated to 
complement the fairing NCT design library. 

Finally, for the third case study, the use of a volumetric source in Experimental Acoustic 
Modal Analysis has important role in the process, once allows the accurate measurement of 
acoustic FRF.  

The numerical model results were used as the basis for the HR design, in a first moment. In 
addition, numerical and experimental models were used to identify and localize, with a 
level of security, the node and maximum amplitude regions of each mode. The HR design 
seemed to be adequate, once it was verified an attenuation of 9 dB or bigger, depending of 
the location inside the chamber. 
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1. Introduction 

Microfluidics refers to a set of technologies that control the flow of minute amounts of 
liquids, typically from a few picolitres (pls) to a few microlitres (μls) in a miniaturized 
system [1,2]. Lab-on-a-chip (LOC) systems typically consist of a set of microfluidics and 
sensors with dimensions from a few square millimetres (mm2) to a few square centimetres 
(cm2). Microfluidics handles liquids through droplet generation, transportation and mixing 
of liquid samples, chemical reactions etc. Sensors may include biochemical sensors, gas 
sensors and physical sensors such as humidity and temperature sensors, flow meter and 
viscometers etc. Therefore, LOCs are microsystems with a much broader meaning, and 
generally perform single or multiple laboratory processes and functions on a chip-scale.  

Microfluidic and LOC systems have distinctive advantages: 

 Low volume fluidic consumption (low reagents costs and less required sample volumes 
for analysis and diagnostics, less waste); 

 Fast analysis and short response times due to short diffusion distances, high surface to 
volume ratios, small thermal capacity and fast heating rate; 

 Better process control because of a faster response of the systems (e.g. thermal control 
for exothermic chemical reactions); 

 Compactness of the systems owing to integration of many functionalities and the small 
dimensions of each component; 

 Massive parallelization due to compactness, which allows high-throughput analysis; 
 Low fabrication costs, allowing cost-effective disposable chips fabricated in mass 

production; 
 Safe platform for chemical, radioactive or biological studies because of integration of 

functionality within the small systems and often on-board power generator. 
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Owing to their outstanding properties and great potential applications, microfluidics and 
LOCs have received tremendous interests from engineering, healthcare, medical research, 
drug-development sectors. They are regarded as the technologies of the future for great 
value-added manufacturing. So far, most of the LOCs and microfluidics are single function 
systems, the trend and demands are to develop LOCs and microfluidics with multi-
functions.  

Microfluidics and LOC systems based on acoustic waves generated through the 
piezoelectric effect have recently received a great attention, as acoustic waves can be utilized 
not only for actuation/microfluidics, but also for sensing/detection, allowing integration of 
various acoustic devices for LOCs to perform multi-functions. In this chapter, we will thus 
focus on the acoustic wave-based LOC systems. 

1.1. Acoustic wave based microfluidics 

Many microfluidic technologies have been explored and developed [1,3], including two major 
classes of devices: active devices such as micropumps, micromixers and droplet generators, 
and passive components such as microchannels, valves and microchambers. The mechanisms 
of micropumps vary widely. Based on the mechanisms, designs and applications, micropumps 
can be categorized into two main groups: mechanical and kinetic pumps. Mechanical 
micropumps typically represent miniaturized version of macro-sized pumps that typically 
consist of a microchamber, check valves, microchannels and an active diaphragm to induce 
displacements for liquid transportation. Thermal bimorph, piezoelectric, electrostatic, 
magnetic forces and shape memory mechanisms have been utilized to actuate the diaphragm 
in an oscillation mode [2,3]. These mechanical micropumps are complicated, expensive, 
typically made by multi-wafer processes, and are therefore difficult to be integrated with other 
microsystems such as integrated circuits (IC) for control and signal processing due to 
incompatible processes and structures [1,2,4]. They generally have a large dead volume, 
leading to an excessive waste of biosamples and reagents which are normally expensive and 
precious in biological analysis, especially for forensic investigations. These micropumps 
typically have moving parts (diaphragm and check-valves) which lead to low production 
yields in fabrication, high failure rates and poor reliability in operation.  

The new trend is to develop non-mechanical or moving-part-free micropumps by utilizing 
electrokinetic forces and surface tension (or surface energy-related forces) such as the 
electroosmotic (EO) effect [5], electrophoresis (EP) [6], dielectrophoresis (DEP) [7,8], 
asymmetric electric field, electrowetting-on-dielectrics (EWOD) [9,10], electrostatic pumps 
[11,12] etc. Electrokinetic force based micropumps typically require electric/magnetic fields 
to mobilize ionic, or polarisable particles and species in a liquid which can drag the liquid 
through friction forces to form a continuous flow. The surface tension-based micropumps 
are typically droplet-based systems, which manipulate discrete droplets through 
modification of surface tension/energy by external stimuli [13]. Electric field, thermal and 
concentration gradients generated by localized heating or optical beams, photosensitization 
and capillary forces are used for these micropumps. Their key characteristic is that they can 
transport discrete droplets, acting as the so-called digital micropumps, on channel-less (or 
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wall-less) planar surfaces without check valves [13]. The fabrication process is simple and 
requires no special substrate. Therefore, these pumps can be easily integrated with 
electronics for control and signal processing etc.  

Acoustic waves utilized in microfluidics and lab-on-a-chip systems include ultrasound, bulk 
acoustic waves and surface acoustic waves (SAW). Ultrasound generated by external large 
piezoelectric (PE) transducers has been widely utilized for microfluidics which is very 
effective in mixing microfluidics, and has recently been utilized for transportation of liquid 
[14] and particle sorting etc through novel design of the systems [15,16]. Due to the different 
mechanism, ultrasonic wave based microfluidics and LOCs will not be discussed here. 

SAW-based microfluidics and LOCs are one of the latest technologies. SAW can be used as 
an actuation force for pumping and mixing liquids, and for generating droplets and mist 
[17, 42,18,19]. SAW micropumps can not only manipulate discrete liquid droplets from pls to 
a few tens of μls, but can also pump a continuous fluid. SAW devices are also excellent 
sensors for monitoring physical parameters and detecting biochemical entities with high 
sensitivity. Furthermore the development of thin film SAW technology has opened the way 
for integration of SAW-based microfluidics and sensors with Si-based electronics on the 
same chip for LOCs with better functions and applications [20]. This chapter will mainly 
focus on acoustic wave technologies for microfluidics and lab-on-a-chip applications.  

1.2. Acoustic wave resonant sensors 

Sensors are a type of transducer that convert some physical stimulation such as temperature, 
pressure etc into electronic, optical, magnetic, or acoustic signals for quantitative 
measurement, while biosensors are devices that convert biological information into 
measurable electronic signals. Various technologies such as optical sensors, electrochemical 
sensors, field effect transistor based sensors, microcantilevers and acoustic resonators have 
been developed for sensing, particularly for biochemical sensing.  

Compared with other biosensing technologies, acoustic wave based technologies have 
several advantages including simple operation, high sensitivity, small size, fast response 
and low cost, [21]. Another distinctive advantage of acoustic wave sensors over others is 
that they can be simply integrated with acoustic wave based microfluidics to form a LOC 
system driven by a single mechanism, which makes the system fabrication and operation 
much simpler.  

There are four types of acoustic wave resonators: the quartz crystal microbalance (QCM), 
surface acoustic wave device (SAW), film bulk acoustic resonator (FBAR or BAW) and 
flexural plate wave (FPW) resonator. Acoustic wave sensors are able to detect not only 
mass/density changes, but also viscosity, elastic modulus, conductivity and dielectric 
properties. They have many applications in monitoring of pressure, moisture, temperature, 
force, acceleration, shock, viscosity, flow, pH levels, ionic contaminants, odour, radiation 
and electric fields [22,23]. By using specific gas absorbents and biological markers, the 
acoustic resonators can be made into gas sensors and biosensors. As the latter is the main 
focus of this chapter, we will only discuss acoustic wave biosensors here. 
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yields in fabrication, high failure rates and poor reliability in operation.  
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are typically droplet-based systems, which manipulate discrete droplets through 
modification of surface tension/energy by external stimuli [13]. Electric field, thermal and 
concentration gradients generated by localized heating or optical beams, photosensitization 
and capillary forces are used for these micropumps. Their key characteristic is that they can 
transport discrete droplets, acting as the so-called digital micropumps, on channel-less (or 
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wall-less) planar surfaces without check valves [13]. The fabrication process is simple and 
requires no special substrate. Therefore, these pumps can be easily integrated with 
electronics for control and signal processing etc.  

Acoustic waves utilized in microfluidics and lab-on-a-chip systems include ultrasound, bulk 
acoustic waves and surface acoustic waves (SAW). Ultrasound generated by external large 
piezoelectric (PE) transducers has been widely utilized for microfluidics which is very 
effective in mixing microfluidics, and has recently been utilized for transportation of liquid 
[14] and particle sorting etc through novel design of the systems [15,16]. Due to the different 
mechanism, ultrasonic wave based microfluidics and LOCs will not be discussed here. 

SAW-based microfluidics and LOCs are one of the latest technologies. SAW can be used as 
an actuation force for pumping and mixing liquids, and for generating droplets and mist 
[17, 42,18,19]. SAW micropumps can not only manipulate discrete liquid droplets from pls to 
a few tens of μls, but can also pump a continuous fluid. SAW devices are also excellent 
sensors for monitoring physical parameters and detecting biochemical entities with high 
sensitivity. Furthermore the development of thin film SAW technology has opened the way 
for integration of SAW-based microfluidics and sensors with Si-based electronics on the 
same chip for LOCs with better functions and applications [20]. This chapter will mainly 
focus on acoustic wave technologies for microfluidics and lab-on-a-chip applications.  

1.2. Acoustic wave resonant sensors 

Sensors are a type of transducer that convert some physical stimulation such as temperature, 
pressure etc into electronic, optical, magnetic, or acoustic signals for quantitative 
measurement, while biosensors are devices that convert biological information into 
measurable electronic signals. Various technologies such as optical sensors, electrochemical 
sensors, field effect transistor based sensors, microcantilevers and acoustic resonators have 
been developed for sensing, particularly for biochemical sensing.  

Compared with other biosensing technologies, acoustic wave based technologies have 
several advantages including simple operation, high sensitivity, small size, fast response 
and low cost, [21]. Another distinctive advantage of acoustic wave sensors over others is 
that they can be simply integrated with acoustic wave based microfluidics to form a LOC 
system driven by a single mechanism, which makes the system fabrication and operation 
much simpler.  

There are four types of acoustic wave resonators: the quartz crystal microbalance (QCM), 
surface acoustic wave device (SAW), film bulk acoustic resonator (FBAR or BAW) and 
flexural plate wave (FPW) resonator. Acoustic wave sensors are able to detect not only 
mass/density changes, but also viscosity, elastic modulus, conductivity and dielectric 
properties. They have many applications in monitoring of pressure, moisture, temperature, 
force, acceleration, shock, viscosity, flow, pH levels, ionic contaminants, odour, radiation 
and electric fields [22,23]. By using specific gas absorbents and biological markers, the 
acoustic resonators can be made into gas sensors and biosensors. As the latter is the main 
focus of this chapter, we will only discuss acoustic wave biosensors here. 
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QCMs with a structure shown in Fig. 1 have a long history, and probably are the only one 
currently being commercialized and practically used. By cutting a quartz crystal with proper 
orientations, it is possible to make QCM sensors operate in a longitudinal mode as well as in 
a transverse (also called thickness shear) mode. The standing waves in the thickness shear-
mode devices are parallel to the surface of the QCM plate, and the wave energy is largely 
preserved in the presence of liquids, therefore the shear mode QCM is suitable for sensing in 
liquid environments, a pre-request and necessary condition for most biosensing and 
physiological monitoring. QCM sensors have the advantages of simplicity in design and 
operation and a mature technology.  

 
Figure 1. Typical QCM resonator. 

The sensitivity of acoustic wave resonators is determined by the square of the resonant 
frequency, fr, and base mass. The frequency shift f of an acoustic wave resonator induced 
by a mass loading, m, is described by [24] 
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where A, ,  and fr are the area, density, shear modulus and intrinsic resonant frequency 
(sometimes defined as the operating frequency, f0), respectively. QCM sensors have a 
fundamental limitation of low sensitivity due to the thickness of wafer and the large active 
area, hence low f0 and large base mass.  

SAW sensors consist of a pair of interdigitated transducers (IDTs) (Fig. 2). When a series of 
radio frequency (R.F.) signals are applied to one of the IDTs, surface acoustic waves are 
generated through the piezoelectric effect, and travel along the surface of the substrates, 
received by the IDT on opposite. The strength of the waves decays exponentially with depth 
into the substrate. Depending on the nature of the travelling acoustic waves, SAW can be 
longitudinal or transverse mode. The operating frequencies of SAW devices are typically in the 
range of 100-300 MHz, and the active base mass is much smaller than that of QCMs owing to 
the one wavelength depth of active area. Therefore, the sensitivity of SAW sensors could be 
much higher than that of the QCMs. The acoustic waves of shear mode SAW devices travel 
parallel to the surface with no longitudinal component with no acoustic energy dissipated into 
the liquid in contact. Therefore, the shear mode SAW devices are suitable for sensing in 
liquids. Furthermore rapid advances in thin film deposition technologies allow fabrication of 
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high quality thin film SAW devices, resulting in the possibility for integration of SAW sensors 
with electronics on the same chip. Advantages of the SAW sensors are: simplicity in device 
structure and process, high sensitivity, small size compared to QCM, availability of thin film 
SAW, and the possibility for integration of SAW sensors with Si-electronics. However similar 
to QCM, the SAW devices are difficult to scale down, and other concerns include weak signal, 
relatively low quality factor and relatively low sensitivity.  

 
Figure 2. Typical structure of a SAW resonator. 

FBARs are newly emerging acoustic nanodevices [25,26,27], with a structure similar to that 
of QCM as shown in Fig. 3, but thousand times smaller with a typical size from 100 m × 100 
m to 30 m × 30 m and a thickness of a few micrometers. The operating frequency of 
FBARs is in the range from sub-gigahertz to a few GHz. The base mass of a FBAR is much 
smaller than those of the QCM and SAW devices owing to the much reduced area and 
thickness, and the sensitivity of FBAR sensors can be dramatically increased compared with 
other acoustic sensors as shown in Fig. 4 [28]. FBARs have the highest sensitivity, and the 
SAW devices are in the middle with the QCM ones the lowest.  

FBARs have three basic structures: the Bragg acoustic mirror type (Fig. 3a), the back-trench 
type (Fig. 3b), and the air-bag type (Fig. 3c&3d). The Bragg reflector based FBARs are 
normally made on PE-films deposited on a solid substrate. The acoustic mirror is composed 
of many quarter-wavelength layers with alternating high and low acoustic impedances. Due 
to the high acoustic impedance ratio of the acoustic mirror, the acoustic energy is reflected 
and confined within the top piezoelectric layer, thus maintaining an excellent resonant 
bandwidth even on a solid substrate. This structure has a better mechanical robustness and 
a simpler fabrication process. Also cheap substrates such as glass or plastics may be used for 
the FBAR fabrication to reduce the cost [29]. The shortages of the Bragg reflector FBARs are 
long film deposition process and the difficulty in precise control of the layers thickness 
which may lead to poor quality factor. The back trench mode FBARs are typically made on a 
thin membrane with a thickness about 1-2 m to reduce the base mass and increase the 
robustness. The back trenches are made either by anisotropic wet etching or by deep 
reactive ion etch (DRIE). The air bag types of FBARs are another type of back-trench type of 
FBARs, but with the large back-trench replaced by a small gaps formed through etching 
processes to remove the supporting material underneath. It has either a “standing-out” 
structure formed by a thin sacrificial layer or a “digging-in” structure. 
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high quality thin film SAW devices, resulting in the possibility for integration of SAW sensors 
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to QCM, the SAW devices are difficult to scale down, and other concerns include weak signal, 
relatively low quality factor and relatively low sensitivity.  

 
Figure 2. Typical structure of a SAW resonator. 

FBARs are newly emerging acoustic nanodevices [25,26,27], with a structure similar to that 
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smaller than those of the QCM and SAW devices owing to the much reduced area and 
thickness, and the sensitivity of FBAR sensors can be dramatically increased compared with 
other acoustic sensors as shown in Fig. 4 [28]. FBARs have the highest sensitivity, and the 
SAW devices are in the middle with the QCM ones the lowest.  

FBARs have three basic structures: the Bragg acoustic mirror type (Fig. 3a), the back-trench 
type (Fig. 3b), and the air-bag type (Fig. 3c&3d). The Bragg reflector based FBARs are 
normally made on PE-films deposited on a solid substrate. The acoustic mirror is composed 
of many quarter-wavelength layers with alternating high and low acoustic impedances. Due 
to the high acoustic impedance ratio of the acoustic mirror, the acoustic energy is reflected 
and confined within the top piezoelectric layer, thus maintaining an excellent resonant 
bandwidth even on a solid substrate. This structure has a better mechanical robustness and 
a simpler fabrication process. Also cheap substrates such as glass or plastics may be used for 
the FBAR fabrication to reduce the cost [29]. The shortages of the Bragg reflector FBARs are 
long film deposition process and the difficulty in precise control of the layers thickness 
which may lead to poor quality factor. The back trench mode FBARs are typically made on a 
thin membrane with a thickness about 1-2 m to reduce the base mass and increase the 
robustness. The back trenches are made either by anisotropic wet etching or by deep 
reactive ion etch (DRIE). The air bag types of FBARs are another type of back-trench type of 
FBARs, but with the large back-trench replaced by a small gaps formed through etching 
processes to remove the supporting material underneath. It has either a “standing-out” 
structure formed by a thin sacrificial layer or a “digging-in” structure. 
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Figure 3. Various structures of FBARs. a) Back trench mode, b). Bragg reflector mode, c). Standing-out 
air bag mode and d). Digging-in air bag mode. 

 
Figure 4. Comparison of sensitivity of QCM, SAW and FBAR biosensors. FBAR resonators have the 
highest sensitivity owing to its much reduced base mass and high operating frequency [28]. Reprinted 
with permission from Elsevier, Sensors and Actutars, B 114, 2006, 681. 

FBARs also have extremely small size which allows the use of an array of FBARs for 
multiple-sensing in parallel. Also because they are based on thin film technology, the FBARs 
can be simply integrated with other acoustic microfluidics, microsystems and Si-electronics 
for LOC applications. Thickness shear mode FBARs have been tried by using off c-axis 
crystal materials with some success [30,31]. It is still not a simple task to obtain c-axis 
inclined film materials for low cost FBARs.  

In a manner similar to a SAW device, flexural plate wave resonators (also called Lamb wave, 
and often regarded as the ultrasonic wave [32,33]) (Fig. 5) on a membrane have been 
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developed for biochemical sensing in liquid [34]. The Lamb wave velocity in the FPW 
resonator is much smaller than that of the acoustic waves, and the dissipation of wave energy 
into the liquid is minimized, therefore it can be used for liquid sensing directly. The sensing 
mechanism is based on the detection of a relative change in wave magnitude induced by the 
perturbation on the membrane, rather than the resonant frequency shift as they would be very 
small. The sensitivity of the FPW devices increases as the membrane thickness becomes 
thinner [35,36]. The main drawback of the FPW biosensors is that there is a practical limit on 
the minimum film thickness due to the fragility. Compared with the other three types of 
acoustic wave sensors, FPW devices as sensors still need much further development.  

 
Figure 5. Typical structure of a flexural plate wave resonator. 

 

1.3. Piezoelectric thin film technologies 

QCM and SAW devices are typically fabricated using bulk materials which are expensive 
and cannot be integrated with electronics, microfluidics and sensors on the same substrate for 
applications. Various thin film-based QCMs [37,38], SAW devices [39,40,41] and FBARs 
[25,26,27] have been developed. PZT, ZnO and AlN piezoelectric thin films have good 
piezoelectric properties and high electro-mechanical coupling coefficient, k2, thus they have 
been studied intensively for this purpose. They can be grown in thin film form on a variety of 
substrates such as Si, making these materials very promising for integration with electronic 
circuitry, particularly for devices aimed at low-cost and mass production for one-time use. 
PZT has the highest piezoelectric constant and k2, but PZT films have very high acoustic 
attenuation, lower sound wave velocities, poor biocompatibility and worst of all, the 
requirement for extremely high temperature sintering and high electric field poling, making 
them unsuitable for integration with electronics. AlN and ZnO are the most common thin 
films used for SAW, FBARs and FPW devices. AlN is chemically inert and stable, with high 
acoustic velocity, but AlN thin films are relatively difficult to deposit, requiring stringent 
optimization for the process to obtain high quality thin films with smooth surfaces and right 
crystal orientations. On the other hand, ZnO PE films with a high PE quality are much easier 
to obtain using various deposition technologies such as sputtering, laser-ablation, chemical 
vapour deposition (CVD) and molecular beam epitaxy (MBE) etc, therefore, it is the most 
widely used PE material for thin film acoustic wave devices. The acoustic velocity of ZnO thin 
films is about 2700 m/s, smaller than that of AlN (11050 and 6090 m/s for longitudinal and 
transverse modes, respectively); hence ZnO SAW has a lower operating frequency than that of 



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 520 

 
Figure 3. Various structures of FBARs. a) Back trench mode, b). Bragg reflector mode, c). Standing-out 
air bag mode and d). Digging-in air bag mode. 

 
Figure 4. Comparison of sensitivity of QCM, SAW and FBAR biosensors. FBAR resonators have the 
highest sensitivity owing to its much reduced base mass and high operating frequency [28]. Reprinted 
with permission from Elsevier, Sensors and Actutars, B 114, 2006, 681. 

FBARs also have extremely small size which allows the use of an array of FBARs for 
multiple-sensing in parallel. Also because they are based on thin film technology, the FBARs 
can be simply integrated with other acoustic microfluidics, microsystems and Si-electronics 
for LOC applications. Thickness shear mode FBARs have been tried by using off c-axis 
crystal materials with some success [30,31]. It is still not a simple task to obtain c-axis 
inclined film materials for low cost FBARs.  

In a manner similar to a SAW device, flexural plate wave resonators (also called Lamb wave, 
and often regarded as the ultrasonic wave [32,33]) (Fig. 5) on a membrane have been 

 
Acoustic Wave Based Microfluidics and Lab-on-a-Chip 521 

developed for biochemical sensing in liquid [34]. The Lamb wave velocity in the FPW 
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thinner [35,36]. The main drawback of the FPW biosensors is that there is a practical limit on 
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the AlN SAW devices. For wider applications, high operating frequency ZnO SAW devices 
have been developed by using non-PE supporting layers with high acoustic velocity such as 
sapphire and diamond [39, 40, 41]. Acoustic waves generated by ZnO SAW travel inside the 
supporting layer with high velocity, resulting in higher frequencies. Besides PZT, AlN, and 
ZnO, many other PE thin films have been developed, mostly for SAW device applications. 
Gallium arsenide, gallium nitrides, polyvinylidene fluoride (PVDF) and its copolymers are a 
few that have been investigated for piezoelectric applications.  

2. Modelling of surface acoustic wave microfluidics 

Microscale mixing and pumping are essential processes for microfluidic and LOC applications 
for biochemical analysis, disease diagnosis, DNA sequencing and drug development etc 
[42,43]. Various technologies have been developed. SAW based microfluidics is one of the 
most advanced technologies, which utilize SAW induced forces for pumping, mixing, droplet 
generating and ejecting etc. In this section, the interaction between the SAW and liquid is 
theoretically analysed, to show that the complicated acoustic streaming and particle sorting etc 
are physical phenomena which can be well addressed by theoretical model.  

2.1. Navier-Stoke equation for fluid motion 

It is well known that radiation of a high-intensity beam of acoustic waves into a liquid can 
result in acoustic streaming. Absorption of the acoustic energy results in significant 
attenuation of acoustic energy and moment in the fluid within a short range, meanwhile 
consumption of the energy leads to fluid motion. This phenomenon was observed by Lord 
Rayleigh in 1884 [44] and was then further studied in detail by Westervelt in 1951 [45] and 
Nyborg [46] in the 1960s'.  

Under an external body force, Fj, induced by acoustic waves, the fundamental 
hydrodynamics of a steady viscous fluid is governed by Navier-stoke equation [47], 

 21( . )i j j jV V F p V


       (2) 

where V is the acoustic streaming velocity (or the particle velocity), p the pressure, ρ and  
are the fluid density and shear viscosity coefficient, respectively. It is generally assumed that 
the fluid flow exhibits viscous and incompressible laminar flow. Here the subscripts i and j = 
1, 2, 3 represent the x, y and z coordinates respectively for a 3-dimentional (3D) 
phenomenon. The nonlinear body force is correlated to the Reynolds’ stress, , induced by 
the acoustic wave in the fluid with spatial variation in all three coordinates [46], 

 ij i jv v   (3) 

where vi and vj are the velocity fluctuations in x, y and z directions. The stress is a mean 
velocity fluctuation and density product represented by the upper bar. The relation for the 
force and the Reynold's stress is expressed as,   
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According to the continuity equation, the following equation applies, 
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For a steady flow, the first term is zero and we obtain, 

.   0V   

This leads to zero for the right side of eq.(2), 

 21 0j jF p V


      (6) 

The governing equation of the acoustic streaming force has been derived by Nyborg [46] for 
an incompressible fluid, and is given by the following equation; 

 . .j aj aj aj ajF V V V V        (7) 

where Va represents the acoustic wave velocity (different from the streaming velocity V), 
and the brackets < > indicate the time averaged value [46,48]. Therefore, the nonlinear 
acoustic streaming force Fj can be calculated, once the wave velocity is known.  

 
Figure 6. Schematic drawing of acoustic streaming in liquid fluid induced by SAW. The direction of 
SAW induced streaming is determined by the Rayleigh angle.  

Acoustic waves travel in a solid medium with a relatively small attenuation. The attenuation 
becomes large once the waves enter the fluid medium and decays exponentially. Therefore 
the acoustic wave generated force is a short range force. Figure 6 schematically shows SAW 
induced acoustic streaming in a droplet.  

The SAW travelling along the surface of the PE substrate has a small surface displacements 
typically less than one nanometre. The SAW changes its mode into a leaky SAW once it 
interacts with any liquid medium in its path. This leaky longitudinal SAW continuously 
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the AlN SAW devices. For wider applications, high operating frequency ZnO SAW devices 
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travels within the liquid medium with the streaming angle determined by the Rayleigh 
angle ӨR [49,50,51], as depicted in Fig. 6 according to the following equation; 

 1sin L
R

S

V
V

   (8) 

where VS is the Rayleigh SAW velocity on the piezoelectric substrate, and VL is the acoustic 
velocity in the liquid. The leaky SAW has been well studied, and the displacement, (ux, uy), 
of the acoustic wave in the liquid is sinusoid in form with an exponential decay with 
distance. For a 2D case, the displacement can be expressed by [52],  
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where A is equivalent to the SAW amplitude at the point of entry into the liquid,  = 2f, the 
angular frequency imposed by the SAW, l(x) is the path length along the wave path, and k is 
the wave vector of the acoustic wave. Streaming is a 3D phenomenon, especially for 
streaming inside a droplet; therefore displacements in all directions have to be considered. 
The displacements in the x and y directions are expressed by [47,53]; 
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Here, α represents the attenuation constant; 
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where VS and VL are the leaky (Rayleigh) SAW velocity and the sound velocity in liquid 
respectively. Kr=2π/ λ is a real number, where λ is the wave length and the leaky SAW wave 
number (kL=kr+jki) is complex with the imaginary part, jki, representing the SAW energy 
dissipation within the liquid. The leaky SAW wave number can be obtained by extending the 
method of Campbell and Jones [54, 47] into the solid-liquid structure assuming both stress and 
displacement to be continuous at y=0, and VL=1500 m/s for water (Most of the biofluid is water-
based, VL changes if other liquid is used.). If the wave displacements (ux, uy) are replaced by the 

wave velocities using j
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 and substituting into eq.(7), the two components of streaming 

force can be obtained for an incompressible fluid as follows [47,53]; 
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The SAW force F acts on the main fluid volume as a body force, but the exponential decay of 
the leaky SAW limits the influence of this force within the whole fluid within the decay 
distance. This leads to a complete diminishing of the acoustic force within a few hundreds of 
micrometers from the interaction point between the SAW and the liquid.  

The numerical simulation of acoustic streaming is a complicated process and should be 
treated case by case due to the different designs of the systems. One must solve the full set 
of nonlinear hydrodynamic equations consisting of the Navier-Stokes equations, the 
continuity equation and an equation of state for an incompressible fluid driven by the time-
dependent boundary condition. The majority of researchers have implemented the 
modelling by using existing software such as COMSOL or ANSYS. The numerical 
simulation requires a few software modules to implement the multiphysics modelling for 
the solid components as well as the viscous liquid body, and requires the consideration of 
coupling between the modules. For the viscous liquid, a Finite Volume Method (FVM), 
OpenFOAM-1.6 CFD code (OpenCFD LTD) and Surface Evolver are often used [55, 53,].  

2.2 Modelling of acoustic streaming induced by SAW 

The interaction of SAW with liquid depends on the position of the SAW relative to the 
liquid. Figures 7a&7b show two cases of the interaction of a SAW with a droplet: (1) the 
droplet is in the path of surface acoustic wave with droplet size smaller than the aperture of 
the IDT of the SAW device; and (2) the droplet is partially on the SAW path.  

The interaction of the SAW with the liquid is a dynamic process involving a transition of the 
flow. Figure 8 shows a comparison of the transitional and steady streaming velocities 
induced by a leaky SAW obtained numerically and experimentally with RF power as a 
function [53]. As can be seen, the streaming velocity increases with time rapidly, and 
becomes stable after the transitional period. The transition time is in the range up to a few 
hundreds of milliseconds, depending on the RF power applied. 

The streaming pattern depends on the entry angle of the SAW into the liquid. Figure 9 
demonstrates the different streaming patterns generated by a SAW entering from the centre 

 
Figure 7. (a) Illustration of a droplet positioning symmetrically on surface of a SAW device; (b) 
asymmetric positioning of water droplet on the SAW device. 
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travels within the liquid medium with the streaming angle determined by the Rayleigh 
angle ӨR [49,50,51], as depicted in Fig. 6 according to the following equation; 
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The displacements in the x and y directions are expressed by [47,53]; 
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method of Campbell and Jones [54, 47] into the solid-liquid structure assuming both stress and 
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The SAW force F acts on the main fluid volume as a body force, but the exponential decay of 
the leaky SAW limits the influence of this force within the whole fluid within the decay 
distance. This leads to a complete diminishing of the acoustic force within a few hundreds of 
micrometers from the interaction point between the SAW and the liquid.  

The numerical simulation of acoustic streaming is a complicated process and should be 
treated case by case due to the different designs of the systems. One must solve the full set 
of nonlinear hydrodynamic equations consisting of the Navier-Stokes equations, the 
continuity equation and an equation of state for an incompressible fluid driven by the time-
dependent boundary condition. The majority of researchers have implemented the 
modelling by using existing software such as COMSOL or ANSYS. The numerical 
simulation requires a few software modules to implement the multiphysics modelling for 
the solid components as well as the viscous liquid body, and requires the consideration of 
coupling between the modules. For the viscous liquid, a Finite Volume Method (FVM), 
OpenFOAM-1.6 CFD code (OpenCFD LTD) and Surface Evolver are often used [55, 53,].  

2.2 Modelling of acoustic streaming induced by SAW 

The interaction of SAW with liquid depends on the position of the SAW relative to the 
liquid. Figures 7a&7b show two cases of the interaction of a SAW with a droplet: (1) the 
droplet is in the path of surface acoustic wave with droplet size smaller than the aperture of 
the IDT of the SAW device; and (2) the droplet is partially on the SAW path.  

The interaction of the SAW with the liquid is a dynamic process involving a transition of the 
flow. Figure 8 shows a comparison of the transitional and steady streaming velocities 
induced by a leaky SAW obtained numerically and experimentally with RF power as a 
function [53]. As can be seen, the streaming velocity increases with time rapidly, and 
becomes stable after the transitional period. The transition time is in the range up to a few 
hundreds of milliseconds, depending on the RF power applied. 

The streaming pattern depends on the entry angle of the SAW into the liquid. Figure 9 
demonstrates the different streaming patterns generated by a SAW entering from the centre 

 
Figure 7. (a) Illustration of a droplet positioning symmetrically on surface of a SAW device; (b) 
asymmetric positioning of water droplet on the SAW device. 
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Figure 8. Streaming velocity at top centre of a 30μl droplet. SAW device has f=62MHz, an aperture of 
2mm; Solid lines represent numerical results at different wave amplitudes; the symbols are 
experimentally measured data at different RF powers [53]. Reprinted with permission from Institute of 
Physics, J. Microeng. Micromech. 21, 2011, 015005. 

and edge of the droplet [52]. A SAW entering in the centre of the droplet results in a 
symmetric shaped streaming pattern, with the highest velocity at the edge of the droplet 
where the SAW enters. When the SAW meets the droplet off-the central wave path, the 
streaming patterns is asymmetric and the degree of symmetry depends on the entry position 
of the SAW. A SAW entering into the droplet with a large off-centre line generates a large 
asymmetric flow pattern. As can be seen from Fig. 9, the numerical simulation can 
successfully reproduce the experimental results. 

Modelling predicts that the streaming velocity is proportional to the RF power applied to 
the IDT electrode, in agreement with the experimental results, regardless as to whether 2D 
or 3D simulation was used. Figure 10 shows one of the results obtained by Alghane et al 
[53], demonstrating that the steady streaming velocity is approximately linearly correlated 
to the RF power applied. 

For better understanding, 3D simulation is necessary to study the streaming phenomenon 
induced by leaky wave [44]. Figure 11 shows the simulated streamlines with a 3D circular 
flow pattern for a 30 μl droplet. The simulation results show that the highest value of a 
streaming velocity is located at the interaction area between the droplet and SAW as the 
highest momentum is delivered at this point. It attenuates rapidly as it enters the liquid 
droplet, in agreement with the experimental observation. 

It is clear that the liquid initially moves at the Rayleigh angle before reaching the top of the 
droplet. It moves backward due to the constraint of the droplet boundary, forming a back 
flow on the two sides and the bottom of the droplet. Figure 12 is a comparison of the 
streaming patterns obtained experimentally and numerically, showing a good matching of  
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Figure 9. Comparison of streaming patterns for experiments and modelling. The narrow is SAW 
entering position from: (a) centre, (b) intermediate, and (c) outer part. The upper images are 
experimental results, while the bottom ones are the corresponding simulation results [52]. Reprinted 
with permission from IEEE, Transact. On Ultrasonics, Ferrelectrics and Freq. Control, 55, 2008, 2298. 1. 

 
Figure 10. Flow normalized streaming velocity as a function of normalized RF power for a 30μl droplet 
size using a 128º YX-LiNbO3 SAW device (IDT with 60 fingers) [53]. Reprinted with permission from 
Institute of Physics, J. Microeng. Micromech. 21, 2011, 015005. 

 
Figure 11. Acoustic streaming in 3D reproduced by numerical simulation in tilted view (a) and direct 
view (b). The droplet has a volume of 30ul, and the SAW enters through droplet centre [53]. Reprinted 
with permission from Institute of Physics, J. Microeng. Micromech. 21, 2011, 015005. 
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the IDT electrode, in agreement with the experimental results, regardless as to whether 2D 
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[53], demonstrating that the steady streaming velocity is approximately linearly correlated 
to the RF power applied. 

For better understanding, 3D simulation is necessary to study the streaming phenomenon 
induced by leaky wave [44]. Figure 11 shows the simulated streamlines with a 3D circular 
flow pattern for a 30 μl droplet. The simulation results show that the highest value of a 
streaming velocity is located at the interaction area between the droplet and SAW as the 
highest momentum is delivered at this point. It attenuates rapidly as it enters the liquid 
droplet, in agreement with the experimental observation. 

It is clear that the liquid initially moves at the Rayleigh angle before reaching the top of the 
droplet. It moves backward due to the constraint of the droplet boundary, forming a back 
flow on the two sides and the bottom of the droplet. Figure 12 is a comparison of the 
streaming patterns obtained experimentally and numerically, showing a good matching of  
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Figure 11. Acoustic streaming in 3D reproduced by numerical simulation in tilted view (a) and direct 
view (b). The droplet has a volume of 30ul, and the SAW enters through droplet centre [53]. Reprinted 
with permission from Institute of Physics, J. Microeng. Micromech. 21, 2011, 015005. 
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Figure 12. Comparison of experimental (upper row) and numerical modeling (bottom row) results for a 
30μl droplet. SAW enters in a centre position of the droplet as shown by red arrow [53]. Reprinted with 
permission from Institute of Physics, J. Microeng. Micromech. 21, 2011, 015005. 

the patterns. These numerical simulation results have clearly demonstrated that the chaotic 
acoustic streaming can be well explained by the physical laws. 

3. Acoustic wave micropumps and micromixers 

Although SAW devices have been commercialized over 60 years, applications in 
microfluidics and LOCs are only recent event. They are found to be very effective and 
efficient in microfluidics and LOCs [56]. SAW-based micropumps are one of them, and can 
transport liquid in a droplet form as well as in a continuous mode through proper design of 
a fluidic system. Acoustic streaming is also the most effective method of mixing liquids in 
small dimensions as it is quick and efficient, typically taking less than a few seconds to reach 
>95% mixing [57, 58]. In this section, SAW pumping and mixing are discussed. 

3.1. IDT and SAW device structures  

For microfluidics, one IDT electrode is enough for most pumping and mixing applications. 
The acoustic streaming velocity depends on the power output of the SAW devices and the 
amplitude of the RF signal applied to the IDT electrode. To obtain efficient acoustic 
streaming, it is desirable to have IDT electrodes with high and efficient power output. The 
SAW IDT design is important for delivering efficient SAW power output. The conventional 
bidirectional IDT may not be the most efficient for pumping and mixing, as the waves 
propagate in two opposite directions with half of the acoustic energy wasted. The simplest 
way is to reflect back some of the waves (Fig. 13a) by using reflector IDT. More sophisticated 
IDT designs include [59,60]: (a) split IDTs (Fig. 13b); (b) a SPUDT (single phase 
unidirectional transducer, Fig. 13c) which has the internally tuned reflectors within the IDT 
to form a unidirectional SAW propagation from one side of the IDT. These unidirectional 
acoustic wave transmission are essential for SAW microfluidics and sensors as they not only 
improve the performance, but maintain the SAW devices at the best operating conditions.  
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Figure 13. Common designs of IDT electrodes used for SAW devices. IDT with reflector (a), slitting 
electrode (b), and single phase unidirectional transducer (c). 

Generally SAW IDT electrodes are so designed that the transmission spectra of the SAW 
devices have the highest quaility factor, Q, i.e. with a single well defined resonant peak with 
the highest amplitude. For microfluidic applications, the resonant frequency of a SAW 
device is changed slightly once liquid is loaded on the surface of the SAW device due to 
mass loading effect. It would be difficut to apply an RF signal with the exact frequency 
match to that of the SAW device, leading to the operation of SAW-microfluidics under 
mismatching conditions. This could be detrimental to the SAW devices as a much higher RF 
power is required to obtain the acoustic streaming effect, leading to overheating etc. 
Therefore a SAW device with a certain bandwidth of frequency would be better for SAW-
microfluidic applications.  

Thin film SAW devices have different transmission properties from those of SAW devices 
made on bulk substrates. Since the acoustic velocity of the thin film is different from that of 
the substrate, the acoustic waves generated by the top PE film layer may disperse into the 
substrate, i.e. some of waves propagate inside the substrate, resulting in two acoustic wave 
modes related to the PE layer and the substrate. A Sezawa mode acoustic wave is generated 
when the acoustic velocity in the substrate is higher than that in the PE-layer, and has been 
intensively studied as it can obtain SAW devices with high resonant frequencies using  

    
Figure 14. Reflection spectra of ZnO/Si SAWs with ZnO thickness as a parameter. The resonant 
frequencies of both Rayleigh and Sezawa waves decrease as the thickness increases, but the amplitudes 
of Sezawa waves are much larger than those of Rayleigh wave [61]. Reprinted with permission from 
AIP, Appl. Phys. Lett. 93, 2008, 094105. 
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the patterns. These numerical simulation results have clearly demonstrated that the chaotic 
acoustic streaming can be well explained by the physical laws. 

3. Acoustic wave micropumps and micromixers 

Although SAW devices have been commercialized over 60 years, applications in 
microfluidics and LOCs are only recent event. They are found to be very effective and 
efficient in microfluidics and LOCs [56]. SAW-based micropumps are one of them, and can 
transport liquid in a droplet form as well as in a continuous mode through proper design of 
a fluidic system. Acoustic streaming is also the most effective method of mixing liquids in 
small dimensions as it is quick and efficient, typically taking less than a few seconds to reach 
>95% mixing [57, 58]. In this section, SAW pumping and mixing are discussed. 

3.1. IDT and SAW device structures  

For microfluidics, one IDT electrode is enough for most pumping and mixing applications. 
The acoustic streaming velocity depends on the power output of the SAW devices and the 
amplitude of the RF signal applied to the IDT electrode. To obtain efficient acoustic 
streaming, it is desirable to have IDT electrodes with high and efficient power output. The 
SAW IDT design is important for delivering efficient SAW power output. The conventional 
bidirectional IDT may not be the most efficient for pumping and mixing, as the waves 
propagate in two opposite directions with half of the acoustic energy wasted. The simplest 
way is to reflect back some of the waves (Fig. 13a) by using reflector IDT. More sophisticated 
IDT designs include [59,60]: (a) split IDTs (Fig. 13b); (b) a SPUDT (single phase 
unidirectional transducer, Fig. 13c) which has the internally tuned reflectors within the IDT 
to form a unidirectional SAW propagation from one side of the IDT. These unidirectional 
acoustic wave transmission are essential for SAW microfluidics and sensors as they not only 
improve the performance, but maintain the SAW devices at the best operating conditions.  
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Figure 14. Reflection spectra of ZnO/Si SAWs with ZnO thickness as a parameter. The resonant 
frequencies of both Rayleigh and Sezawa waves decrease as the thickness increases, but the amplitudes 
of Sezawa waves are much larger than those of Rayleigh wave [61]. Reprinted with permission from 
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conventional photolithography technology. Examples include ZnO films on Si, sapphire and 
diamond films. ZnO has a slow acoustic velocity of ~2700m/s, but ZnO SAW devices on a 
diamond layer can achieve a velocity over 10,000 m/s, close to those of the diamond 
substrate [39,40,41]. The acoustic velocity of the Sezawa waves depends on the thickness of 
the PE-layer, and can be well explained by the model of a layered structure. Figure 14 shows 
the dependence of the acoustic velocity of Rayleigh and Sezawa waves in ZnO/Si structures 
[61]. Sezawa waves often have much higher signal amplitude and resonant frequencies, 
particularly suitable for microfluidics and sensing applications. 

3.2. SAW micropumps and micromixers 

When the liquid is in the SAW path, acoustic moment and energy can be coupled into the 
liquid to induce acoustic streaming and flow. This has been utilized for fabrication of 
acoustic microfluidic systems, and many devices have been developed [62,63,64]. Generally 
speaking, both experimental and modelling results showed that acoustic waves can induce 
significant acoustic streaming in the liquid and result in mixing, pumping, ejection and 
atomization [65,66]. It was found that if the force is large enough, it can generate a 
significant acoustic streaming within the droplet (Fig. 15b). If the SAW device is immersed 
in a liquid container and an RF signal is applied to the IDT electrode, a steady flow pattern 
with a butterfly or quadrupolar streaming patterns can be obtained as shown in Fig. 15c. 
Significant acoustic streaming can facilitate internal agitation, which can speed up biochemical 
reactions, minimize non-specific bio-binding, and accelerate hybridization reactions in protein 
and DNA analysis which are commonly used in proteomics and genomics.  

 
Figure 15. Patterns of acoustic streming in a droplet and in bulk liquid.  

The SAW microfluidics have distinct advantages over other microfluidics, such as a simple 
device structure, no moving-parts, electronic control, high speed, programmability, 
manufacturability, remote control, compactness and high frequency response [67, 68,69]. 
The streaming velocity is proportional to the RF power applied, and could reach tens of 
centimetres per second. This is several orders of magnitude larger than other microfluidics, 
which are typically in the range of hundreds of micrometres to several millimetres per 
second [1,2,13]. Figure 16 shows the streaming velocity as a function of the amplitude of RF 
signal for LiNbO3 SAW devices with the IDT structure as a parameter [70]. It shows that the 
SAW device with a shorter wavelength has more power to induce streaming with higher 
velocity, and more IDT fingers are beneficial for coupling more RF power into the liquid. Du 
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et al. also demonstrated that the third harmonic resonant waves can also be used for 
acoustic streaming though the streaming velocity is reduced to a third of the fundamental 
mode wave induced streaming [70] as higher harmonic modes have much lower RF output.  

    
Figure 16. Acoustic streaming velocity as a function of RF signal voltage with finger pair and wave 
mode as parameters. [70]. Reprinted with permission from Institute of Physics, J. Microeng. Micromech. 
19, 2009, 035016. 

The streaming velocity depends on the RF power (or the signal voltage) applied to the IDT 
electrode. If the power is small enough and the droplet size is larger than the apperture of 
the IDT electrode, then the streaming velocity is proportional to the power as shown in Fig. 
16, in agreement with the theoretical prediction as shown in Fig. 10. Once the power is over 
a certain range, velocity saturation is observed [71], and is believed that acoustic heating is 
responsible for the deviation from the linearity. Also the streaming velocity depends on the 
relative dimensions of the droplet and IDT aperture. At a fixed IDT aperture, a small doplet 
will have a low streaming velocity as the RF power can not be fully coupled into the liquid, 
and the streaming velocity increases with the droplet size, then reduces as the droplet size 
becomes larger than the aperture of the IDT. Therefore it is necessry to use an optimumal 
size/aperture ratio for a high performance SAW micromixer. 

For streaming in a droplet, the boundary of the droplet becomes the boundary of the vortex, 
and the flow is confined within the droplet. This can be used for droplet-based mixing as 
shown in Fig. 17 by Xia et al on a LiNbO3 SAW device [72]. Two drops with different 
contents are merged by a SAW, and immediate mixing occurs partially due to the kinetic 
energy involved and partially due to the acoustic streaming. This demonstrates the effective 
and efficient mixing of water and red dye droplets. The mixing process is completed in tens 
of ms, much shorter than those of most other micromixers.  

Acoustic streaming has circulating flow patterns due to the back flow of the streaming as 
schematically shown in Fig.15 regardless as to whether it is a droplet or bulk liquid. This is 
caused by the short range of the acoustic force as discussed above. Directional flow by 
acoustic streaming, or liquid pumping, might be difficult due to this back flow. For 
pumping liquid in a specific direction, the SAW device and microchannels have to be 
arranged properly. Figure 18 is a schematic drawing of a SAW-based micropump. When the 
SAW-induced vortex size is smaller than the channel width, the SAW induces a circulating 
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reactions, minimize non-specific bio-binding, and accelerate hybridization reactions in protein 
and DNA analysis which are commonly used in proteomics and genomics.  

 
Figure 15. Patterns of acoustic streming in a droplet and in bulk liquid.  

The SAW microfluidics have distinct advantages over other microfluidics, such as a simple 
device structure, no moving-parts, electronic control, high speed, programmability, 
manufacturability, remote control, compactness and high frequency response [67, 68,69]. 
The streaming velocity is proportional to the RF power applied, and could reach tens of 
centimetres per second. This is several orders of magnitude larger than other microfluidics, 
which are typically in the range of hundreds of micrometres to several millimetres per 
second [1,2,13]. Figure 16 shows the streaming velocity as a function of the amplitude of RF 
signal for LiNbO3 SAW devices with the IDT structure as a parameter [70]. It shows that the 
SAW device with a shorter wavelength has more power to induce streaming with higher 
velocity, and more IDT fingers are beneficial for coupling more RF power into the liquid. Du 
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et al. also demonstrated that the third harmonic resonant waves can also be used for 
acoustic streaming though the streaming velocity is reduced to a third of the fundamental 
mode wave induced streaming [70] as higher harmonic modes have much lower RF output.  

    
Figure 16. Acoustic streaming velocity as a function of RF signal voltage with finger pair and wave 
mode as parameters. [70]. Reprinted with permission from Institute of Physics, J. Microeng. Micromech. 
19, 2009, 035016. 

The streaming velocity depends on the RF power (or the signal voltage) applied to the IDT 
electrode. If the power is small enough and the droplet size is larger than the apperture of 
the IDT electrode, then the streaming velocity is proportional to the power as shown in Fig. 
16, in agreement with the theoretical prediction as shown in Fig. 10. Once the power is over 
a certain range, velocity saturation is observed [71], and is believed that acoustic heating is 
responsible for the deviation from the linearity. Also the streaming velocity depends on the 
relative dimensions of the droplet and IDT aperture. At a fixed IDT aperture, a small doplet 
will have a low streaming velocity as the RF power can not be fully coupled into the liquid, 
and the streaming velocity increases with the droplet size, then reduces as the droplet size 
becomes larger than the aperture of the IDT. Therefore it is necessry to use an optimumal 
size/aperture ratio for a high performance SAW micromixer. 

For streaming in a droplet, the boundary of the droplet becomes the boundary of the vortex, 
and the flow is confined within the droplet. This can be used for droplet-based mixing as 
shown in Fig. 17 by Xia et al on a LiNbO3 SAW device [72]. Two drops with different 
contents are merged by a SAW, and immediate mixing occurs partially due to the kinetic 
energy involved and partially due to the acoustic streaming. This demonstrates the effective 
and efficient mixing of water and red dye droplets. The mixing process is completed in tens 
of ms, much shorter than those of most other micromixers.  

Acoustic streaming has circulating flow patterns due to the back flow of the streaming as 
schematically shown in Fig.15 regardless as to whether it is a droplet or bulk liquid. This is 
caused by the short range of the acoustic force as discussed above. Directional flow by 
acoustic streaming, or liquid pumping, might be difficult due to this back flow. For 
pumping liquid in a specific direction, the SAW device and microchannels have to be 
arranged properly. Figure 18 is a schematic drawing of a SAW-based micropump. When the 
SAW-induced vortex size is smaller than the channel width, the SAW induces a circulating 
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Figure 17. A water droplet and a red dye droplet mixture at (a) t=0s, (b) t = 4.066 s, (c) t = 4.4 s, (d) t = 
4.466 s, (e) t = 5.000 s, and (f) t = 6.133 s [72]. Reprinted with permission from Elsevier, Talants, 84, 2011, 
293. 

vortex within the channel, and no net flow along the channel is produced. This can be 
utilized for in-channel mixing with high efficiency, but not pumping. When the size of 
vortex is larger than the width of the microchannel, the back flow is restricted by the 
channel wall, leading to a net directional flow along the channel. By using a channel with 
the width less than 200 m, Yeo et al realized a SAW-based micropump [19].  

 
Figure 18. Principle of SAW-based micropumps with a channel. When the vortex is smaller than the 
channel width, the back flow occurs, suitable for in-channel mixing (a). When the vortex is larger than 
the channel width, a unidirectional flow is formed (b).  

SAW has also been explored for in-channel mixing. Figure 19 shows two schemes used by 
Nguyen et al for in-channel mixing [73]. The microchannel is perpendicular to the SAW 
propagation direction. When a travelling acoustic wave encounters the liquid in the channel, 
streaming can be very effective mixing mechanism, and this mixing can be further enhanced 
by using curved IDT structures as shown in Fig. 19b. An alternative micromixing using 
SAW is to couple surface acoustic waves into liquids in a container to introduce agitation for 
mixing. As the streaming angle is determined by the Rayleigh angle, when a container is 
placed on a SAW device with a soft coupler on the surface, the SAW device can be an 
effective mixer [74].   
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Figure 19. Schematic drawing of SAW-based in-channel micromixer. 

SAW can be utilized for moving liquid droplets. If the liquid is on a hydrophobic surface 
with a contact angle larger than 90, then the acoustic force may move the droplet along the 
wave path if the RF power is sufficiently large. Droplet-based microfluidics and LOCs are 
attractive as it provides the foundation for digital analysis and digital medicine with better 
and accurate results. The surface of most PE materials, however, is hydrophilic with water 
contact angle less than 90. Surface acoustic waves are not strong enough to move the liquid 
on hydrophilic surfaces. Figure 20 shows the shape change of a droplet when it is subjected 
to an acoustic pressure on a hydrophilic surface. Water droplets cannot be moved freely on 
the surface under the stimulation of the SAW, but simply spreads on the wave path. The 
solution is to reduce the surface energy to move the droplets freely on the surface. Various 
surface coating technologies have been developed to increase the contact angle of the water 
droplet. CFx chemical vapour treatment was found to form contact angles larger than 90 
and reduce the surface energy significantly [75]. Solution-based Teflon can be applied to the 
surface of PE substrates to form a hydrophobic surface to provide contact angle larger than 
110. The thickness of the Teflon and CFx layer has to be carefully controlled to reduce 
attenuation caused by the large acoustic absorption of the layer. Octadecyltrichlorosilane 
(OTS) was found to form a compact and hydrophobic self-assembled monolayer (SAM) with 
a thickness less than 10 nm. The OTS layer has a contact angle with water larger than 100 
and does not damp the SAW amplitude visibly; therefore it is a good hydrophobic coating 
for microfluidic applications [70,71]. 

    
Figure 20. The shape of a droplet under acoustic pressure. The droplet deforms with the leading angle 
becomes larger and the trailing angle becomes smaller [70]. Reprinted with permission from Institute of 
Physics, J. Microeng. Micromech. 19, 2009, 035016 for (a) and (c). 
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Figure 20. The shape of a droplet under acoustic pressure. The droplet deforms with the leading angle 
becomes larger and the trailing angle becomes smaller [70]. Reprinted with permission from Institute of 
Physics, J. Microeng. Micromech. 19, 2009, 035016 for (a) and (c). 
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Similar to streaming velocity, the droplet moving velocity driven by SAW is found to be 
proportional to the RF signal amplitude as shown in Fig. 21, and the velocity depends on the 
droplet size as well as the aperture of the IDT. However, when the droplet diameter is larger 
than the aperture, further increase in the power does not increase the velocity visibly as the 
acoustic wave does not fully coupled into the droplets as discussed in [76]. When the 
aperture is larger than the droplet size, it was found that the velocity decreases with 
increase of the droplet size as more power is needed to move a larger droplet. As can be 
seen, the droplet motion velocity is in the range up to 1-2 cm/sec, much larger than the 
velocities obtained by other methods. Although a SAW can be used to drive droplets at very 
high speeds, delivery of droplets to required locations with precision is more important for 
applications in biological analysis than driving the droplets at a high speed. This can be 
realized by using modulated pulsed RF signal to drive the SAW devices in a controlled 
manner. By adjusting the period of the on-off RF signal and the signal amplitude, it is 
possible to move droplets with precision distance. A moving rate of 100 m/pulse for a 
droplet of 0.5 l on a LiNbO3 substrate was obtained by using the pulsed RF signal [77].  

     

                                               (a)      (b) 

Figure 21. Droplet moving velocity vs. RF signal amplitude (a) and droplet moving capability vs. IDT 
structures [70]. Reprinted with permission from Institute of Physics, J. Microeng. Micromech. 19, 2009, 
035016 for (a). 

As discussed before, the IDT structure significantly affects the energy output, and hence the 
acoustic streaming and droplet motion owing to its acoustic energy distribution. Generally, 
a unidirectional IDT has a higher acoustic energy density than a bi-directional IDT, and the 
curved IDT has the highest energy density. Figure 21b shows a comparison of the droplet 
motion velocity for SAW devices with different IDT structures. The curved IDT SAW has 
the highest droplet motion velocity as expected.  

3.3. Flexural plate wave micropump and micromixer 

Lamb waves have also been utilized for pumping and agitating of minute volumes of 
liquids [32, 33] and enhancing biochemical reactions [78], based on the fluid motion induced 
by the travelling flexural wave in a ZnO or AlN piezoelectric membrane [79]. A novel 
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valveless pump based on a Lamb wave was proposed by Ogawa et al [80]. The liquid in the 
microchannel was transported by generating a travelling wave on the channel wall, which 
was composed of a piezoelectric PZT thin film actuator array. A mean flow velocity of about 
118 and 172 m/s was obtained for the 200 and 500 m wide channels, respectively. 

However, due to the low frequency resulting from the thin membrane, the agitation and 
pumping are too small and insufficient energy is coupled into the liquid. Furthermore, the 
microfluidic systems contain a membrane vibrating at a high speed, and the yield for 
fabrication is low, and the reliability of the systems during operation is poor compared to 
SAW micropumps and mixers. Therefore, research and application of FPW-based 
microfluidics are currently very limited.  

4. Acoustic droplet generator and atomizer  

4.1. SAW droplet generator and manipulator 

Generation of droplets with volumes from a few pls to a few ls is extremely important for 
modern biotechnology, life science, medical research and diagnosis. For quantitative 
analysis in a small volume, it is essential to measure the small volume of reagents and 
biosamples precisely; otherwise false results can be easily obtained. Although a few 
technologies have been developed to generate droplets in volumes from a few nls to a few 
ls, they are difficult to be integrated with microfluidic systems. By changing the acoustic 
force and hydrophilic and hydrophobic patterns on the surface of a SAW device, it is 
possible to generate droplets from a few pls to ls on a free surface. Figure 22a is a schematic 
drawing of a SAW-based droplet generator, consisting of SAW devices with a reservoir and 
hydrophilic spots surrounded by a hydrophobic surface [49]. When the liquid in the 
reservoir is pushed forward under the acoustic force, it makes contact with the hydrophilic  

 
Figure 22. (a) the principle of acoustically driven nano dispenser by selective chemical modification of 
the wettability of parts of the chip surface and employing two SAW propagating at a right-angle to each 
other. (b) is a SAW driven microfluidic processor [49]. Reprinted with permission from Elsevier, 
Superlattice & Microstruct. 33, 2004, 389. 
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liquids [32, 33] and enhancing biochemical reactions [78], based on the fluid motion induced 
by the travelling flexural wave in a ZnO or AlN piezoelectric membrane [79]. A novel 
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valveless pump based on a Lamb wave was proposed by Ogawa et al [80]. The liquid in the 
microchannel was transported by generating a travelling wave on the channel wall, which 
was composed of a piezoelectric PZT thin film actuator array. A mean flow velocity of about 
118 and 172 m/s was obtained for the 200 and 500 m wide channels, respectively. 

However, due to the low frequency resulting from the thin membrane, the agitation and 
pumping are too small and insufficient energy is coupled into the liquid. Furthermore, the 
microfluidic systems contain a membrane vibrating at a high speed, and the yield for 
fabrication is low, and the reliability of the systems during operation is poor compared to 
SAW micropumps and mixers. Therefore, research and application of FPW-based 
microfluidics are currently very limited.  

4. Acoustic droplet generator and atomizer  

4.1. SAW droplet generator and manipulator 

Generation of droplets with volumes from a few pls to a few ls is extremely important for 
modern biotechnology, life science, medical research and diagnosis. For quantitative 
analysis in a small volume, it is essential to measure the small volume of reagents and 
biosamples precisely; otherwise false results can be easily obtained. Although a few 
technologies have been developed to generate droplets in volumes from a few nls to a few 
ls, they are difficult to be integrated with microfluidic systems. By changing the acoustic 
force and hydrophilic and hydrophobic patterns on the surface of a SAW device, it is 
possible to generate droplets from a few pls to ls on a free surface. Figure 22a is a schematic 
drawing of a SAW-based droplet generator, consisting of SAW devices with a reservoir and 
hydrophilic spots surrounded by a hydrophobic surface [49]. When the liquid in the 
reservoir is pushed forward under the acoustic force, it makes contact with the hydrophilic  

 
Figure 22. (a) the principle of acoustically driven nano dispenser by selective chemical modification of 
the wettability of parts of the chip surface and employing two SAW propagating at a right-angle to each 
other. (b) is a SAW driven microfluidic processor [49]. Reprinted with permission from Elsevier, 
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spot and fills it. Once the RF signal is off, the bulk liquid withdraws back to the reservoir as 
the acoustic force diminishes, leaving the spot filled with the liquid of a fixed volume 
determined by the size of the spot area and the contact angle. In this way, Woxforth et al. 
developed a SAW-based droplet generator [49]. Furthermore, by using the virtual containers 
and tracks formed by hydrophilic surfaces surrounded by hydrophobic surfaces for liquids 
on a chip, they have developed droplet manipulator and mixer as demonstrated in Fig. 22b.  

A combination of a SAW pump with other droplet generators can realize new functions of 
microfluidics. Electrowetting on dielectrics (EWOD) has been combined with SAW devices 
to fabricate the EWOD-SAW microfluidics as shown in Fig. 23 [81]. EWOD is used to 
generate and separate the droplets, while the SAW device is used to move the droplets 
along the track. The EWOD force is employed to guide and position microdroplets precisely 
which can then be actuated by SAW devices for particle concentration, acoustic streaming, 
mixing and ejection, as well as for sensing using a shear-horizontal wave SAW device [82].  

 
Figure 23. Schematic of integrated EWOD and SAW test structure and the droplet generation by EW 
and manipulation by SAW [82]. Reprinted with permission from AIP, Biomicrofluidics, 6, 2012, 012812. 

4.2. SAW atomizer 

If the RF power coupled to the liquid on a hydrophilic surface is sufficiently large, tiny 
droplets with volumes in the range of a few femtolitres (fls) to pls can be generated and 
escape from the surface of the host liquid, forming a continuous mist of droplets as shown 
in Fig. 24. This has been utilized for the development of SAW-based atomizers and droplet 
generators. Ejection of small particles and liquids has many applications ranging from inkjet 
printing, fuel and oil injection sprayers and propellers.  

The height of the mist is dependent of the RF power applied, and could be up to 6 cm 
[20,71]. The ejection angle of tiny droplets escaping from the host liquid is determined by 
the Rayleigh angle, but affected by the RF power and height of the mist [83]. In order to 
generate a continuous mist on demand, there must be a continuous supply of liquid which 
can be realized by using a porous structure such as a filter paper linked to a large liquid 
reservoir as shown in Fig. 25 [65].  
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Figure 24. Acoustic streaming induced mist by a ZnO SAW device, which may reach 6mm height. 

 
Figure 25. SAW atomization mechanism and setup for the SAW atomizer, and the mist height and 
angle as a function of SAW input voltage [65]. Reprinted with permission from Japan J. Appl. Phys. 
Lett. 43, 2004, 2987. 

A proper design of SAW ejector can be utilized for nozzle-free ink applications. Tan et al. 
[84] demonstrated another method utilizing two opposite IDTs to converge the acoustic 
energies at point with a liquid drop ejected perpendicular to the surface, similar to the 
normal nozzle-based droplet ejector as schematically shown in Fig. 26. The radiation from 
two sides of the droplet resulted in an elongated liquid column with an angle of about 90. 
These SAW ejectors do not have a nozzle head and offer a more cost effective solution when 
compared to the current ink ejector. 
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Atomization has been widely applied in pulmonary drug delivery as a promising 
technology to transport drug formulations directly to the respiratory tract in the form of 
inhaled particles. The most common methods employed for this application are jet 
atomization and ultrasonic atomization with difficulties to produce monodispersed 
particles, i.e. droplets with sizes in the range of 1~5m in diameter. SAW atomizers are able 
to produce aerosol droplets with a good particle size distribution. By controlling the RF 
power applied to the SAW IDT, the droplet sizes can be less than 5 m [85], suitable for the 
pulmonary drug delivery application. 

 
Figure 26. Droplet jetting induced by a single IDT SAW device (a), and droplet jetting induced by a 
pair of IDT electrodes (b). 

Not just bulk SAW devices, but also thin film SAW devices can also achieve a similar 
atomization effect by using sufficient RF power. Figure 24 shows images of tiny liquid 
droplets ejected from the surface of a ZnO SAW device obtained by the authors, and the 
height of the mist is similar to those observed from the LiNbO3 bulk SAW devices, even 
though thin film SAW devices have lower power delivered compared with the bulk devices.  

5. Acoustic wave based biosensors  

Most acoustic wave resonators (QCM, SAW and FBAR) can be used as sensors because all of 
them are sensitive to mechanical, chemical, optical or electrical perturbations on the surface 
of the devices [86,87]. They are versatile, sensitive and reliable, being able to detect not only 
mass/density changes, but also viscosity, elastic modulus, conductivity and dielectric 
properties etc. They have many applications such as sensing pressure, humidity, 
temperature, strain (stress), acceleration force, vibration, flow, pH values, radiation, electric 
fields etc. They are sensitive gas sensors once combined with specific gas absorption layers 
[88,89,90]. Development of acoustic wave based biosensors is relatively new but has a huge 
potential as they can detect tiny traces of biomolecules [22,23]. This can be utilized to detect 
viruses and genetic disorders, diagnose early stage diseases and cancers [91,92]. The 
principle of acoustic biosensors is similar to those of other biosensors, which are based on a 
specific interaction between biomarkers (also called probe molecules) deposited on the 
surface of the sensors with target molecules in the biosamples. Compared with other 
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common biosensing technologies, such as surface plasmon resonance (SPR), optical fibres, 
and field effect transistors or cantilever-based sensors, acoustic wave based sensors have the 
combined advantages of simple operation, high sensitivity, small size, compact and low 
cost. In the following section, highlight the acoustic wave sensor technologies.  

5.1. QCM sensors 

Although the piezoelectric effect was discovered in the late 19th Century, quartz crystal 
resonators only found widespread applications in electronics, material and biological 
researches when it was demonstrated that there was a linear relationship between mass 
adsorbed on the surface and the resonant frequency of the crystal in 1959 by Sauerbrey [93]. 
Biosensing became possible when suitable oscillator circuits for operation in liquids were 
developed [94]. The QCM is one of the most developed biosensors that can be operated in a 
liquid environment using the thickness shear-mode. A QCM consists of a bulk piezoelectric 
material with typical dimensions of 1 cm in diameter and 500-1000 m in thickness, 
sandwiched between two metal electrodes. When an A.C. electrical signal is applied to the 
two electrodes, it excites a standing wave between the two electrodes through the PE effect. 
The operating frequency of the QCM is determined by the thickness of the PE-layers, and is 
typically 5, 10 and 20MHz. As shown by eq.(1), the sensitivity of acoustic resonators is 
determined by the square of the frequency and the base mass. With decreasing thickness of 
the Quartz layer, the frequency of the QCM has been increased significantly, thus its 
sensitivity has been dramatically increased. There has been intensive research recently to 
develop thin film based QCMs with operating frequencies of several hundreds of MHz 
[37,38] which demonstrated their great potential for biosensing with better sensitivity. 

For biosensing, QCM biosensors have been used to detect the interaction between protein-
protein, DNAs, protein-DNA, viruses, bacteria etc, and demonstrated their usefulness, 
versatility and robustness with high sensitivity. For practical applications, more QCM 
sensors have been integrated with other structures and devices such as molecular imprint 
polymers [95], sensors [96] and microfluidics [97] for multi-task detection and monitoring 
with better accuracy and more functionality. There are hundreds of published papers on 
QCM biosensors; a review of QCM biosensors is beyond the scope of this book chapter. 
Readers can find more information in refs. [98,99].   

5.2. SAW sensors 

SAW devices are not only used for microfluidics, but are very good sensors. Since SAW 
devices have a much smaller active mass and much higher operating frequency than those 
of QCMs, the sensitivity of the SAW devices increases dramatically as shown in Fig. 3. 
Furthermore by using advanced photolithograph technology, especially e-beam writing 
techniques, it is now possible to fabricate SAW devices with operating frequencies up to the 
Gigahertz [100,101], and the sensitivity of SAW sensors can be further increased.  

The longitudinal mode SAW device has a substantial surface-normal displacement that 
rapidly dissipates the acoustic wave energy into a liquid, leading to excessive damping, and 
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Atomization has been widely applied in pulmonary drug delivery as a promising 
technology to transport drug formulations directly to the respiratory tract in the form of 
inhaled particles. The most common methods employed for this application are jet 
atomization and ultrasonic atomization with difficulties to produce monodispersed 
particles, i.e. droplets with sizes in the range of 1~5m in diameter. SAW atomizers are able 
to produce aerosol droplets with a good particle size distribution. By controlling the RF 
power applied to the SAW IDT, the droplet sizes can be less than 5 m [85], suitable for the 
pulmonary drug delivery application. 

 
Figure 26. Droplet jetting induced by a single IDT SAW device (a), and droplet jetting induced by a 
pair of IDT electrodes (b). 
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common biosensing technologies, such as surface plasmon resonance (SPR), optical fibres, 
and field effect transistors or cantilever-based sensors, acoustic wave based sensors have the 
combined advantages of simple operation, high sensitivity, small size, compact and low 
cost. In the following section, highlight the acoustic wave sensor technologies.  
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researches when it was demonstrated that there was a linear relationship between mass 
adsorbed on the surface and the resonant frequency of the crystal in 1959 by Sauerbrey [93]. 
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material with typical dimensions of 1 cm in diameter and 500-1000 m in thickness, 
sandwiched between two metal electrodes. When an A.C. electrical signal is applied to the 
two electrodes, it excites a standing wave between the two electrodes through the PE effect. 
The operating frequency of the QCM is determined by the thickness of the PE-layers, and is 
typically 5, 10 and 20MHz. As shown by eq.(1), the sensitivity of acoustic resonators is 
determined by the square of the frequency and the base mass. With decreasing thickness of 
the Quartz layer, the frequency of the QCM has been increased significantly, thus its 
sensitivity has been dramatically increased. There has been intensive research recently to 
develop thin film based QCMs with operating frequencies of several hundreds of MHz 
[37,38] which demonstrated their great potential for biosensing with better sensitivity. 

For biosensing, QCM biosensors have been used to detect the interaction between protein-
protein, DNAs, protein-DNA, viruses, bacteria etc, and demonstrated their usefulness, 
versatility and robustness with high sensitivity. For practical applications, more QCM 
sensors have been integrated with other structures and devices such as molecular imprint 
polymers [95], sensors [96] and microfluidics [97] for multi-task detection and monitoring 
with better accuracy and more functionality. There are hundreds of published papers on 
QCM biosensors; a review of QCM biosensors is beyond the scope of this book chapter. 
Readers can find more information in refs. [98,99].   

5.2. SAW sensors 

SAW devices are not only used for microfluidics, but are very good sensors. Since SAW 
devices have a much smaller active mass and much higher operating frequency than those 
of QCMs, the sensitivity of the SAW devices increases dramatically as shown in Fig. 3. 
Furthermore by using advanced photolithograph technology, especially e-beam writing 
techniques, it is now possible to fabricate SAW devices with operating frequencies up to the 
Gigahertz [100,101], and the sensitivity of SAW sensors can be further increased.  

The longitudinal mode SAW device has a substantial surface-normal displacement that 
rapidly dissipates the acoustic wave energy into a liquid, leading to excessive damping, and 
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hence poor sensitivity and noise for biodetection in liquid. Shear horizontal (SH-) mode 
SAW devices have substantially reduced coupling of acoustic energy into the liquid 
[102,103], hence they can maintain a high sensitivity in liquids. Consequently SH-SAW 
devices are suitable for biodetection, especially for “real-time” monitoring of physiological 
conditions of a patient. To further reduce the base mass of a SAW device to improve the 
sensitivity, Love wave SAW devices have been developed which consist of a normal SAW 
device and a thin wave guide layer (typically sub-micrometers) such as SiO2 and polymers 
on top of the SAW surface. Since the acoustic velocity is slow in the wave guide layers, 
acoustic waves are trapped in the thin wave guide layer, resulting in a drastically reduced 
base mass and significantly improved sensitivity and quality of the sensors [104,105]. They 
are therefore frequently employed to perform biosensing in liquid conditions [106,103].  

For LOC applications, integratable thin film SAW sensors are more attractive and desirable. 
A lot of efforts have been made to develop AlN and ZnO thin film SAW sensors. A ZnO/Si 
SAW device has been successfully used in the detection of aminohexanoic acid succinimidyl 
ester (DNP-X) and anti-DNP-KLH antibody [107]. The resonant frequency of the ZnO SAW 
devices was found to shift to lower frequencies as the PSAs are specifically immobilized on 
the surface-modified ZnO SAW device. A linear dependence has been measured between 
the resonance frequency change and the anti-DNP concentration over a range from 2 to 1000 
ng/ml, and saturated as the concentration increases further due to the reduction of binding 
sites [107].  

To realize biosensing in liquids with better sensitivity, Love wave SAWs have been studied 
intensively. ZnO has a shear wave velocity of ~2600 m/s, whereas that of ST-cut-quartz is 
about 4996 m/s. Therefore, it is reasonable to use ZnO as a guiding layer on substrates of ST-
cut quartz to form Love mode biosensors. The other potential substrate materials for Love-
mode ZnO sensors include LiTaO3, LiNbO3 and sapphire. A ZnO Love mode device of ZnO/ 
ST-cut quartz has a maximum sensitivity up to ~18.77×10−8 m2 s kg−1, much higher than that 
of a SiO2/quartz Love mode SAW device [108,109]. Mchale et al recently reported 
ZnO/SiO2/Si SAW Love mode sensors with a sensitivity of 8.64 m2/mg [110], which is about 
2 to 5 times that of ZnO/LiTaO3 [111] and SiO2/quartz Love sensors [112]. Another 
promising approach for making a ZnO based Love mode sensor is to use a polymer film 
(such as PMMA, polyimide, SU-8 or parylene C) on top of the ZnO layer as the guiding 
layer. However, this layered structure uses a polymer waveguide and has a relatively large 
attenuation compared with those of solid waveguide layers.  

AlN SAW devices have higher acoustic velocities, for example, about 6000 m/s shear 
velocity for an AlN/Si SAW device, and thus it is desirable to use AlN SAW devices for 
sensors for high sensitivity. However there are not many reports on AlN based SAW 
biosensors. The reason could be the difficulties in the deposition of the thick AlN film (>4 
m) required for high quality SAW device fabrication. They normally have a large film 
stress and poor adhesion with the substrate. Although AlN films deposited to deposit on a 
LiNbO3 substrate have been reported to form a highly sensitive Love mode sensing devices 
[113,114].  
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5.3. FBAR sensors 

FBARs were initially developed as high frequency resonators for applications in electronics 
as filters, duplexer etc in 1980s' [25,26]. FBARs have been considered for biosensor 
application since 2000, and are considered as one of the most advanced sensors with 
extremely high sensitivity and very small dimensions. As the wavelength of the bulk 
resonators is determined by the thickness of the PE-layer, it is normal to fabricate FBARs 
with thin PE-layers. FBARs typically have frequencies of a few GHz, and ones with fr of 8 
GHz or higher have been demonstrated [115,116]. Owing to the small base mass and high 
operation frequency, attachment of a small amount of target mass is able to induce a large 
frequency shift – typically a few MHz. This improves the sensitivity and makes the signal 
easily to be detected using simple electronic circuitry. Although the sensitivity of FBARs is 
not as good as predicted by eq.(1), it is still about three and two orders of magnitude higher 
than those of QCMs and SAWs respectively as shown in Fig.4 [28,117].  

A ZnO-based label free FBAR biosensor with an operating frequency of 2 GHz was used to 
detect DNA and protein molecules [115]. It showed a sensitivity of 2400 Hz·cm2/ng, which is 
approximately 2500 times higher than a conventional QCM device could achieve. A recent 
Al/ZnO/Pt/Ti FBAR design also showed a sensitivity of 3654 Hz·cm2/ng with a better 
thermal stability than that of ZnO-based FBARs [118,119].  

Based on eq.(1), an increase in fr would make FBARs of higher sensitivity. However it 
should be pointed out that the limitation to the sensitivity of acoustic resonators, especially 
the FBARs, is not only the frequency, but also the quality factor. It is easy to make FBARs of 
high fr by using a thin PE layer, but the quality factor of the FBARs was found to decrease 
dramatically with decrease of the thickness of the PE-layer, mostly due to the relatively poor 
crystal quality, small grain size, poor thickness uniformity, rough surfaces and the existence 
of a thick transition layer (20-80 nm), resulting in a severely reduced quality factor when a 
thin PE layer is used. Also it was found that the electrode shape and material properties also 
significantly affect the quality factor. Electrodes with 90 regular angles reflect the surface 
travelling wave and deteriorate the Q-factor. Electrodes with high acoustic impedance and 
low mass are preferred for fabrication of high performance FBARs. Aluminium is one of the 
most popular electrode materials in the microelectronics industry. It has a low mass density, 
but the acoustic impedance is low and thus is not the best material for the fabrication of 
FBARs. Au, Pt and W have high acoustic impedance but their mass densities are high, 
leading to large mass loading effects. A carbon nanotube (CNT) layer was found to be the 
best electrode material for FBARs as it has a high elastic modulus and low density (hence a 
high acoustic impedance and low mass loading) and CNTs have thus been used for 
fabrication of FBARs with much improved quality factor. An improvement of Q-value by 5 
times was demonstrated simply by using a CNT layer on top of existing metal electrodes 
[120]. Garcia-Gancedo et al recently fabricated FBARs with CNT layer as the top electrode 
and demonstrated FBARs with a quality factor over 2000 [121,122], one of the best values 
reported. Also the spurious ripples round a resonant peak found in Au electrode FBARs 
disappeared when CNTs were used as shown in Fig. 27. The FBARs with CNT electrodes 
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hence poor sensitivity and noise for biodetection in liquid. Shear horizontal (SH-) mode 
SAW devices have substantially reduced coupling of acoustic energy into the liquid 
[102,103], hence they can maintain a high sensitivity in liquids. Consequently SH-SAW 
devices are suitable for biodetection, especially for “real-time” monitoring of physiological 
conditions of a patient. To further reduce the base mass of a SAW device to improve the 
sensitivity, Love wave SAW devices have been developed which consist of a normal SAW 
device and a thin wave guide layer (typically sub-micrometers) such as SiO2 and polymers 
on top of the SAW surface. Since the acoustic velocity is slow in the wave guide layers, 
acoustic waves are trapped in the thin wave guide layer, resulting in a drastically reduced 
base mass and significantly improved sensitivity and quality of the sensors [104,105]. They 
are therefore frequently employed to perform biosensing in liquid conditions [106,103].  

For LOC applications, integratable thin film SAW sensors are more attractive and desirable. 
A lot of efforts have been made to develop AlN and ZnO thin film SAW sensors. A ZnO/Si 
SAW device has been successfully used in the detection of aminohexanoic acid succinimidyl 
ester (DNP-X) and anti-DNP-KLH antibody [107]. The resonant frequency of the ZnO SAW 
devices was found to shift to lower frequencies as the PSAs are specifically immobilized on 
the surface-modified ZnO SAW device. A linear dependence has been measured between 
the resonance frequency change and the anti-DNP concentration over a range from 2 to 1000 
ng/ml, and saturated as the concentration increases further due to the reduction of binding 
sites [107].  

To realize biosensing in liquids with better sensitivity, Love wave SAWs have been studied 
intensively. ZnO has a shear wave velocity of ~2600 m/s, whereas that of ST-cut-quartz is 
about 4996 m/s. Therefore, it is reasonable to use ZnO as a guiding layer on substrates of ST-
cut quartz to form Love mode biosensors. The other potential substrate materials for Love-
mode ZnO sensors include LiTaO3, LiNbO3 and sapphire. A ZnO Love mode device of ZnO/ 
ST-cut quartz has a maximum sensitivity up to ~18.77×10−8 m2 s kg−1, much higher than that 
of a SiO2/quartz Love mode SAW device [108,109]. Mchale et al recently reported 
ZnO/SiO2/Si SAW Love mode sensors with a sensitivity of 8.64 m2/mg [110], which is about 
2 to 5 times that of ZnO/LiTaO3 [111] and SiO2/quartz Love sensors [112]. Another 
promising approach for making a ZnO based Love mode sensor is to use a polymer film 
(such as PMMA, polyimide, SU-8 or parylene C) on top of the ZnO layer as the guiding 
layer. However, this layered structure uses a polymer waveguide and has a relatively large 
attenuation compared with those of solid waveguide layers.  

AlN SAW devices have higher acoustic velocities, for example, about 6000 m/s shear 
velocity for an AlN/Si SAW device, and thus it is desirable to use AlN SAW devices for 
sensors for high sensitivity. However there are not many reports on AlN based SAW 
biosensors. The reason could be the difficulties in the deposition of the thick AlN film (>4 
m) required for high quality SAW device fabrication. They normally have a large film 
stress and poor adhesion with the substrate. Although AlN films deposited to deposit on a 
LiNbO3 substrate have been reported to form a highly sensitive Love mode sensing devices 
[113,114].  
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5.3. FBAR sensors 

FBARs were initially developed as high frequency resonators for applications in electronics 
as filters, duplexer etc in 1980s' [25,26]. FBARs have been considered for biosensor 
application since 2000, and are considered as one of the most advanced sensors with 
extremely high sensitivity and very small dimensions. As the wavelength of the bulk 
resonators is determined by the thickness of the PE-layer, it is normal to fabricate FBARs 
with thin PE-layers. FBARs typically have frequencies of a few GHz, and ones with fr of 8 
GHz or higher have been demonstrated [115,116]. Owing to the small base mass and high 
operation frequency, attachment of a small amount of target mass is able to induce a large 
frequency shift – typically a few MHz. This improves the sensitivity and makes the signal 
easily to be detected using simple electronic circuitry. Although the sensitivity of FBARs is 
not as good as predicted by eq.(1), it is still about three and two orders of magnitude higher 
than those of QCMs and SAWs respectively as shown in Fig.4 [28,117].  

A ZnO-based label free FBAR biosensor with an operating frequency of 2 GHz was used to 
detect DNA and protein molecules [115]. It showed a sensitivity of 2400 Hz·cm2/ng, which is 
approximately 2500 times higher than a conventional QCM device could achieve. A recent 
Al/ZnO/Pt/Ti FBAR design also showed a sensitivity of 3654 Hz·cm2/ng with a better 
thermal stability than that of ZnO-based FBARs [118,119].  

Based on eq.(1), an increase in fr would make FBARs of higher sensitivity. However it 
should be pointed out that the limitation to the sensitivity of acoustic resonators, especially 
the FBARs, is not only the frequency, but also the quality factor. It is easy to make FBARs of 
high fr by using a thin PE layer, but the quality factor of the FBARs was found to decrease 
dramatically with decrease of the thickness of the PE-layer, mostly due to the relatively poor 
crystal quality, small grain size, poor thickness uniformity, rough surfaces and the existence 
of a thick transition layer (20-80 nm), resulting in a severely reduced quality factor when a 
thin PE layer is used. Also it was found that the electrode shape and material properties also 
significantly affect the quality factor. Electrodes with 90 regular angles reflect the surface 
travelling wave and deteriorate the Q-factor. Electrodes with high acoustic impedance and 
low mass are preferred for fabrication of high performance FBARs. Aluminium is one of the 
most popular electrode materials in the microelectronics industry. It has a low mass density, 
but the acoustic impedance is low and thus is not the best material for the fabrication of 
FBARs. Au, Pt and W have high acoustic impedance but their mass densities are high, 
leading to large mass loading effects. A carbon nanotube (CNT) layer was found to be the 
best electrode material for FBARs as it has a high elastic modulus and low density (hence a 
high acoustic impedance and low mass loading) and CNTs have thus been used for 
fabrication of FBARs with much improved quality factor. An improvement of Q-value by 5 
times was demonstrated simply by using a CNT layer on top of existing metal electrodes 
[120]. Garcia-Gancedo et al recently fabricated FBARs with CNT layer as the top electrode 
and demonstrated FBARs with a quality factor over 2000 [121,122], one of the best values 
reported. Also the spurious ripples round a resonant peak found in Au electrode FBARs 
disappeared when CNTs were used as shown in Fig. 27. The FBARs with CNT electrodes 
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showed a better sensitivity than the Au electrode ones with a mass detection limit down to 
10-13g, with the potential to go down to 10-15g, suitable for detecting a single molecule.  

 
Figure 27. (a) SEM images of a fabricated SMR with CNTs layer top electrode. The middle is a typical 
frequency response, showing the main resonance at 1.75 GHz. The ripples for FBARs made of Au and 
CNTs top electrode. It disappears in CNTs-FBARs due to high acoustic impedance [122]. Reprinted with 
permission from Elsevier, Sensors and Actuators, B 160, 2011, 1386. 

The majority of the PE thin films have crystal orientation (0002) normal to the surface of the 
substrates. They are suitable for fabrication of FBARs with longitudinal mode and 
appropriate for gas phase detection. FBARs with protein functionalized surfaces have been 
used as a gas phase biosensors, and demonstrated their feasibility for sensing an odorant 
binding protein of AaegOBP22 using N,N-diethyl-meta-toluamide (DEET) as the ligand to 
the odorant binding protein [123]. For sensing in liquids, novel structures, especially 
integrated with microfluidics, is needed. Zhang et al performed biodetection in liquids by 
taking advantage of the back trench structure. The trench was used as a container in which 
the bioreaction could take place, while a FBAR on the other side of the thin membrane was 
used for sensing. This demonstrated its feasibility for biodetection [124]. Similarly 
Wingqvist et al. used the surface of a FBAR for sensing with a built-in microchannel on the 
back which allows continuous flow of the biosamples or buffer solution to pass for a 
continuous measurement [31]. A schematic drawing is shown in Fig. 28. 

 
Figure 28. Typical structure of lateral field excited inclined AlN film FBAR.  

For direct liquid contact sensing, it is necessary to develop ZnO or AlN films with crystal 
orientation inclined relative to the surface normal, allowing generation of shear waves to be 
used for detection in a liquid [125]. A (1120) textured ZnO film exhibits pure shear mode 
waves which can propagate in a liquid with little damping effect. A ZnO shear mode FBAR 
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device has been used in a water-glycerol solution, with a high fr of 830 MHz and a 
sensitivity of 1000 Hz·cm2/ng [126]. Weber et al. fabricated ZnO FBAR devices using a ZnO 
film with 16o off c-axis crystal orientation, which operated in a transversal shear mode [125]. 
For an avidin/anti-avidin system, the fabricated devices had a high sensitivity of 585 
Hz·cm2/ng and a mass detection limit of 2.3 ng/cm2. The shear wave FBAR devices also 
showed a more stable temperature coefficient of frequency [30,31].  

Another method for liquid phase biodetection is to use the lateral field excitation (LFE) for 
FBARs as shown in Fig. 29. This structural FBAR requires both signal and ground electrodes 
being in-plane and parallel on the exposed surface of the PE films [127,128,129]. Since the 
excitation is parallel to the surface and perpendicular to the normal c-axis crystal 
orientation, the FBARs exhibit a thickness shear mode operation. The devices are stable in 
biologically equivalent environments [130,128]. However, lateral structural FBARs normally 
have a low quality factor and the mechanism of the exciting resonance is not fully 
understood yet. A lot of research is needed before they can be effectively used as sensors. 
Furthermore, lateral FBARs have a very narrow active area, and it is difficult to incorporate 
microfluidics within the narrow channel for sensing. 

 
Figure 29. Schematical structure for the lateral field excited FBAR devices, which generates a thickness 
shear mode resonance.  

5.4. Flexural plate resonant sensors 

Lamb wave devices on a membrane structure have been used for biosensing in liquid [34]. 
Since the propagation velocity of the Lamb wave in the membrane is slower than that in the 
fluids on the surface, the acoustic energy is not easily dissipated, thus the Lamb wave 
sensors can be used for thus applications [131]. Since the resonant frequency of the FPW 
devices is small, it is not sensible to use the frequency as the parameter for sensing due to 
poor sensitivity as indicated by eq.(1), the amplitude of the resonant wave is normally used 
for sensing in liquid. Therefore, the sensitivity of these devices increases as the membrane 
thickness becomes thinner [35, 15]. 

A ZnO based FPW device has been used to monitor the growth of bacterium “Pseudomonas 
putida” in a boulus of toluene and the reaction of antibodies in an immunoassay for an 
antigen present in breast cancer patients [132]. Si/SiO2/Si3N4/Cr/Au/ZnO FPW devices have 
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showed a better sensitivity than the Au electrode ones with a mass detection limit down to 
10-13g, with the potential to go down to 10-15g, suitable for detecting a single molecule.  
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CNTs top electrode. It disappears in CNTs-FBARs due to high acoustic impedance [122]. Reprinted with 
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used as a gas phase biosensors, and demonstrated their feasibility for sensing an odorant 
binding protein of AaegOBP22 using N,N-diethyl-meta-toluamide (DEET) as the ligand to 
the odorant binding protein [123]. For sensing in liquids, novel structures, especially 
integrated with microfluidics, is needed. Zhang et al performed biodetection in liquids by 
taking advantage of the back trench structure. The trench was used as a container in which 
the bioreaction could take place, while a FBAR on the other side of the thin membrane was 
used for sensing. This demonstrated its feasibility for biodetection [124]. Similarly 
Wingqvist et al. used the surface of a FBAR for sensing with a built-in microchannel on the 
back which allows continuous flow of the biosamples or buffer solution to pass for a 
continuous measurement [31]. A schematic drawing is shown in Fig. 28. 

 
Figure 28. Typical structure of lateral field excited inclined AlN film FBAR.  

For direct liquid contact sensing, it is necessary to develop ZnO or AlN films with crystal 
orientation inclined relative to the surface normal, allowing generation of shear waves to be 
used for detection in a liquid [125]. A (1120) textured ZnO film exhibits pure shear mode 
waves which can propagate in a liquid with little damping effect. A ZnO shear mode FBAR 
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device has been used in a water-glycerol solution, with a high fr of 830 MHz and a 
sensitivity of 1000 Hz·cm2/ng [126]. Weber et al. fabricated ZnO FBAR devices using a ZnO 
film with 16o off c-axis crystal orientation, which operated in a transversal shear mode [125]. 
For an avidin/anti-avidin system, the fabricated devices had a high sensitivity of 585 
Hz·cm2/ng and a mass detection limit of 2.3 ng/cm2. The shear wave FBAR devices also 
showed a more stable temperature coefficient of frequency [30,31].  

Another method for liquid phase biodetection is to use the lateral field excitation (LFE) for 
FBARs as shown in Fig. 29. This structural FBAR requires both signal and ground electrodes 
being in-plane and parallel on the exposed surface of the PE films [127,128,129]. Since the 
excitation is parallel to the surface and perpendicular to the normal c-axis crystal 
orientation, the FBARs exhibit a thickness shear mode operation. The devices are stable in 
biologically equivalent environments [130,128]. However, lateral structural FBARs normally 
have a low quality factor and the mechanism of the exciting resonance is not fully 
understood yet. A lot of research is needed before they can be effectively used as sensors. 
Furthermore, lateral FBARs have a very narrow active area, and it is difficult to incorporate 
microfluidics within the narrow channel for sensing. 

 
Figure 29. Schematical structure for the lateral field excited FBAR devices, which generates a thickness 
shear mode resonance.  

5.4. Flexural plate resonant sensors 

Lamb wave devices on a membrane structure have been used for biosensing in liquid [34]. 
Since the propagation velocity of the Lamb wave in the membrane is slower than that in the 
fluids on the surface, the acoustic energy is not easily dissipated, thus the Lamb wave 
sensors can be used for thus applications [131]. Since the resonant frequency of the FPW 
devices is small, it is not sensible to use the frequency as the parameter for sensing due to 
poor sensitivity as indicated by eq.(1), the amplitude of the resonant wave is normally used 
for sensing in liquid. Therefore, the sensitivity of these devices increases as the membrane 
thickness becomes thinner [35, 15]. 

A ZnO based FPW device has been used to monitor the growth of bacterium “Pseudomonas 
putida” in a boulus of toluene and the reaction of antibodies in an immunoassay for an 
antigen present in breast cancer patients [132]. Si/SiO2/Si3N4/Cr/Au/ZnO FPW devices have 
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been used for detecting human IgE based on the conventional cystamine SAM layer 
technology with a sentivity of 8.52107 cm2/g at a wave frequency of 9 MHz [133]. However, 
the FPW biosensor has not been widely reported because of the low sensitivity, difficulty of 
fabrication and high temperature sensitivity of the thin film. 

6. Other SAW-based functions and lab-on-a-chip 

Since the acoustic wave mechanism can be utilized for fabrication of various microfluidic 
devices and sensors, it would be very attractive to fabricate single acoustic wave 
mechanism-based lab-on-chip systems [117]. Development of such systems has been rather 
limited so far, as the individual acoustic technologies are yet to be fully explored, developed 
and optimized. Current activities have been focused mainly on the development of 
individual acoustic wave based devices and systems such as acoustic microheater, SAW-
based polymerase chain reaction (PCR), SAW-based particle concentrator, sorting and 
delivery devices etc. These will be highlighted in this section.  

6.1. SAW microheater  

For SAW devices, an input of high RF power will induce acoustic heating through crystal 
vibration and absorption of acoustic energy by defects in the substrates. For sensing, the 
input RF signal normally has a low power and acoustic heating is not a problem. For 
acoustic microfluidics, especially droplet-based pumps, acoustic heat may increase the 
surface temperature of the SAW device over 100 C which will damage most of the cells and 
bio-molecules and reduce their biological integrity. Acoustic heating can be suppressed by 
using a pulsed RF signal to maintain the temperature below 40 C. Although acoustic 
heating has many negative effects for biological and electronic applications, controlled 
acoustic heating can be utilized as a remote microheater for many applications, such as in 
polymerase chain reaction (PCR) to amplify DNA concentration for detection or to 
accelerate bioreaction.  

Figure 30 shows the surface temperature as a function of RF signal voltage measured for a 
ZnO thin film SAW device. The temperature at a position 5 mm away from the IDT on the 
wave path was monitored. The temperature increases with the signal amplitude and the 
duration of the RF signal, and decreases with the distance from the IDT [77]. The maximum 
temperature can reach at 140 oC for a signal voltage of 60 V. The temperature was found to 
have a distribution along the wave path. It is higher near the IDT, and decreases away from 
the IDT due to attenuation of the wave. Acoustic heating has been utilized to construct PCR 
as will be discussed later [74,134]. For normal gas sensing, initialization of sensors requires a 
high temperature to remove all absorbed substances. Acoustic heating could be utilized for 
self-initialization for SAW gas sensors without need of an additional microheater, which 
greatly simplifies the system and reduces the cost and fabrication process. Effective 
utilization of acoustic heating would generate compact, useful microsystems with many 
functions, and many applications are yet to be explored.  
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Figure 30. Acoustic heating induced temperature rise as a function of RF signal duration by a SAW 
microheater [77]. Reprinted with permission from AIP, J. Appl. Phys, 105, 2009, 024508. 
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Transportation and concentration of particles or bio-substances such as cells are important 
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generate a shear force within the droplet. This shear force can generate circulating 
streaming, moving particles towards the centre as shown in Fig. 31. From a side view, the 
fluid can be observed to be pushed upward just above the SAW propagation area which 
results in primary azimuthal rotation within the droplet periphery. Raghavan et al [135] 
reported that the flow phenomenon within liquid droplets due to SAW asymmetric 
positioning are similar to that obtained by the flow field between stationary and rotating 
disks. This azimuthal rotation phenomenon has been utilized for particle concentration. 

    
Figure 31. Side view (a) and overview (b) of simulated circulating streaming patterns induced by 
acoustic wave for a 10μl droplet [53]. 

Figure 32 shows the frame images of starch particles captured during the concentration 
process within a 20 μl droplet after applying an RF signal to the IDT electrode for a few 
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seconds. Initially, the particles are uniformly dispersed in the water, and circulating 
streaming is induced once the RF signal is applied. The flow circulation rapidly establishes a 
particle cluster towards the centre of vortex, in the form of a conical shape similar to that 
depicted theoretically. The shear force induced particle migration is due to the gradient in 
the azimuthal streaming velocity in the droplet, resulting in particle motion from a higher 
shear force area at the droplet periphery to a lower shear force area at the bottom of the 
droplet centre. The shear velocity is large on the edge of the droplet, and gradually 
decreases on approaching the centre of the droplet. The particles circulate with the liquid in 
the droplet and simultaneously migrate from the high to the low shear velocity regions 
[53,136]. The concentration effect is dependent of the RF power as well as the properties of 
the particles. At a low power, it is not sufficient to generate a gradient in the azimuthal 
streaming velocity, whereas a high power produces a strong turbulent streaming, dispersing 
particles within the droplet randomly without any concentration effect [53]. The particle size 
is also critical for the efficient concentration. Particles with certain sizes can be easily 
agglomerated, whereas small particles can flow inside the liquid for very long time before 
being forced into the central region. Therefore it is possible to utilize this to separate 
particles with different sizes using a SAW device.  

 
Figure 32. Captured video images illustrating the rapid starch particles concentration process for a 30 
μl droplet. The first row shows a side view, while the second row a top view. The yellow arrow is the 
SAW propagation direction [53]. Reprinted with permission from Institute of Physics, J. Microeng. 
Micromech. 21, 2011, 01500581. 

6.3. Particle sorting and manipulator 

Particle sorting, separation and counting are frequently used in biological and medical 
analysis. Biological samples contain various cells such as blood plasma, and red and white 
cells. For analysis, these cells are to be separated and counted. Cell separation and counting 
are powerful tools being used for quantitative analysis. Acoustic waves can be utilized for 
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particle sorting, separation, counting etc, mostly relying on the nodes and antinodes 
generated by standing waves [137]. Figure 33 shows the principle of a SAW-based particle 
sorting device. A pair of IDTs is arranged face to face with a distance between them equal to 
an integer of the half wavelength, n/2. Upon application of an RF signal, standing waves 
between the two IDT electrodes can be formed. If a channel is fabricated perpendicular to 
the wave path of one wavelength wide, the pressure node in the channel will confine the 
particles within the pressure node, generating streaming with particles confined within the 
line.  

 
Figure 33. Formation of pressure node and anti-node by standing waves used for focusing particles 
inside a channel. A single wave node in a PDMS/SAW device and focus of the particles in a line. 

 
Figure 34. Microscope image of microparticle line induced by acoustic wave node [137]. Reprinted with 
permission from RSC Publishing, Chem. Soc. Rev. 36, 2007, 492. 
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particle sorting, separation, counting etc, mostly relying on the nodes and antinodes 
generated by standing waves [137]. Figure 33 shows the principle of a SAW-based particle 
sorting device. A pair of IDTs is arranged face to face with a distance between them equal to 
an integer of the half wavelength, n/2. Upon application of an RF signal, standing waves 
between the two IDT electrodes can be formed. If a channel is fabricated perpendicular to 
the wave path of one wavelength wide, the pressure node in the channel will confine the 
particles within the pressure node, generating streaming with particles confined within the 
line.  

 
Figure 33. Formation of pressure node and anti-node by standing waves used for focusing particles 
inside a channel. A single wave node in a PDMS/SAW device and focus of the particles in a line. 

 
Figure 34. Microscope image of microparticle line induced by acoustic wave node [137]. Reprinted with 
permission from RSC Publishing, Chem. Soc. Rev. 36, 2007, 492. 
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Shi et al. employed this scheme to obtain focused particle lines using PDMS as the 
microchannel wall [138]. They have demonstrated fluorescent polystyrene particles sorting 
for a solution with a density of 1.176x107 beads/ml. The particle size is around 1.9 μm, and 
the flow containing the particles passes through a channel, and eventually forms a stable 
particle flow. By incorporating channels with different exits, particles with different sizes 
can be separated. Fig. 34 is the photo image of the particles captured by a camera [138]. 

It should be pointed out that standing waves have a long range force compared with the 
sizes of the microparticles; therefore it should be considered as a coarse manipulator or 
tweezers, suitable for simultaneous handling of a large group of particles or cells. It would 
be difficult to manipulate particles precisely down to the micrometre scale individually. For 
precision manipulation of particles, it would be best to integrate acoustic wave devices with 
other mechanisms. Wiklund et al [139] has integrated dielectrophoretic microfluidics 
mechanisms with ultrasonic particles concentrators. The ultrasonic standing wave delivers a 
long range force for high through-put particle manipulation, while the short-range 
dielectrophoretic forces are used for precision control to realize individual cell manipulation 
for bioanalysis.  

Acoustic forces can be utilized to drive particles to places in order to realize scaffolding for 
cell growth. An in vitro cell culture is a technique used to grow cells in extra-cellular 
matrices and potentially for organ farming. Successful growth of cells depends on uniform 
distribution of seed cells into the scaffold of the matrices and the efficiency of the seeding 
process. The moving of a cell suspension into the scaffold material, typically a polymer, in 
the absence of external driving forces is exceptionally slow due to the large capillary 
resistance which may take from hours to days. SAW device can move a droplet with strong 
internal streaming and agitation as discussed, and can be used to deliver particles into the 
polymer matrices for cell growth. Yeo at al. have investigated the effect of SAW agitation on 
the efficiency of suspended fluorescence particles in a polycaprolactone (PCL) scaffold [140]. 
They demonstrated that efficiency up to 90% can be achieved on a SAW device within a few 
seconds, and the particles are uniformly distributed within the polymer matrix [140]. 

6.4. Other acoustic wave based functions 

The acoustic wave technique has been used for biodegradable polymeric nanoparticle 
generation [141]. A polymeric incipient was dissolved into a solvent drop, and then 
atomized by a SAW. The solidified polymeric particles left behind are monodispersed. With 
this technique, 150–200 nm polymer spherical clusters were formed with sub-50 nm 
particulates. Periodically ordered polymer has also been patterned on a substrate by SAW 
atomization [142]. When a polymer solution was spread over the surface of a SAW device 
with two IDTs perpendicular to each other, the surface displacements induced by the 
standing waves displace the polymer film, breaking up the film in both the transverse and 
longitudinal directions producing evenly spaced solidified polymer microstructures. The 
spaces between the nanostructures in the X and Y-directions are approximately half the 
SAW wavelength in both directions with a pattern as shown in Fig. 35(left) schematically. 
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This can also be utilized to fabricate fine microwires of soft matter with nanoparticles 
uniformly dispersed in a solvent.  

  
Figure 35. (Left) Particle lines formed in a fluid induced by standing waves from a pair of SAW IDTs; 
(Right) 2D array of particles form by a pair of IDTs in perpendicular [138]. Reprinted of (b) with 
permission from RSC Publishing, Lab on Chip, 9, 2009, 2890. 

6.5. SAW based lab-on-a-chip 

By using a combination of streaming induced mixing, enhanced biochemical reaction, 
droplet delivery and cell sorting etc by acoustic waves with other microfluidic and sensing 
functions, people have realized SAW based LOCs for various applications. A PCR system 
based on the combination of a SAW and resistance microheaters has been developed 
[74,134]. A schematic of the suggestion is shown in Fig. 36. The SAW-PCR system is a 
droplet-based DNA amplifier with droplets of the sample embedded in oil. SAW devices are 
used for moving and aligning the droplets between the zones with different temperatures 
through virtual tracks formed by chemical modification of the surface hydrophobicity. Once 
PCR amplification is completed, the droplet is moved to another heater for hybridization.  

The chip is able to perform a fast and specific PCR with a small volume of 200 nl within 10 
min. A single nucleotide polymorphism (SNP) responsible for the Leiden Factor V 
syndrome from human blood was successfully amplified by the PCR system and detected 
[134]. A SAW-based chip has several advantages over microfluidic channel systems. It can 
avoid the problems of clogging, large pressure drop and vaporization of liquid from the 
solid surface. Furthermore, the SAW streaming can also help to speed up the binding 
reaction and to get a more homogeneous fluorescence in hybridization. 
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Furthermore, attempts have been made to develop stand alone biodetection systems with 
integrated SAW microfluidics and sensors. In these cases, SAW microfluidics is mainly used 
for transporting liquid and agitating to minimize non-specific binding and speed-up the 
reaction. Due to the small dimensions, liquid in microchannels is dominated by a laminar 
flow, and the biochemical reaction is limited to mass transportation. The process is very 
slow, and the reaction is incomplete, thus additional agitation to speed up the reaction is 
therefore required. A SAW device is an ideal planar device to be integrated in the system for 
these purposes. Figure 37 is a schematic drawing of a SPR detection system with integrated 
SAW microfluidics [143]. By utilizing the abilities of moving droplets and acoustic 
streaming by SAW device, a droplet based SPR system for real-time sensing was realized. 

 
Figure 36. A schematic drawing the SAW based PRC system. 

 
Figure 37. Schematic drawing of the set-up of the droplet-based SPR with SAW integrated for 
streaming to allow the real time monitoring of interactions. 

7. Conclusions  

Lab-on-a-chip systems for medical research, drug development and healthcare etc typically 
consist of a set of microfluidics and sensors. In most cases, the mechanisms for microfluidics 
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and sensors are different and these devices are mostly assembled together to form LOCs, 
making the LOCs big and difficult to operate. Acoustic wave based lab-on-a-chip systems 
are a miniaturized microsystems with typical sizes of few square centimetres. LOCs may 
provide a single or multi-function such as transporting biosamples and sensing on a single 
chip. 

Bulk and surface acoustic waves have found tremendous applications in LOCs. Surface 
acoustic waves have strong forces and can be utilized for fabrication of micropumps, mixers, 
droplets and mist generators for handling liquids and biosamples effectively and efficiently. 
On the other hand, bulk and surface acoustic wave based resonators (QCMs, SAWs and 
FBARs) are extremely sensitive to traces of absorbed mass and hence can be utilized for 
development of high sensitivity biosensors. Also acoustic waves can be utilized for 
generating many other functions such as remote heating, cell concentration and delivery. 
These unique functions of acoustic waves make it possible to develop lab-on-a-chip systems 
with a single actuation and sensing mechanism.  Furthermore all these acoustic devices can 
be realized by using thin film technology, hence opening the way for integration of acoustic 
wave based LOCs with Si-based electronics on the same substrate. 
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1. Introduction 
Ocean Acoustics is the science which studies the sound in the sea and covers not only the 
study of sound propagation, but also its masking by the phenomena of acoustic interference 
[1]. 

Recent developments in underwater acoustic waves modeling have been influenced by 
changes in global geopolitics. These changes are evidenced by strategic shifts in military 
priorities as well as by efforts to transfer defense technologies to non-defense applications. 

Despite the restrictiveness of military security, an extensive body of relevant research 
accumulated in the open literature, and much of this literature addressed the development 
and refinement of numerical codes that modeled the ocean as an acoustic medium [2]. 

One of the most important properties of the oceans as far practical applications are 
concerned lies in their high sensitivity to the propagation of acoustic signals with 
frequencies in the range of 1Hz to 20kHz that, different types of electromagnetic radiation, 
bring together a significant amount of information on the marine environment [3]. Another 
reason for the practical interest in acoustic propagation in the ocean is the distance the 
sound can spread, reaching several hundred kilometers. 

Some properties of the seabed, such as the propagation velocities and compressional 
attenuation, density, among others, contribute to the spread in shallow waters significantly, 
making it interesting to perform a quantitative estimation of their values. 

Underwater acoustic models are designed to simulate in detail the acoustic wave 
characteristics, thus enabling the prediction of the of the relevant phenomena behaviour. 
However a number of limitations are inherent to these models and often have to do with the 
medium characteristics, e.g., depth variation, number of degrees of freedom, just to mention 
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a few. Other effects such as dispersion, are influenced by a different set of conditions such as 
surface irregularities, presence of substances derived from natural or artificial, and others. 

2. Shallow waters 

Acoustic wave propagation in conditions differing from the ideal infinite conditions for 
wave propagation, normally described as shallow water environments will be discussed in 
the following text. 

 

2.1. What is shallow water 

The term “shallow waters” is used when the ocean environment model is restricted by its 
surface at the top and by the seabed at the bottom. An important feature of this 
configuration is to allow the trapping of sound energy between these two interfaces which 
also favours the propagation of sound over long distances. 

The existing criteria for defining the regions of what is "shallow" is based not only on the 
properties of sound propagation in the medium, but mainly by the frequency of the sound 
source and the interactions of sound with the background, resulting in a ratio linking the 
wavelength with the dimensions of the waveguide. Moreover, according to the hypsometric 
criterion [2], related to the depths, we define "shallow" as the waters of the continental 
shelf1. Since the average depth of the platform along the slope is usually found to be around 
200m, the regions  of "shallow" are defined as having depths less than 200m. 

Additionally, ocean areas beyond the continental shelf can be considered to be "shallow" 
when the propagation of a signal with very low frequencies is accompanied by numerous 
interactions with the surface and the bottom Also, in practical terms, for a given frequency, " 
water regions are considered to be "shallow when the "shallow boundaries and reflective 
effects have a majour effect on the propagation and the energy is distributed in the form of a 
cylindrical divergence, getting trapped between the surface and the bottom. 

2.2. Model of a shallow-water sound channel 

The shallow-water acoustic communication channel can be classified as a multipath fading 
channel. It generally exhibits a long multipath delay spread, which can lead to intersymbol 
interference (ISI) if the spread exceeds the symbol time of communication system. 

The main characteristic of sound propagation in the "shallow" is the profile setting the speed 
of sound, which usually has a negative or approximately constant gradient along the depth. 
This means that the spread over long distances due almost exclusively to the interactions of 
sound with the bottom and surface. Because each reflection at the bottom there is a large 
attenuation, spread over long distances is associated with large losses of acoustic energy [2]. 
                                                                 
1 The ocean shelf is the zone around a continent, stretching from the low-water line to depths at which there is a sharp 
increase in the slope of the bottom in the direction of great depths [5]. 
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The emission frequency of the source is also a crucial parameter. As in most regions of the 
ocean the bottom is composed of acoustic energy absorbing material, this will become more 
transparent to the energy in waves of low frequencies, which reduces the energy trapped in 
the waveguide Thus, for the lower frequencies, greater penetration of sound in the 
background is observed and therefore, exhibiting a greater dependence of propagation in 
relation to the parameters geoacoustics. At high frequencies (> 1kHz), sensitivity to the 
roughness of the interfaces and the marine life is greater, resulting in a greater spread, that 
is, a lower penetration of the bottom and a larger volume attenuation [4]. Spread over long 
distances therefore occurs in the range of intermediate frequencies (100 Hz to about 1 kHz) 
and is strongly dependent on the depth and the mechanisms of attenuation. Figure 1 shows 
the attenuation of sound absorption in seawater as a function of frequency. According to [2], 
the dependence with frequency can be categorized into four major regions, in increasing 
order of frequency: absorption in the background, the boric acid relaxation, relaxation of 
magnesium sulfate and viscosity. 

 
Figure 1. Absorption Coefficients for sea water [2]. 
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2.2.1. Water layer 

In seawater, the sound speed is measured using special devices or computed from special 
empirical formulae, using measured values of the temperature, salinity and hydrostatic 
pressure. 

In summer, the sound channel is mainly near the bottom, so that the propagation of sound 
takes place by sequential reflections of refracting rays from the bottom, causing high 
propagation losses. 

The propagation of sound in winter, takes place either in a channel with a constant sound 
speed, when it is described by bottom-surface rays, or in a near-surface channel.  

The propagation of low-frequency sound is most affected by random inhomogeneities with 
characteristic sizes  1m. Random onhomogeneities with vertical scales of 1-10 m and 
horizontal scales of 100-1000 m are mainly due to the fine thermohaline stricture an to 
internal waves [5]. 

In shallow water, the field of internal waves has a number of very specifics characteristics: 

 A considerable inhomogeneity and non-stationarity, due to the characteristic trains of 
intense soliton-like internal waves against a relatively weak background; 

 Clearly expressed anisotropy, determined by the bottom relief, when waves propagate 
mainly in the direction towards the coast, perpendicularly to the outside edge of the 
shelf; 

 Synchronicity of the vertical fluctuations of all fluid layers, attesting to a predominance 
of the first gravitational mode. 

As far the fine thermohaline structure is concerned, according to [5], the ocean is a finely 
stratified medium, in which there exist layers with thickness from tens of centimeters to tens 
of meters, with comparatively homogeneous properties, separated from each other by thin 
boundary layers with sharp changes in the thermodynamic characteristics (the vertical 
gradients of the physical properties in these layers may be 10-100 times greater than their 
average values). Using special sound-speed meters with a large resolution, the existence of 
sharp fine-scale changes in the vertical dependence of the sound speed was established. 
Roughnesses of the water layer boundaries (roughnesses of the bottom and a disturbed 
surface) may also have a marked effect on the propagation of sound in shallow water. 
Losses on the propagation of low-frequency (up to a few kHz) sound are due to various 
mechanisms (absorption, scattering, geometric divergence). The absorption of sound in clear 
water, propagation at low frequencies, is physically mainly due to the conversion of the 
sound energy to heat and is the result of the chemical composition of seawater, which is a 
complex electrolyte. A change in sound pressure leads to a periodic change in its ionic 
composition, which affects the volume viscosity. The absorption relaxation mechanism in 
this case is well described by a formula [5], which yields the absorption coefficient  
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where the frequency is measured in kHz, and the absorption coefficient is given in dB/km. 
In particular, in the region of interest to us, namely approximately from 100 to 1000 Hz, the 
coefficient increases monotonically from 10-3 to 0,06 dB/km. 

2.2.2. Layer of sediments 

This layer consists mainly of bottom deposits of the mud type, denser sedimentary rocks or 
basic rocks (granite, basalt, etc.). Its parameters, like the parameters of the other layers, 
depend on the geographical region.  

In the layer of unconsolidated sediments, one characteristic property is the existence of 
abrupt random inhomogeneities. These include layered (intermittent and tapered) 
structures of length up to tens of kilometers, and vertical channels, associated with the 
venting of gases and diapers (dome-shaped folds, in which rocks with a high plasticity are 
extruded from below). 

In the layer of semi-consolidated sediments, the speed of longitudinal waves is (2 – 3) x 103 
m/s, where a small positive gradient with respect to depth is possible. This layer is also 
absorptive and the absorption coefficients for longitudinal and transverse waves differ and 
are distinguished by a large spread. 

In the layer of consolidated sediments basement is characterized by a high speed of both 
longitudinal (c  (4 – 6) x 103 m/s) and transverse (cs  (1 – 3) x 103 m/s) waves where the 
attenuation coefficients are estimated as   0,1 dB/(km.Hz),  s   0,01 – 0,1 dB/(km.Hz).  

In the theory of the propagation of sound sediments are seen as a two-component medium, 
consisting of a solid skeleton and a fluid component. These theories use a large number of 
parameters (porosity, average grain size, mean-square deviation from the average size, etc.), 
which determine the acoustic properties of a porous medium. This model allows one to 
consider the speed and attenuation coefficients of different types of waves. One of the most 
important characteristics of sediments, which can be calculated, is the frequency 
dependence of the attenuation coefficient of a longitudinal or transverse wave. 

2.3. The sound field  

Sound propagation in the ocean is conveniently described by the wave equation, having 
parameters and boundary conditions which are able to describe the ocean environment. 
There are essentially four types of computational models (computer solutions to the wave 
equation) normally used to describe sound propagation in the sea: Ray Theory, Fast Field 
Program (FFP), Normal Mode (NM) and Parabolic Equation (PE). All of these modes enable 
the ocean environment to vary with the depth. A model that also allows horizontal 
variations in the environment, i.e., sloping bottom or spatially variable oceanography, is 
termed “range dependent”. For high frequencies (few kilohertz or above), ray theory, the 
infinite frequency approximation, is still the most practical whereas the other three model 
types become more and more applicable and useable below, say, a kilohertz [7]. 
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 Synchronicity of the vertical fluctuations of all fluid layers, attesting to a predominance 
of the first gravitational mode. 

As far the fine thermohaline structure is concerned, according to [5], the ocean is a finely 
stratified medium, in which there exist layers with thickness from tens of centimeters to tens 
of meters, with comparatively homogeneous properties, separated from each other by thin 
boundary layers with sharp changes in the thermodynamic characteristics (the vertical 
gradients of the physical properties in these layers may be 10-100 times greater than their 
average values). Using special sound-speed meters with a large resolution, the existence of 
sharp fine-scale changes in the vertical dependence of the sound speed was established. 
Roughnesses of the water layer boundaries (roughnesses of the bottom and a disturbed 
surface) may also have a marked effect on the propagation of sound in shallow water. 
Losses on the propagation of low-frequency (up to a few kHz) sound are due to various 
mechanisms (absorption, scattering, geometric divergence). The absorption of sound in clear 
water, propagation at low frequencies, is physically mainly due to the conversion of the 
sound energy to heat and is the result of the chemical composition of seawater, which is a 
complex electrolyte. A change in sound pressure leads to a periodic change in its ionic 
composition, which affects the volume viscosity. The absorption relaxation mechanism in 
this case is well described by a formula [5], which yields the absorption coefficient  
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where the frequency is measured in kHz, and the absorption coefficient is given in dB/km. 
In particular, in the region of interest to us, namely approximately from 100 to 1000 Hz, the 
coefficient increases monotonically from 10-3 to 0,06 dB/km. 

2.2.2. Layer of sediments 

This layer consists mainly of bottom deposits of the mud type, denser sedimentary rocks or 
basic rocks (granite, basalt, etc.). Its parameters, like the parameters of the other layers, 
depend on the geographical region.  

In the layer of unconsolidated sediments, one characteristic property is the existence of 
abrupt random inhomogeneities. These include layered (intermittent and tapered) 
structures of length up to tens of kilometers, and vertical channels, associated with the 
venting of gases and diapers (dome-shaped folds, in which rocks with a high plasticity are 
extruded from below). 

In the layer of semi-consolidated sediments, the speed of longitudinal waves is (2 – 3) x 103 
m/s, where a small positive gradient with respect to depth is possible. This layer is also 
absorptive and the absorption coefficients for longitudinal and transverse waves differ and 
are distinguished by a large spread. 

In the layer of consolidated sediments basement is characterized by a high speed of both 
longitudinal (c  (4 – 6) x 103 m/s) and transverse (cs  (1 – 3) x 103 m/s) waves where the 
attenuation coefficients are estimated as   0,1 dB/(km.Hz),  s   0,01 – 0,1 dB/(km.Hz).  

In the theory of the propagation of sound sediments are seen as a two-component medium, 
consisting of a solid skeleton and a fluid component. These theories use a large number of 
parameters (porosity, average grain size, mean-square deviation from the average size, etc.), 
which determine the acoustic properties of a porous medium. This model allows one to 
consider the speed and attenuation coefficients of different types of waves. One of the most 
important characteristics of sediments, which can be calculated, is the frequency 
dependence of the attenuation coefficient of a longitudinal or transverse wave. 

2.3. The sound field  

Sound propagation in the ocean is conveniently described by the wave equation, having 
parameters and boundary conditions which are able to describe the ocean environment. 
There are essentially four types of computational models (computer solutions to the wave 
equation) normally used to describe sound propagation in the sea: Ray Theory, Fast Field 
Program (FFP), Normal Mode (NM) and Parabolic Equation (PE). All of these modes enable 
the ocean environment to vary with the depth. A model that also allows horizontal 
variations in the environment, i.e., sloping bottom or spatially variable oceanography, is 
termed “range dependent”. For high frequencies (few kilohertz or above), ray theory, the 
infinite frequency approximation, is still the most practical whereas the other three model 
types become more and more applicable and useable below, say, a kilohertz [7]. 
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The wave equation for an acoustic field of angular frequency  is  

 
2

2 2 2 2
2( , ) ( , ) ( , ) ( ) ( ); ( , ) ,
( , )s sr z K r z r z r r z z K r z

c r z
           (2) 

where the subscript “s” denotes the source coordinates. The range dependent environment 
manifests itself as a coefficient, 2( , )K r z , of the partial differential equation for the sound 
speed profile and the range dependent bottom type and topography appears as both 
coefficients (elasticity effects are an added complication) and complicated boundary 
conditions. 

Throughout the theoretical development of these five techniques, the potential function G 
normally represents the acoustical field pressure. When this is the case, the Transmission 
Loss (TL) can easily be calculated as: 
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3. Approximate methods in shallow-water acoustics 

The various physical and mathematical models all have inherent limitations in their 
applicability. These limitations are usually manifested as restrictions in the frequency range 
or in your specification of the problem geometry. Such limitations are collectively referred to 
as “domains of applicability,” and vary from model to model. The model selection criteria 
are provided to guide potential users to those models most appropriate to their needs [2]. 

 
Figure 2. Summary relationship among theoretical approaches for propagation modeling. 
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A further subdivision can be made according to range-independent and range-dependent 
models. Range independence means that the model assumes a horizontally stratified ocean 
in which properties vary only as a function of depth. Range dependence indicates that some 
properties of the ocean medium are allowed to vary as a function of range (r) and azimuth 
() from the receiver, in addition on a depth (z) dependence. Such range-varying properties 
commonly include sound speed and bathymetry, although other parameters such as sea 
state, absorption and bottom composition may also vary. Range dependence can further be 
regarded as two dimensional (2D) for range and depth variations or three dimensional (3D) 
for range, depth and azimuthal variations [2]. 

3.1. Ray-theory models 

Ray-theoretical models, a geometrical approximation, calculate TL on the basis of ray 
tracing. Ray theory starts with the Helmholtz equation. The solution for  is assumed to be 
the product of a pressure amplitude function A = A(x,y,z) and a phase function P = S(x,y,z):  
= AeiS, where the exponential term allows for rapid variations as a function of range and 
A(x,y,z) is a more slowly varying “envelope” which incorporates both geometrical spreading 
and loss mechanisms. Substituting this solution into the Equation (2) and separating real 
and imaginary terms yields: 
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Equation 4 contains the real terms and defines the geometry of the rays. Equation 5, also 
known as the transport equation, contains the imaginary terms and determines the wave 
amplitudes. The separation of functions is performed under the assumption that the 
amplitude varies more slowly with position than does the phase (geometrical acoustics 
approximation). The geometrical acoustics approximation is a condition in which the 
fractional change in the sound-speed gradient over a wavelength is small compared to the 
gradient c/, where c is the speed of sound and  is the acoustic wavelength [2]. Specifically 

 2 21 .A K
A
   (6) 

In other words, the sound speed must not change much over one wavelength. Under this 
approximation, Equation 4 reduces to 

 
2 2 .S K     (7) 



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 564 

The wave equation for an acoustic field of angular frequency  is  

 
2

2 2 2 2
2( , ) ( , ) ( , ) ( ) ( ); ( , ) ,
( , )s sr z K r z r z r r z z K r z

c r z
           (2) 

where the subscript “s” denotes the source coordinates. The range dependent environment 
manifests itself as a coefficient, 2( , )K r z , of the partial differential equation for the sound 
speed profile and the range dependent bottom type and topography appears as both 
coefficients (elasticity effects are an added complication) and complicated boundary 
conditions. 

Throughout the theoretical development of these five techniques, the potential function G 
normally represents the acoustical field pressure. When this is the case, the Transmission 
Loss (TL) can easily be calculated as: 

 
12

10 1010log 20log .TL  


          (3) 

3. Approximate methods in shallow-water acoustics 

The various physical and mathematical models all have inherent limitations in their 
applicability. These limitations are usually manifested as restrictions in the frequency range 
or in your specification of the problem geometry. Such limitations are collectively referred to 
as “domains of applicability,” and vary from model to model. The model selection criteria 
are provided to guide potential users to those models most appropriate to their needs [2]. 

 
Figure 2. Summary relationship among theoretical approaches for propagation modeling. 

 
Underwater Acoustics Modeling in Finite Depth Shallow Waters 565 

A further subdivision can be made according to range-independent and range-dependent 
models. Range independence means that the model assumes a horizontally stratified ocean 
in which properties vary only as a function of depth. Range dependence indicates that some 
properties of the ocean medium are allowed to vary as a function of range (r) and azimuth 
() from the receiver, in addition on a depth (z) dependence. Such range-varying properties 
commonly include sound speed and bathymetry, although other parameters such as sea 
state, absorption and bottom composition may also vary. Range dependence can further be 
regarded as two dimensional (2D) for range and depth variations or three dimensional (3D) 
for range, depth and azimuthal variations [2]. 

3.1. Ray-theory models 

Ray-theoretical models, a geometrical approximation, calculate TL on the basis of ray 
tracing. Ray theory starts with the Helmholtz equation. The solution for  is assumed to be 
the product of a pressure amplitude function A = A(x,y,z) and a phase function P = S(x,y,z):  
= AeiS, where the exponential term allows for rapid variations as a function of range and 
A(x,y,z) is a more slowly varying “envelope” which incorporates both geometrical spreading 
and loss mechanisms. Substituting this solution into the Equation (2) and separating real 
and imaginary terms yields: 

 

 
22 21 0A S K

A
        (4) 

and 

 22 0.A S A S        (5) 

Equation 4 contains the real terms and defines the geometry of the rays. Equation 5, also 
known as the transport equation, contains the imaginary terms and determines the wave 
amplitudes. The separation of functions is performed under the assumption that the 
amplitude varies more slowly with position than does the phase (geometrical acoustics 
approximation). The geometrical acoustics approximation is a condition in which the 
fractional change in the sound-speed gradient over a wavelength is small compared to the 
gradient c/, where c is the speed of sound and  is the acoustic wavelength [2]. Specifically 

 2 21 .A K
A
   (6) 

In other words, the sound speed must not change much over one wavelength. Under this 
approximation, Equation 4 reduces to 

 
2 2 .S K     (7) 



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 566 

Equation 7 is referred to as the eikonal equation. Surfaces of constant phase (S = constant) 
are the wavefronts, and the normal to these wavefronts are the rays. Eikonal refers to the 
acoustic path length as a function of the path endpoints. Such rays are referred to as 
eigenrays when the endpoints are the source and receiver positions. Differential ray 
equations can then be derived from the eikonal equation. 

The ray trajectories are perpendicular to surfaces of constant phase, S, and may be expressed 
mathematically as follow: 

 ,d dRK K
dl dl
 

  
 

  (8) 

where l is the arc length along the direction of the ray and R is the displacement vector.  
One can determine that the direction of average flux (energy) follows that the trajectories 
and the amplitude of the field at any point can be obtained from the density of rays.  
Once S is obtained, the Equation 5 yields the amplitude. We mention here, also, that 
“corrected” ray theory assumes that A can be expanded in powers of inverse frequency-the 
leading term is the infinite-frequency result with the additional terms being frequency 
corrections [7]. 

The ray theory method is computationally rapid, extends to range dependent problems and 
the ray traces give a very physical picture of the acoustic paths. It is helpful in describing 
how noise redistributes itself when propagating long distances over paths that include 
shallow and deep environments and/or mid latitude to Polar Regions. The disadvantage of 
ray theory is that it does not include diffraction and such effects that describe the low 
frequency dependence (“degree of trapping”) of ducted propagation. 

3.2. Fast Field Program (FFP) 

In the underwater acoustics, fast-field theory is also referred to as “wavenumber 
integration.” Range independent wave theory solves the wave equation exactly when the 
ocean environment does not change in range. One of the possible derivations of the solution 
technique is to Fourier decompose the acoustic field an infinite set of horizontal waves, 
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and from Equation 2, the depth dependent Green’s function, g(k, z, zs), satisfies 
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Assuming azimuthal symmetry, we can integrate Equation 9 over the angular variable to 
Hankel functions and their asymptotic form reduces Equation 9 to (for simplicity, we take  
rs = 0) 
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Note that the factor r-1/2 arises from cylindrical spreading. We now discretize the above 
integral and transform to a form amenable to the FFT technique by setting km = k0 + mk; rn = 
r0 + nr where n, m = 0, 1, …, N – 1. The additional condition rk = 2/N and N is an integral 
power of two. The discretization scheme limits the solution to outgoing waves and Equation 
10 becomes 
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  (12) 

 

The above equation is now easily evaluated using the FFT algorithm with the bulk of the 
effort going into evaluating g by solving Equation 10. Although the method is labeled “fast 
field” it is fairly slow because of the time required to calculate the g’s. However, it has 
advantages when one wishes to calculate the “near field” region or to include shear wave 
effects in elastic media. Because of this latter capability, it can be used as the propagation 
component of a description of (micro) seismic noise. The FFP method is often used as a 
benchmark for others less exact techniques. One such technique, not applicable to the near 
field but exact for a large class of range independent far-field problems is the 
computationally faster normal mode method [7]. 

3.3. Normal Mode Model (NM) 

Normal-mode solutions are derived from an integral representation of the wave equation. In 
order to obtain practical solutions, however, cylindrical symmetry is assumed in a stratified 
medium (i.e. the environment changes as a function of depth only). The solution for the 
potential function  can be written in cylindrical coordinates as the product of a depth 
function F(z) and a range function S(r): 

    ,  ( ).z r F z S r    (13) 

Next, a separation of variables is performed using 2 as the separation constant. The two 
resulting equations are: 
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Equation 14 is the depth equation, better known as the normal mode equation, which 
describes the standing wave portion of the solution. Equation 15 is the range equation, 
which describes the traveling wave portion of the solution. Thus, each normal mode can be 
viewed as traveling wave in the horizontal (r) direction and as a standing wave in the depth 
(z) direction [2]. 

The normal-mode Equation 14 poses an eigenvalue problem. Its solution is known as the 
Green’s function. The range Equation 15 is the zero-order Bessel equation. Its solution can be 
written in terms of a zero-order Hankel function  (1)

0H . The full solution for  can be 

expressed by an infinite integral, assuming a monochromatic (single-frequency) point 
source: 
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0 0( , ; ) ( )G z z H r d    
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where G is the Green’s function, (1)

0H a zero-order Hankel function of the first kind and z0 
the source depth. Note that  is a function of the source depth (z0) and the receiver (z).  To 
obtain what is known as the normal-mode solution to the wave equation, the Green’s 
function is expanded in terms of normalized mode functions. 

The advantages of the Normal Modes procedure are: that once value problem is solved one 
has the solution for all source and receiver configurations, and, that is easily extended to 
moderate range dependent conditions using the adiabatic approximation. 

3.4. Parabolic Equation Model (PE) 

The parabolic approximation method was successfully applied to microwave waveguides, 
laser beam propagating, plasma physics, seismic wave propagation and underwater 
acoustic propagation. 

The PE is derived by assuming that energy propagates at speeds close to a reference speed – 
either the shear speed or the compressional speed, as appropriate [2]. 

The PE method factors an operator to obtain an outgoing wave equation that can be solved 
efficiently as an initial-value problem in range. This factorization is exact when the 
environment is range independent. Range-dependent media can be approximated as a 
sequence of range-independent regions from which backscattered energy is neglected. 
Transmitted fields can then be generated using energy-conservation an single-scattering 
corrections [2]. 

The basic acoustic equation for acoustic propagation can be rewritten as:  

 2 2 2
0 0k n     (17) 
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where k0 is the reference wavenumber (/c0), (=2f) the source frequency, c0 the reference 
sound speed, c(r, , z) the sound speed in range (r), azimuthal angle () and depth (z), n the 
refraction index (c0/c),   the velocity potential and 2 the Laplacian operator. 

Equation 17 can be rewritten in cylindrical coordinates as: 
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where azimuthal coupling has been neglected, but the index of refraction retains a 
dependence on azimuth. Further, assume a solution of the form: 
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and obtain: 
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Using 2
0k  as a separation constant, separate Equation 20 into two differential equations as 

follows: 
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Rearrange terms and obtain: 
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which is the zero-order Bessel equation, and: 

 
2 2

2 2 2
0 02 2

1 2 0.S k n k
r S r rr z

      
            

  (24) 

The solution of the Bessel equation 24 for outgoing waves is given by the zero-order Hankel 
function of the first kind: 
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For k0r >> 1 (far-field approximation): 
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which the asymptotic expansion for large arguments. The equation for ( , )r z  (Equation 24) 
can be simplified to: 
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Further assume that: 
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which is the paraxial approximation. Then, Equation 27 reduces to: 
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which is the parabolic wave equation. In this equation, n depends on depth (z), range (r) and 
azimuth (). This equation can be numerically solved by “marching solutions” when the 
initial field is known [2]. The computational advantage of the parabolic approximation lies 
in the fact that a parabolic differential equation can be marched in the range dimension 
whereas the elliptic reduced wave equation must be numerically solved in the entire range-
depth region simultaneously Typically, a Gaussian field or a normal-mode solution is used 
to generate the initial solution. 

4. Final considerations  

A brief description of underwater acoustic propagation models for the “shallow 
environment has been considered. The choice of appropriate model depends on the 
simplifications needed for the environment in question. All the discussed models are  
well known and have been successfully developed by several authors for a variety of 
conditions. 

The application of underwater acoustics is mostly sensor-based, including ocean sampling 
networks, environmental monitoring, undersea explorations, disaster prevention, assisted 
navigation, speech transmission between divers, distributed tactical surveillance, and mine 
reconnaissance. 

Acoustical transmission is more flexible than others approaches, as it can be deployed in a 
wide variety of configurations, including networks consisting of both mobile and stationary 
nodes. It is not, however, free of complexity, In fact, certain aspects of underwater acoustic 
communications are more difficult than those RF terrestrial networks, especially high 
propagation delay. In general, underwater acoustic communications are influenced by 
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transmission loss, bubbles, stratification, multipath propagation, Doppler spread, noise, and 
high propagation delay. 

Transmission loss describes the weakening intensity of sound over a distance and is 
comprised of losses from both spreading and attenuation. Spreading loss is a geometrical 
effect that represents the weakening of sound as the wave moves outward from the source. 
It can be further classified as spherical spreading, cylindrical spreading, or a variant with 
properties somewhere between the two. Attenuation loss encompasses the effects of 
absorption, scattering, and leakage out of a sound channel. Absorption, a true loss of 
acoustic energy that results from the conversion of that energy into heat, accounts for the 
majority of attenuation. Bubbles produced by breaking waves at the surface can influence 
the propagation of high frequency signals. No bubble-induced losses were discovered for 
waves produced with wind speeds of 6 m/s or less [6]. 

The propagation of sound waves in the ocean is a somewhat complex process, particularly 
when there are multiple interactions with the seabed, which is often difficult to model. The 
theory of wave propagation is physical basis for the study of underwater acoustics and 
descriptive, and this we considered that the proper domain of the theory in simple 
environments is essential for proper understanding in solving problems realistic sound 
propagation in shallow water. 
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1. Introduction 

Modeling acoustic propagation conditions is an important issue in underwater acoustics 
and there exist several mathematical/numerical models based on different approaches. Some 
of the most used approaches are based on ray theory, modal expansion and wave number 
integration techniques. Ray acoustics and ray tracing techniques are the most intuitive and 
often the simplest means for modeling sound propagation in the sea. Ray acoustics is based 
on the assumption that sound propagates along rays that are normal to wave fronts, the 
surfaces of constant phase of the acoustic waves. When generated from a point source in a 
medium with constant sound speed, the wave fronts form surfaces that are concentric 
circles, and the sound follows straight line paths that radiate out from the sound source. If 
the speed of sound is not constant, the rays follow curved paths rather than straight ones. 
The computational technique known as ray tracing is a method used to calculate the 
trajectories of the ray paths of sound from the source.  

Ray theory is derived from the wave equation when some simplifying assumptions are 
introduced and the method is essentially a high-frequency approximation. The method is 
sufficiently accurate for applications involving echo sounders, sonar, and communications 
systems for short and medium short distances. These devices normally use frequencies that 
satisfy the high frequency conditions. This article demonstrates that ray theory also can be 
successfully applied for much lower frequencies approaching the regime of seismic 
frequencies. 

This article presents classical ray theory and demonstrates that ray theory gives a valuable 
insight and physical picture of how sound propagates in inhomogeneous media. However, 
ray theory has limitations and may not be valid for precise predictions of sound levels, 
especially in situations where refraction effects and focusing of sound are important. There 
exist corrective measures that can be used to improve classical ray theory, but these are not 
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discussed in detail here. Recommended alternative readings include the books. [1-4] and the 
articles [5-6]. 

A number of realistic examples and cases are presented with the objective to describe some 
of the most important aspects of sound propagation in the oceans. This includes the effects 
of geographical and oceanographic seasonal changes and how the geoacoustic properties of 
the sea bottom may limit the propagation ranges, especially at low frequencies. The 
examples are based on experience from modeling sonar systems, underwater acoustic 
communication links and propagation of low frequency noise in the oceans. There exist a 
number of ray trace models, some are tuned to specific applications, and others are more 
general. In this chapter the applications and use of ray theory are illustrated by using Plane 
Ray, a ray tracing program developed by the author, for modeling underwater acoustic 
propagation with moderately range-varying bathymetry over layered bottom with a thin 
fluid sedimentary layer over a solid half with arbitrary geo-acoustic properties. However, 
the discussion is quite general and does not depend on the actual implementation of the 
theory. 

2. Theory of ray acoustics 

The theory of ray acoustics can be found in most books and [1-4] will not be repeated here, 
but instead we follow a heuristic approach based on Snell’s law, which is expressed by. 
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Figure 1 shows a small segment of a ray path and the coordinate system. The segment has 
horizontal and vertical components dz and dr, respectively, and has the angle with the 
horizontal plane. When the speed of sound varies with depth the ray paths will bend and 
the rays propagate along curved paths. The radius of curvature R is defined as the ratio 
between an increment in the arc length and an increment in the angle 

 


 .dsR
d

 (2) 

Figure 1 shows that the radius of curvature is  
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When the sound speed varies with depth the ray angle  is a function of depth according to 
Snell’s law. Taking the derivative of Eq. (3) with respect to gives the ray’s radius of 
curvature at depth z expressed as 
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The ray parameter  is defined in Eq. (1) and g(z) is the sound speed gradient. 
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At any point in space, the ray curvature is therefore given by the ray parameter  and the 
local value of the sound speed gradient g(z). The positive or negative sign of the gradient 
determines whether the sign of R is negative or positive, and thereby determines if the ray 
path curves downward or upward.  

A ray with horizontal angle in strikes a plane with inclination , the reflected ray is changed 
to out. 

 
Figure 1. A small segment of a ray path in a isotropic medium with arc length ds. 

 
Figure 2. A ray with horizontal angle in strikes a plane with inclination , the reflected ray is changed 
to  out. 

The ray parameter is not constant when the bathymetry varies with range. The change in ray 
direction is illustrated in Figure 2 showing that after reflection the angle in of an incoming 
ray is increased by twice the bottom inclination angle . 

 2 .   out in  (5) 

Consequently, after the ray is reflected, its ray parameter must change from in to out, which 
is expressed as 
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The coordinates of a ray, starting with the angle 1 at the point (r1,z1), where the sound speed 
is c1, as shown in Figure 3. For the coordinates of the running point at (r2, z2) along the ray 
path, the horizontal distance is  
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The travel time between the two points is obtained by integrating the quantity 1/c, the 
slowness, along the ray path:  
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Figure 3. Left: The sound speed profile. Right: A portion of a ray traveling from point (r1, z1) to  
(r2, z2). 

The acoustic intensity of a ray can, according to ray theory, be calculated using the principle 
that the power within a ray tube remains constant within that ray tube. This is illustrated in 
Figure 4 showing two rays with a vertical angle separation of d0 that define a ray tube 
centered on the initial angle 0. At a reference distance r0 from the source, the intensity is I0. 
Taking into consideration the cylindrical symmetry about the z axis, the power P0 within 
the narrow angle d0 is  

 2
0 0 0 0 02 cos .   P I r d  (9) 

At horizontal distance r, the intensity is I. In terms of the perpendicular cross section dL of 
the ray tube, the power is 

 2 . P I rdL  (10) 

Since the power in the ray tube does not change, we may equate Eq.(9) and eq. (10) , and 
solve for the ratio of the intensities: 
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Figure 4. The principle of intensity calculations: energy radiated in a narrow tube remains inside the 
tube; r0 represents a reference distance and 0 is the initial ray angle at the source; d0 is the initial 
angular separation between two rays; dr is the incremental range increase;  is the angle at the field 
point; dz is the depth differential; and dL is the width of the ray tube. 

Instead of using Eq.(11) , it may be more convenient to use the vertical horizontal ray dr, 
which is 
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The last expression in Eq.(13) is obtained by assuming that the ray parameter is constant and 
by using Snell’s law. The absolute values are introduced to avoid problems with regard to 
the signs of the derivatives and of sin. 

With respect to the reference distance r0, the transmission loss TL is defined as 

  010log / . TL I I  (14) 

By inserting Eq.(13) into Eq.(14) the transmission loss becomes 
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The term c0/c is close to unity in water and can be ignored in most cases. 

In this treatment the transmission loss includes only the geometric spreading loss. Therefore 
bottom and surface reflection losses and sea water absorption loss must be included 
separately.  

The geometric transmission loss in Eq.(15) consists of two parts. The first term represents the 
horizontal spreading of the ray tube and results in a cylindrical spreading loss. The second 



 
Modeling and Measurement Methods for Acoustic Waves and for Acoustic Microdevices 576 

The coordinates of a ray, starting with the angle 1 at the point (r1,z1), where the sound speed 
is c1, as shown in Figure 3. For the coordinates of the running point at (r2, z2) along the ray 
path, the horizontal distance is  

 
 

 
 

 
 

2 2 2

1 1 1

2 1 2 2 2

cos
= .

tan 1 cos 1

 
  

  
 

  
z z z

z z z

z dz c z dzdzr r
z z c z

 (7) 

The travel time between the two points is obtained by integrating the quantity 1/c, the 
slowness, along the ray path:  

 
       

2 2 2

1 1 1

2 1 2 2
.

sin 1 ( )
 

 
   

  
z z z

z z z

ds dz dz
c s c z z c z c z

 (8) 

 
Figure 3. Left: The sound speed profile. Right: A portion of a ray traveling from point (r1, z1) to  
(r2, z2). 

The acoustic intensity of a ray can, according to ray theory, be calculated using the principle 
that the power within a ray tube remains constant within that ray tube. This is illustrated in 
Figure 4 showing two rays with a vertical angle separation of d0 that define a ray tube 
centered on the initial angle 0. At a reference distance r0 from the source, the intensity is I0. 
Taking into consideration the cylindrical symmetry about the z axis, the power P0 within 
the narrow angle d0 is  

 2
0 0 0 0 02 cos .   P I r d  (9) 

At horizontal distance r, the intensity is I. In terms of the perpendicular cross section dL of 
the ray tube, the power is 

 2 . P I rdL  (10) 

Since the power in the ray tube does not change, we may equate Eq.(9) and eq. (10) , and 
solve for the ratio of the intensities: 

 
2

0 0
0

0

cos .
I r d
I r dL

 (11) 

 
Ray Trace Modeling of Underwater Sound Propagation 577 

 
Figure 4. The principle of intensity calculations: energy radiated in a narrow tube remains inside the 
tube; r0 represents a reference distance and 0 is the initial ray angle at the source; d0 is the initial 
angular separation between two rays; dr is the incremental range increase;  is the angle at the field 
point; dz is the depth differential; and dL is the width of the ray tube. 

Instead of using Eq.(11) , it may be more convenient to use the vertical horizontal ray dr, 
which is 

 ,
sin


dLdr  (12) 

resulting in 

 
2 2

0 0 0 0 0 0

0

cos cos .
sin sin

   
 

      
  

I r d r c d
I r dr r c dr

 (13) 

The last expression in Eq.(13) is obtained by assuming that the ray parameter is constant and 
by using Snell’s law. The absolute values are introduced to avoid problems with regard to 
the signs of the derivatives and of sin. 

With respect to the reference distance r0, the transmission loss TL is defined as 

  010log / . TL I I  (14) 

By inserting Eq.(13) into Eq.(14) the transmission loss becomes 

  2
0

0 0

10log / 10log 10log .


 
    

 

dz cTL r r
d c

 (15) 

The term c0/c is close to unity in water and can be ignored in most cases. 

In this treatment the transmission loss includes only the geometric spreading loss. Therefore 
bottom and surface reflection losses and sea water absorption loss must be included 
separately.  

The geometric transmission loss in Eq.(15) consists of two parts. The first term represents the 
horizontal spreading of the ray tube and results in a cylindrical spreading loss. The second 
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and third terms represent the vertical spreading of the ray tube and are influenced by the 
depth gradient of the sound speed. 

Eq.(13) predicts infinite intensity under either of two conditions: when  = 0 or when 
dr / d0 = 0. The first condition signifies a turning point where the ray path becomes 
horizontal; the second condition occurs at points where an infinitesimal increase in the 
initial angle of the ray produces no change in the horizontal range traversed by the ray. The 
locus of all such points in space is called a caustic. In both cases there is focusing of energy 
by refraction and where classical ray theory incorrectly predicts infinite intensity. Caustics 
and turning points will be discussed further in section 8.2. 

3. A recipe for tracing of rays  

A simple receipt for a ray tracing algorithm is to divide the whole water column into a large 
number of layers, each with the same thickness z. Within each layer, the sound speed profile 
is approximated as linear so that, in the layer zi < z < zi+1, the sound speed is taken to be  

     .i i ic z c g z z    (16) 

where ci is the speed at depth zi, and gi is the sound speed gradient in the layer. From Eq. (7) 
and Eq. (8) the range and travel time increments in the layer are given by 
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When 2 2
1( ) 1ic z   , the ray path turns at a depth between zi and zi+1, and Eq.s (17) and (18) 

must be replaced by the following expressions:  
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These equations give the trajectories and the travel times for any ray’s path to the desired 
range. By applying Eqs. (13) and (14), the geometrical transmission loss is also determined. 
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The simplicity of this method lies in the approximation of the sound speed profiles with 
straight-line segments and the ray path’s subsequent decomposition into circular segments. 
The method’s accuracy is determined by how well the linear fit matches the actual profile. In 
practice, the sound speed profile is often given as measured sound speeds at relatively few 
depth points. It is therefore advisable to use an interpolation scheme that is consistent with 
the usual behavior of the sound speed profile to increase the number of depth points to an 
acceptable high density. 

The examples in this article are generated using the ray trace program PlaneRay that has 
been developed by the author [7-8]. However, any other ray programs with similar 
capabilities could have been use and the discussion is therefore valid for ray modeling in 
general. Other models frequently used and are the Bellhop model [9], and the models [10-
11]. 

Figure 5 shows an example of ray modeling. The sound speed profile is shown at the left 
panel and the rays from a source at 50 m depth is shown in the right panel, which also 
shows the bathymetry and the thickness of the sediment layer over the solid half space. 

 
Figure 5. Sound speed profile and ray traces for a typical case. The source depth is 150 m and the red 
dotted line indicates a receiver line at a depth of 50 m. The initial angles of the rays at the source are 
from –30º to 30º. 

4. Eigenray determination 

To calculate the acoustic field it is necessary to have an efficient and accurate algorithm for 
determination of eigenrays. An eigenray is defined as a ray that connects a source position 
with a receiver position. In most case with multipath propagation there are many eigenrays 
for a given source/receiver configuration, which means that finding all eigenrays is not a 
trivial task.  

The PlaneRay model uses a unique sorting and interpolation routine for efficient 
determination of a large number of eigenrays in range dependent environments. This 
approach is described by the two plots in Figure 6, which displays the ray history as 
function of initial angle at the source. All facts and features of the acoustic fields such as the 
transmission loss, transfer function and time responses are derived from the ray traces and 
their history The two plots show the ranges and travel times to where the rays cross the 
receiver depth line (marked by the red dashed line in Figure 5). A particular ray may 
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and third terms represent the vertical spreading of the ray tube and are influenced by the 
depth gradient of the sound speed. 

Eq.(13) predicts infinite intensity under either of two conditions: when  = 0 or when 
dr / d0 = 0. The first condition signifies a turning point where the ray path becomes 
horizontal; the second condition occurs at points where an infinitesimal increase in the 
initial angle of the ray produces no change in the horizontal range traversed by the ray. The 
locus of all such points in space is called a caustic. In both cases there is focusing of energy 
by refraction and where classical ray theory incorrectly predicts infinite intensity. Caustics 
and turning points will be discussed further in section 8.2. 

3. A recipe for tracing of rays  

A simple receipt for a ray tracing algorithm is to divide the whole water column into a large 
number of layers, each with the same thickness z. Within each layer, the sound speed profile 
is approximated as linear so that, in the layer zi < z < zi+1, the sound speed is taken to be  

     .i i ic z c g z z    (16) 

where ci is the speed at depth zi, and gi is the sound speed gradient in the layer. From Eq. (7) 
and Eq. (8) the range and travel time increments in the layer are given by 
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These equations give the trajectories and the travel times for any ray’s path to the desired 
range. By applying Eqs. (13) and (14), the geometrical transmission loss is also determined. 
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transmission loss, transfer function and time responses are derived from the ray traces and 
their history The two plots show the ranges and travel times to where the rays cross the 
receiver depth line (marked by the red dashed line in Figure 5). A particular ray may 
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intersect the receiver depth line, at several ranges. For instance at the range of 2 km, there 
are 11 eigenrays and from  Figure 6 the initial angles of these rays are approximately found 
to be 5.9°, 9.6°, 22°, 24° for the positive (down going) rays and2.0°,3.6, ° 7-4° 15.0° 
17.0° 25.0°,27.0°, for the negative (up-going waves). However, the values found in this 
way are often not sufficiently accurate for the determination of the sound field. Further 
processing may therefore be required to obtain accurate results.  

The graphs of Figure 6 are composed of independent points, but it is evident that the points 
are clustered in independent clusters or groups. This property is used for sorting the points 
into branches of curves that represents different ray history. These branches are in most case 
relatively continuous and therefore amenable to interpolation. An additional advantage of 
this method is that the contribution of the various multipath arrivals can be evaluated 
separately, thereby enabling the user to study the structure of the field in detail.  

 
Figure 6.  Ray history of the initial ray tracing in Figure 5 showing range (left) and travel time (right) to 
the receiver depth as function of initial angel at the source. 

In most cases the eigenrays are determined by one simple interpolation yields values that 
are sufficiently accurate for most application, but the accuracy increases with increasing 
density of the initial angles at the cost of longer computation times.  

Figure 7 shows examples of eigenrays traces with rays a receiver located at 2.5 km from the 
source for the scenario shown in Figure 5. To this receiver there are a total of 12 eigenrays, 
spanning the range of initial angles from -30° to 29°.  

 
Figure 7. Eigenrays from a source at 150 m depth to a receiver at 50 m depth and distance of 2.5 km 
from the source. 
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5. Acoustic absorption in sea water 

Sound absorption is important for long range propagation especially at higher frequencies. 
The absorption increases with frequencies and is dependent on temperature, salinity, depth 
and the pH value of the water. There exists several expressions for acoustic absorption in sea 
water; one of the preferred options is the semi-empirical formulae by Francoise and 
Garrison [12]. Figure 8 shows sound absorption as function of frequency in sea water using 
this expression for the values given in the figure caption. 

 

Figure 8. Acoustic absorption (dB/km) for fresh water and saltwater, plotted as a function of frequency 
(kHz) for water temperature of 10C, atmospheric pressure of one atmosphere (surface), salinity of 35 
pro mille, and pH value of 7.8. The various contributions to the absorption are also indicated. 

6. Boundary conditions at the surface and bottom interfaces 

Ray tracing is greatly simplified when no rays are traced into the bottom, but stops at the 
water-bottom interface. This avoids tracing of multiple reflections in layered bottoms. 
Instead the boundary conditions at the sea surface and the bottom can be approximately 
satisfied by the use of plane wave reflection coefficient. 

A simple and useful bottom model is assuming a fluid sedimentary layer over a 
homogeneous solid half space. The reflection coefficient of a bottom with this structure is  
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where γp1 is the vertical wave number for sediment layer and D is the thickness of the 
sediment layer. The reflection coefficient between the water and the sediment layer, r01, is 
given as  
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where γp1 is the vertical wave number for sediment layer and D is the thickness of the 
sediment layer. The reflection coefficient between the water and the sediment layer, r01, is 
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and r12 is the reflection coefficient between the sediment layer and the solid half space,  
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In Eq (15) and (16) Zki is the acoustic impedance for the compressional (k = p) and shear 
(k = s) waves in water column (i = 0), sediment layer (i = 1) and solid half-space (i = 2), 
respectively. The grazing angle of the transmitted shear wave in the solid half-space is 
denoted θs2.  

Figure 9 shows an example of the bottom reflection loss as function of angle and frequency 
for a bottom with a sediment layer with the thickness D = 2 m with sound speed of 1700 m/s 
and density 1800 kg/m3 over a homogenous solid half space with compressional speed 3000 
m/s, shear speed 500 m/s and density 2500 kg/m3. The wave attenuations are 0.5 dB/ 
wavelength. The critical angle changes from 60° at very low frequencies to about 28° at high 
frequencies, the two angles are given by the sound speed in the water and the two bottom 
sound speed of 3000 m/s and 1700 m/s. The small, but significant, reflection loss at lower 
angles is caused by shear wave conversion and bottom absorption In this case the 
attenuation is about 1 dB in the frequency band around 50 Hz to 100 Hz. 

The reflection coefficient of a flat even sea surface is 1 for. For a sea surface with ocean 
waves there will be diffuse scattering to all other direction than the specular direction, 
which result in a reflection loss that in the first approximation can be modeled by the 
coherent rough surface reflection coefficient  
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In this expression  is the grazing angle and σh is the rms. wave height and λ, is the acoustic 
wavelength, both in meters.  

 

 
Figure 9.  Bottom reflection loss (dB) as function of frequency and incident angle for a 2 m sediment 
layer over solid rock. The parameters are given in the text. 
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The reflection loss associated with reflection from a rough sea surface is  

  20log10 .  cohRL R  (25) 

The same rough surface reflection coefficient may also be applied to a rough bottom. 

Figure 10 shows the rough surface reflection loss as function of grazing angle, calculated for 
a wave height of 0.5 m and the frequencies of 50 Hz, 100 Hz, 200 Hz and 400 Hz.  

 
Figure 10.  Reflection loss (dB) of rough surface with rms. wave height of 0.5 m as function of grazing 
angle, for the frequencies in the legend 

7. Synthesizing the frequency domain transfer function and the time 
responses 

The total wave field at any receiving point is calculated in the frequency domain by coherent 
summation of all the eigenray contributions. The first step in the calculation is to determine 
the geometrical transmission loss of each of the multipath contributions by applying Eq. (13) 
and Eq.(14) to the sorted and interpolated range-angle values. The frequency domain 
transfer function and the transmission loss are obtained by adding the multipath 
contributions coherently in frequency domain taken into account the phase shifts associated 
the travel times from the interpolated history of the travel times. The frequency dependent 
acoustic absorption of sound in water is included at this point in the process. The transfer 
function H( r) can be expressed as  

        , exp .    n n n n n
n

H r A B S T i  (26) 

Eq. (26) expresses the transfer function H( r) to a distance r from the source at the at 
angular frequency  as a sum over the n eigenrays that are included in the synthesis. An is 
the geometrical spreading loss factor, defined as the square root of the expression in Eq. (13). 
Bn, and Sn, are the combined effects of all bottom reflections and surface reflections, 
respectively, Tn, is 90 phase shift associated with caustics and turning points, and n is the 
travel time.  

The synthesis of the received signals is performed in the frequency domain by multiplying 
the frequency spectrum of the source signal with the transfer function of each of the 
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and r12 is the reflection coefficient between the sediment layer and the solid half space,  
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The synthesis of the received signals is performed in the frequency domain by multiplying 
the frequency spectrum of the source signal with the transfer function of each of the 
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eigenrays and summing the contributions. The time domain response is obtained after 
multiplication with the frequency function of a source signal followed an inverse Fourier 
transform of the product. This requires the choice of a source signal, a sampling frequency 
(fs) and a block length (Nfft) of the Fourier transform.  

The total duration of the time window (Tmax) after Fourier transform is 

 max . fft

s

N
T

f
 (27) 

It is important to select the values of Nfft and fs such that Fourier time window, Tmax, is larger 
than the actual length or duration of the signal. In reality the real time duration of the 
received signal is often not known in advanced and therefore the user may have to 
experiment with different values to find appropriate values for of Nfft and fs.  

Figure 11 shows an example where the transmission loss (in dB) as function of range has 
been calculated for the frequencies of 100 Hz and 200 Hz. The dashed black line indicates 
the geometrical spreading loss, which is added for comparison and given by, 
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This expression yields a transmission loss proportional to 20log(r) when r< rt and 
proportional to 10 log(r) for r> rt . This approximation to the geometrical transmission loss 
may be used for approximate calculations of transmission loss for flat bottom and simple 
sound speed profiles. In the case shown in Figure 11 rt is set equal to the water depth at 
source location, which in this case is 200 m. 

 
Figure 11.  Transmission loss as function of range calculated for 100 Hz and 200 Hz The dashed black 
line is values of Eq.(28) 
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Figure 12 shows the synthesized time response at receivers spaced at 200 m separations in 
range up to 6 km. The sound speed and bathymetry is the same as in Figure 5 with the source 
at 150 m and all receivers at 50 m depth. The time scale is in reduced time to remove the gross 
transmission delay between the source and receiver. The reduced time is defined as 

 . red real
red

rt t
c

 (29) 

In Eq. (29), treal and tred are the real and reduced times, respectively, r is range and cred is the 
reduction speed. The actual value of cred is not important as long as the chosen value results 
in a good display of the time responses.  

 
Figure 12.  Received time signals as function of range and reduced time. 

In the example shown above, the time signal and calculated assuming a narrow band-
limited source signal in the form of a Ricker pulse. An example of a Ricker pulse and its 
frequency spectrum are shown in Figure 13. 

 
Figure 13.  Ricker time pulse and frequency function the center frequency of 100 Hz 
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In the example shown above, the time signal and calculated assuming a narrow band-
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The time responses in  Figure 12 are sorted according to the history of their eigenrays and 
color coded to allow for studying the various multipath contributions. This is particularly 
useful when dealing with transient signal and broad band signal, especially when 
knowledge of the multipath structure is important. In many such situations only the direct 
arrival or the refracted arrivals in the water column may carry the useful signals and all the 
other arrivals represent interference. In this case there are direct arrivals, followed by 
surface reflected and refracted arrivals at the turning points. Notice the high sound pressure 
values caused by the caustics at 3 km, 6, km and 7 km, which are apparent in both plots, this 
issue is discussed in section 8.2. 

The red dotted line in Figure 12 represents an estimate of the duration of the cannel impulse 
response. This time duration is mainly given by the bottom reflection coefficient and the 
critical angle. Rays that propagate at angles closer to the horizontal plane than the critical 
angle experience almost no bottom reflection loss and may therefore propagate to long 
distances. Rays with steeper angles will experience higher reflection losses and die out more 
rapidly with range. Thus the time duration of the impulse is directly determined by the ratio 
of sound speeds in the water and the bottom as 
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This estimate of the time duration of the channel impulse response assumes that the bottom 
is fluid, homogenous and flat, but the estimate may also be useful in other cases with 
moderately range dependent depth and with solid or layered bottom.  

8. Special considerations  

8.1. Frequency of applications 

Ray tracing is a high frequency approximation to the solution of the wave equation and in 
principle more valid for high than for low frequency applications. However, high resolution 
prediction of higher frequency acoustic fields is difficult both for numerical and physical 
reasons. Principally most important is the physical limitation caused by the fact that the 
sound speed and the environment are generally not known in sufficient detail. This can be 
illustrated by a simple example. Consider coherent communication using a frequency of 10 
kHz with wavelength of 10 mm. The required accuracy in order to be correct at a distance of 
1 km is that the sound speed is known and stable with a relative error less 10-5, an impossible 
requirement to satisfy in practice regardless of the numerical accuracy of the computer 
model. 

8.2. Caustics and turning points 

As mentioned before, the locations where dr/d0=0 are called caustics where the ray phase is 
decreased by 90 and the where the intensity, according to ray theory, goes to infinity. In 
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reality the intensity is high, but finite, and the basic ray theory breaks down at these points. 
There exists theories to amend and repair the defects of ray theory at these points [1, 2, 13], 
but that is not discussed here. 

Figure 14 shows details of the field at a showing the rays with initial angles in the range of 
6° to 1°. The scenario is the same as in of Figure 5, but for clarity the tracing of rays have 
been stopped after the first bottom reflection and the figure concentrates on the details the 
field at the caustic at 1760 m range for a ray with initial angle of 5.6°. Figure 15 shows the 
time responses for ranges in the interval from 1.6 km to 1.9 km. In this case, the source signal 
is a Ricker pulse with a peak frequency of 200 Hz. There is a first direct arrival (black color) 
at all ranges. From the range 1760 there is also a refracted arrival a little later than the direct, 
but with higher amplitude, in particular near the range of 1760 m. Notice the effect of the 90° 
phase shift for ranges beyond the caustic at 1760 m and that the amplitude at this range is 
considerable higher than at the other ranges. 

 

 
Figure 14.  Rays through a caustic  

 
Figure 15.  Time responses around the caustic at 1.76 km. The transmitted signal is a Ricker pulse with 
peak frequency of 200 Hz. 
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The time responses in  Figure 12 are sorted according to the history of their eigenrays and 
color coded to allow for studying the various multipath contributions. This is particularly 
useful when dealing with transient signal and broad band signal, especially when 
knowledge of the multipath structure is important. In many such situations only the direct 
arrival or the refracted arrivals in the water column may carry the useful signals and all the 
other arrivals represent interference. In this case there are direct arrivals, followed by 
surface reflected and refracted arrivals at the turning points. Notice the high sound pressure 
values caused by the caustics at 3 km, 6, km and 7 km, which are apparent in both plots, this 
issue is discussed in section 8.2. 

The red dotted line in Figure 12 represents an estimate of the duration of the cannel impulse 
response. This time duration is mainly given by the bottom reflection coefficient and the 
critical angle. Rays that propagate at angles closer to the horizontal plane than the critical 
angle experience almost no bottom reflection loss and may therefore propagate to long 
distances. Rays with steeper angles will experience higher reflection losses and die out more 
rapidly with range. Thus the time duration of the impulse is directly determined by the ratio 
of sound speeds in the water and the bottom as 
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This estimate of the time duration of the channel impulse response assumes that the bottom 
is fluid, homogenous and flat, but the estimate may also be useful in other cases with 
moderately range dependent depth and with solid or layered bottom.  

8. Special considerations  

8.1. Frequency of applications 

Ray tracing is a high frequency approximation to the solution of the wave equation and in 
principle more valid for high than for low frequency applications. However, high resolution 
prediction of higher frequency acoustic fields is difficult both for numerical and physical 
reasons. Principally most important is the physical limitation caused by the fact that the 
sound speed and the environment are generally not known in sufficient detail. This can be 
illustrated by a simple example. Consider coherent communication using a frequency of 10 
kHz with wavelength of 10 mm. The required accuracy in order to be correct at a distance of 
1 km is that the sound speed is known and stable with a relative error less 10-5, an impossible 
requirement to satisfy in practice regardless of the numerical accuracy of the computer 
model. 

8.2. Caustics and turning points 

As mentioned before, the locations where dr/d0=0 are called caustics where the ray phase is 
decreased by 90 and the where the intensity, according to ray theory, goes to infinity. In 
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8.3. The principle of reciprocity and its validity in ray modeling 

The principle of reciprocity is an important and useful property of linear acoustics and 
systems theory. The principle is very general and valid also in cases where the wave 
undergoes reflections at boundaries on its path from source to receiver [14]. The reciprocity 
principle is correctly represented in ray modeling, as can easily be understood from the 
eigenray plots of Figure 7. The eigenrays from a source position to the receiver position are 
the same as when source and receiver changes positions. The reflections at the bottom and 
at the sea surface are also symmetric in angles and consequently the acoustic fields are the 
same. However, it should be noted that the reciprocity principle applies to a point-to-point 
situation. This means that, for instance, that the development of the transmission loss as 
function source-receiver separation is generally not the same for the two directions.  

8.4. The validity of using plane wave reflection coefficients 

The accuracy of any ray model depends on the validity and limitation of ray theory and the 
implementation. A fundamental assumption of model is that the interactions with the 
boundaries are adequately described by plane wave reflection coefficient. In this section the 
validity of this assumption is investigated. 

 The general expression for the reflected field is given in text books, for instance in [13], over 
horizontal wave numbers k, as 
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Φref(r, zr ω) is the reflected field due to point source with frequency ω and source strength 
S(ω).  k  is the reflection coefficient,  1

0H kr  is the Hankel function of first kind, which 

represents a wave progressing in the positive r-direction. The horizontal wave number k and 
the vertical wave number are related to the sound speed, frequency and the angle  by 
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Eq.(31) states that the field is given as an integral over all horizontal wave numbers, or as 
consequence of Eq.(32) , integration over all angles both real and the imaginary. 

 Consider now the situation where  k   is constant and independent of k or the angle. 

The integral in Eq.(31) becomes a standard integral and  
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According to Eq. (33) the reflected wave is the same as the outgoing spherical wave from the 
image of the source in the mirror position of the real source and modified by the constant 
reflection coefficient . The situation with a constant reflection coefficient is valid for 
perfectly flat sea surface where the reflection coefficient is equal to -1 for all angles of 
incidence. Thus the reflection from a smooth sea surface is accurately described plane wave 
reflection coefficients. 

In the general case, and for reflections from the bottom, the reflection coefficient  k  is not 

constant and the integral can only be solved approximately or numerically. In order to 
obtain an approximation of the integral in Eq.(31) , the Hankel function is expanded in a 
power series with the first terms being 
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Restricting the integral of Eq.(31) to the first term yields  
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The exponential in the integrand will normally be a rapid varying function and therefore the 
value of the integral will be small except when the phase term of Eq.(36) is nearly constant. 
The phase term of Eq.(36) is 

   .   r si z z ikr  (37) 

The stationary points are defined to the values of the horizontal wave number k where the 
derivative of the phase with respect to k is equal to zero, that is where dα/dk=0, giving the 
stationary point as 
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The interpretation of this result is quite simple; the reflected wave field is equal to that of the 
image source multiplied with the reflection coefficient at the specular angle 0. 

There are however situations where this approximation is not sufficient in practice. This is 
discussed in [13] and in the following their results are cited without proof. The accuracy of 
the approximation depends on the source or receiver distance from the bottom interface. 
The result of the analysis is that the distance z from the bottom must satisfy 
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With the water parameters of ρw = 1000 kg/m3 and cw=1500 m/s, and the bottom parameters 
of ρb = 1500 kg/m3 and cb=1700 m/s. Equation (39) requires than the distance from the bottom 
satisfy z>> 0.5 λ for the validity of using plane wave reflection coefficient at the bottom 
interface. A harder bottom with ρb = 1800 kg/m3 and cb=3000 m/s, gives the requirement that 
z>> 1.0 λ. Hence the condition for validity is somewhat easier to satisfy for a soft bottom 
than for a hard bottom.  

8.5. Bench marking ray modeling  

The wave number integration model OASES [15] has been used to validate the accuracy and 
the limitation of the ray trace model using the simple case with constant water depth of 100 
m and constant sound speed of 1500 m/s. 

Figure 16 show the calculated transmission loss for the frequencies of 25 Hz, 50 Hz, 100 Hz 
and 200 Hz. The agreements between the results are very god for the higher frequency, but 
with some discrepancies for the lower frequencies, in particular for 25 Hz. The discrepancy 
is mainly a phase shift in the interference patterns of the two results, most pronounced for 
low frequencies and long ranges. This observation agrees with the theory outlined earlier. 
The seriousness of this discrepancy or errors may not very important in practice since the 
mean level is nearly the same as shown by the comparison with the OASES model. 

 
Figure 16.  Comparison of the transmission loss as function of range for selected frequencies by 
PlaneRay (solid blue line) and OASES (dotted red line) for Pekeris’ waveguide with a homogenous 
solid bottom with compressional wave speed of 3000 m/s and shear wave speed 500 m/s. Both wave 
attenuations have the values of 0.5 dB/wavelength. 
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9. Case studies 

In the following we present two case studies that are relevant application of the modeling 
techniques descried in this article. The first if these is in connection with acoustic 
underwater communication and the transmission of digital information. In this case the 
multipath communication may be a significant problem causing intersymbol interference 
and significant degradation of reliability and performance. The second case is related to 
studies on the propagation of low frequency sound and the effect such noise may affect 
marine life, sea mammals and fish. 

9.1. Seasonal variations of communication links 

In connection with a study of underwater acoustic communication the propagation over a 6 
km track has been modeled for the various seasonal sound speed profiles. 

 The sound speed some months are shown in Figure 17. The sound speed profiles depend on 
the sea water temperature, the salinity and the depth. In the present case the sea water 
temperature variation with depth and the seasons is the main reason for changes in sound 
speed profile. During winters the surface water is cold and the sound speed is low, in the 
summer the surface water temperature and the sound speed is higher. The seasonal heating 
and cooling of the surface water propagates also to deeper depths, but with diminishing 
temperatures changes. At very large depths the water temperature is nearly the same at all 
seasons and the sound speed increases linearly and slowly with depth. 

 
Figure 17.  Sound speed profiles measured at specific dates for the months given in the figures 

Figure 18 shows ray tracing results are for the same profiles as displayed in Figure 17. The 
purpose of the study was to investigate the possibility of communication to positions beyond a 
sea mount and to study the multipath arrival structure as function of range and depth. 
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There is a seamount with a peak at about 3 km from the transmitting station. In order to 
simplify the interpretation ray tracings in these plots have been terminated after 6 bottom 
reflections, but all rays are included in the calculation of the acoustic field, but rays with so 
many bottom reflections, or more, will in most case not be useful for data communication 
because of the reflection loss and reduced coherence. 

 
Figure 18.  Ray tracing plots assuming a source depth of 15 meter for four monthly conditions at the 
Roberg test site. The sound speed profiles are the same as shown in Figure 17. 

Figure 19 shows examples of received time responses at 25 m depth using a Ricker pulse as 
source signal. The different multipath contributions are color coded for clarity. At distances 
from the source over 1.5 km the first arrivals is follow paths surface reflected and upward 
refracted paths 

Figure 20 shows the channel responses at a fixed range as function of depth down to 50 m. 
This figure shows the total response after adding all the individual multi path contributions. 
The plots demonstrate that the surface channel consists of deep refracted path and a number 
of paths reflected from the surface and deeper upwards refractions. The stability of these 
paths may be uncertain and subject to rapid changes in the environmental conditions near 
the surface due to temperature wind and current. 

 
Figure 19.  Time responses as function of range for receivers at depths of 25 m with a source at 15 m. 
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Figure 20.  Time responses as function of receiver depth at a fixed horizontal distance of 3 km from a source at 15 
m depth. 

9.2. Seismic noise propagation 

In many areas of the world anthropogenic noise often dominates over the natural ambient 
noise, especially in the low frequency band from approximately from 10 Hz and upwards to 
1000 Hz, or more. This frequency band coincides approximately with the frequencies of 
perception of sea mammals and fish and may therefore be harmful to their natural activities, 
or even cause physical damages. An example is the case of the seismic exploration for oil 
and gas in certain areas where there is important commercial fishing interest. The 
propagation and distribution of acoustic noise depends the environmental conditions, in 
particular the oceanographic parameters, the topography of the seafloor and the acoustic 
properties of the bottom. In this section some of examples are presented to illustrate how the 
environment may affect the distribution of sound and noise. This study and discussion is 
also relevant for passive sonar applications to detect and track submerged vehicles and 
objects base emitted acoustic noise 

The effects of bathymetric are illustrated in Figure 21 showing ray traces of upslope and 
downslope conditions for typical summer conditions at the Halten Bank in the Norwegian 
Sea. With downslope propagation there is a thinning the ray density with distance and 
upslope propagation gives a concentration of rays as the water depth diminishes.  

 
Figure 21.  The effect of up and down sloping bottoms on the acoustic field distribution calculated for 
the typical summer condition in the month of July. 
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Figure 22 and Figure 23 show the calculated sound pressure level as function of range for 
the downslope and upslope propagation. The sound pulse from an airgun array is modeled 
as s a Ricker pulse with a peak pressure of 260 dB rel. 1µPa, centered on the frequency of 50 
Hz, The horizontal dashed line is the assumed threshold value for fish reaction to sound. 
The bottom is modeled with a 2 m thick sedimentary layer over solid rock. The sound speed 
in the sediment layer is 1700 m/s and the density is 1800 kg/m3. The compressional sound 
speed in the rock is 3000 m/s, and density is 2500 kg/m3. The results in Figure 22 and Figure 
23 are obtained under two conditions: (a) with a shear speed of 500 m/s, and (b) with no 
shear wave in the rock, i.e. the shear speed is zero. The absorptions are assumed to be 0.5 dB 
per wavelength for all the waves in the sediment layer and the rock. In the first case (a) the 
bottom reflection loss is as shown in Figure 9 with a significant low frequency reflection loss 
at angles lower than the critical angle caused by absorptions and conversion to shear wave 
in the bottom, which draws energy for the reflected wave. In the case of Figure 22 this 
results in a low-frequency and low-angle reflection loss of about 1 dB. For long ranges and 
many reflections this adds up to a significant total propagation loss. With no shear 
conversion the reflection loss is considerably reduced and the sound propagates easier to 
long ranges. The difference between the sound level at 50 Hz and 100 Hz is partly a result of 
increase attenuation at the higher frequency and partly that the source level in this case is 
higher for 50 Hz than for 100 Hz. 

 
Figure 22.  Sound pressure level as function of range for downslope propagation and July conditions. 
Left: With shear wave conversion (500 m/s). Right: No shear wave conversion. 
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Figure 24 and Figure 23 show similar results for downslope and upslope propagation for 
typical winter conditions represented by a sound speed profile measured in the month of 
February. For downslope conditions the sound level decrease rapidly with increasing depth 
and much more rapidly with shear wave conversion (Figure 24a) than without shear (Figure 
24b). With upslope propagation (Figure 23) the sound levels are near independent of shear 
conversion except at the very long rages where the water depth becomes constant. The 
examples demonstrate that sound propagation in the ocean is strongly influenced by both 
by the oceanographic conditions and the geophysical properties of the bottom. Reliable 
prediction of acoustic propagation condition requires modeling tool that can that can handle 
both bottom and water properties.  

 

 

 
Figure 23. Sound pressure level as function of range for upslope propagation and July conditions. Left: 
With shear wave conversion (500 m/s). Right: No shear wave conversion. 

 

 
Figure 24. Sound pressure level as function of range for downslope propagation and February 
conditions. Left: With shear wave conversion (500 m/s). Right: No shear wave conversion. 
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long ranges. The difference between the sound level at 50 Hz and 100 Hz is partly a result of 
increase attenuation at the higher frequency and partly that the source level in this case is 
higher for 50 Hz than for 100 Hz. 

 
Figure 22.  Sound pressure level as function of range for downslope propagation and July conditions. 
Left: With shear wave conversion (500 m/s). Right: No shear wave conversion. 
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Figure 24 and Figure 23 show similar results for downslope and upslope propagation for 
typical winter conditions represented by a sound speed profile measured in the month of 
February. For downslope conditions the sound level decrease rapidly with increasing depth 
and much more rapidly with shear wave conversion (Figure 24a) than without shear (Figure 
24b). With upslope propagation (Figure 23) the sound levels are near independent of shear 
conversion except at the very long rages where the water depth becomes constant. The 
examples demonstrate that sound propagation in the ocean is strongly influenced by both 
by the oceanographic conditions and the geophysical properties of the bottom. Reliable 
prediction of acoustic propagation condition requires modeling tool that can that can handle 
both bottom and water properties.  

 

 

 
Figure 23. Sound pressure level as function of range for upslope propagation and July conditions. Left: 
With shear wave conversion (500 m/s). Right: No shear wave conversion. 

 

 
Figure 24. Sound pressure level as function of range for downslope propagation and February 
conditions. Left: With shear wave conversion (500 m/s). Right: No shear wave conversion. 
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Figure 25. Sound pressure level as function of range for upslope propagation and February conditions. 
Left: With shear wave conversion (500 m/s). Right: No shear wave conversion 

10. Summary 

The article has outlined the theory of ray modeling and described how the theory can be 
applied to study acoustic wave propagation in the ocean. The complete acoustic fields are 
calculated by coherent addition of the contributions of a large number of eigenrays. In this 
method no rays are traced into the bottom, but the bottom interaction is modeled by plane 
wave reflection coefficients. Ray tracing is, by definition, frequency independent and 
therefore the ray trajectories through the water column are valid for all frequencies. 
Frequency dependency is introduced by reflections from the sea surface and the bottom, 
including loss associated with absorption and diffuse scattering of a rough ocean and 
bottom interfaces. Ray tracing is therefore a computational effective method for modeling 
broad of frequency band wave fields and for calculation of time responses. 

Ray tracing is high-frequency approximation to the solution of the wave equation and the 
accuracy and validity at lower frequencies may be questioned, in particular the use of plane 
ray reflection coefficient to represent the bottom effects. This problem has been considered 
both theoretically and by simulations and comparison with more accurate model. The 
results of this study shows that source and receiver should be at a height above the bottom 
of at least half a wavelength, but there is no similar requirement to the distance from the sea 
surface. Less fundamental is the limitation of the numerical accuracy of the determination of 
the eigenrays, which is most serious in the calculation of the ray amplitude and the 
transmission loss. These inaccuracies are of more practical nature and can be reduced by 
refinements in the calculations.  

Examples relevant for application in acoustic underwater communication and active sonar 
have been presented. The propagation of low frequency sound to large distances has been 
presented showing the effect of the bathymetry and the acoustic properties of the bottom. 
An important conclusion is the effect of bathymetry and the sound speed structure interacts 
and that accurate modeling of sound propagation requires information about the 
oceanography, the bathymetry and the geology of the bottom. 
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