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Computational Fluid Dynamics 

Victor Udoewa 1 and Vinod Kumar 2 
1George Washington University, 
USAID Development Engineer,  

AAAS Science & Technology Policy Fellow, AAAS, 2009-2011, 
2Mechanical Engineering, 

University of Texas at El Paso, 
USA 

1. Introduction 

Computational Fluid Dynamics (CFD) is the emerging field of fluid mechanics in which 
fluid flow problems are solved and analyzed  using computational methods and numerical 
algorithms. In fluid mechanics, there are generally three routes of work in the field, three 
ways to conduct experiments. The first category is theoretical, or analytical, fluid mechanics. 
Theoretical fluid mechanics includes theorizing, manipulating and solving equations with 
pen and paper. The Navier-Stokes equation governing incompressible fluid flow is an 
example of theoretical fluid mechanics. Secondly, many engineers and physicist work in the 
area of experimental fluid mechanics. Experimental fluid mechanics involves conducting 
actual physical experiments and studying the flow and the effect of various disturbances, 
shapes, and stimuli on the flow. Examples include waves generated by pools, air flow 
studies in actual wind tunnels, flow through ph ysical pipes, etc. Lastly, a growing number 
of engineers, mathematicians, computer scientists, and physicists work in the area of 
computational fluid dynamics (CFD). In CFD, you may still run an experiment of waves 
across water, an airplane in a wind tunnel, or flow through pipes, but now it is done 
through the computer Instead of actual, physical , 3D objects. A computer model is created, 
and computer programmers code the equations representing the physical laws that govern 
the flow of the molecules of fluid. Then the fl ow results (such as velocity and pressure) are 
output into files that can be visualized through pictures or animation so that you see the 
result just as you do with physical experiments.  
In cases where an analytical, or theoretical, solution exists, CFD simulations and the 
mathematical models, which are coded in the computer program, are corroborated by 
comparison to the exact solutions. This comparative check is called validation. CFD is not 
yet to a point where solutions to problems are used without corroboration by existing, 
known, analytical or exact solutions when available. Validation is not to be confused with 
verification, however; validation is a check to  make sure that the implemented, coded model 
accurately represents the conceptual, mathematical description and the solution intended to 
be modeled. 
Still, there are many times when there is no analytical solution. In these cases, one often uses 
a computational approach. In such cases without a known solution, CFD is used to 
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approximate a solution. Most often, CFD is used when a computational solution is faster, 
cheaper, or more convenient. Convenience may be due to time or safety or another reason. 
If we wanted to create a database of information about 3D flow around a cylinder for 
different types of fluids at varying speeds, CFD is quite helpful. It would take quite a long 
time to change the fluid in our flow container and clean the container for every type of fluid 
we desired. It would also take some time to change the speed of the flow. In this case, it’s 
much faster to simulate it computationally. Th en, anytime we wanted to change the speed of 
the flow, we simply would change one number in  a computer input file. Or if we wanted to 
change viscosity and density for the fluid (representing a different fluid) we would just 
change the corresponding values in a computer input file. In this case, CFD is faster. 
Now imagine if you were doing space defense work for a government, and you were asked 
to do fluid dynamics simulation of the combustion dynamics during an explosion or when a 
space shuttle launched (1).  It would take immeasurable amounts of money to do test 
launches over and over as you studied the combustion dynamics of space shuttle thruster 
ignition. And it would take large amounts of money to test explosive devices, especially 
considering the damage they cause. In these cases, CFD is, again, quite helpful. The only 
costs in CFD are the time of creating a computer model, choosing the right mathematical 
model, coding it, and the power and computer time  required to solve the equations. But it is 
plain to see that CFD is cheaper. 
What if you were hired to help design material for the outfits of swimming athletes? Your 
company gave you the job of studying sharks and their agile ability to swim and maneuver 
through the water. So you start by trying to study the fluid dynamics around the shark skin 
(2). How convenient is it to locate sharks and place them in some type of testing container 
where you have probes and measuring devices located? How convenient is it to place 
probes on the body of the shark itself? How safe is it to work with the sharks in that 
manner? No, it’s better to create a computer model of a shark and get the information for the 
shape, design, feel, and density of its skin and to use this information to run simulations. It 
is clear that CFD is more convenient in this situation. Sometimes a CFD simulation can be all 
three—safer, cheaper, and more convenient. 
Imagine a situation in which two paratroopers, jumping from both side doors of a military 
cargo aircraft, always crash into each other down below (3). In order to analyze the fluid 
dynamics of the problem to see what air flow forces are affecting the paratrooper paths, you 
would need to perform test jumps with paratroop ers. However, that is potentially injurious 
and not safe. You would also have to rent the plane, pay for the rental by hour, hire the test 
pilot, and pay for all the equipment for the jump . That is expensive. Lastly, the organization 
of the use of the military aircraft and perso nnel and equipment takes many months, and it 
can take from 6 to 12 months to plan the test. In this case a CFD experiment is more 
convenient: faster, cheaper, and safer.  
Usually solving CFD problems involves three stag es. First there is the pre-processing stage. 
In this stage, the geometric boundaries of the problem are defined. In 3D, a volume is 
created (in 2D, an area) over which the equation will be solved. This volume is broken into 
smaller units or cells creating a mesh (though there are meshless methods for computing 
CFD problems). This may be uniform or non-uniform. Along with constitutive equations, 
the particular equations are chosen for the problem in order to properly physically model 
the flow. These equations may be manipulated depending on the mathematical method 
being used. Boundary conditions are prescribed along the boundary. For time dependent 
problems, initial conditions are prescribed. 
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Secondly, the problem is solved numerically. At the least, we usually solve for velocity and 
pressure, but the list of unknowns can be longer depending on the mathematical model 
(equation) chosen for the physical situation. Other unknowns may include temperature, 
energy, and density. The numerical solution is usually computed iteratively for steady-state 
solutions. For time-dependent problems, a step in time is taken, and the equation is 
numerically solved again, eventually producing a solution for every time step. 
The final step in the CFD process is post-processing. In this stage, the solution is analyzed 
usually with the help of visualization and possibly animation for dynamic, or time-
dependent, problems. It is in this stage that CFD results are usually compared to any 
previous experimental results or known analytical, or theoretical, solutions. This 
comparison is usually called validation. Today, confidence in CFD is growing, but we have 
not arrived at the point of trusting CFD soluti ons without validation. Even if a particular 
model is validated, we still corroborate the results of a simulation with experimental or 
analytical results. 
Because of the hybrid nature of CFD, advances in CFD are usually made in three areas: 
computational and applied mathematics, mech anical/chemical engineering, and computer 
science/electrical engineering. Some researchers work on new theoretical, mathematical 
models creating new discretization methods (w ays to discretize the problem in order to 
numerically solve it over the discrete units or  cells), or turbulence models. They might 
publish in applied mathematics or computational mathematics journals. Others work on 
computer architecture (such as different types of supercomputers or computer clusters), 
coding techniques such as parallel programming, or speeding up the computational 
processes through faster mesh generation and mesh reordering. They might publish their 
results in electrical engineering or computer science journals. Lastly others might use CFD 
to concentrate on new insights in the engineering aspect of the problem such as the 
mechanics of bird flight or sharkskin-inspir ed speedo design for less water resistance, or 
resistance to blood flow inherent to certain veins. They might publish their results in 
engineering journals next to experimental or theoretical engineering results. Their focus is 
on the application more so than the math or computer science. 

2. Pre-processing 

Pre-processing refers to the work that must be done prior to the actual computational 
experiment or simulation. This work can be reduced to four general areas: geometry 
definition, volume division, model choice and definition, and boundary condition 
definition. For the purposes of this article, we will ascribe the work of coding and the choice 
of computational implementation to the proc essing stage called simulation. Sometimes 
researchers refer to mesh generation as pre-processing in general because a mesh is 
generated when the volume is divided. 

2.1 Geometry definition 
The first step is to define the computational domain of the problem. The purpose of this 
definition is to confine the problem to a finite space and limit the computation. It is true that 
a plane flying in the air has some residual effects on air flow patterns 1,000 miles away, but 
because of the negligible nature of those effects, we are relatively safe in looking at the effect 
of the plane on air flow within a reasonable  vicinity of the plane thereby limiting our 
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computational work and making the problem finite. It would be quite a task to compute the 
effect of the airplane on the air flow at a certain height around the entire earth. 
To limit the flow in this way usually requir es defining a domain inside which we will 
compute the flow, outside of which we will not compute the flow. Usually the geometry of 
the domain is chosen to be a box of some sort, usually a rectangular prism in 3D or a 
rectangle in 2D. However, any closed shape may be chosen as long as the shape closes off 
an inside computational domain from an outside space in which computations will not 
take place. 
A closed space does not imply, however, an empty domain box. For example imagine that 
we are simulating intravenous blood flow (4) (5) around a cancerous growth. The vascular 
domain is modeled by a 3D cylindrical prism (o ur domain box), but we still have an object 
inside. In this case, our object is a semi-spherical cancerous growth on the surface of a wall 
of the vein. Traditionally, our domain must be  totally closed, so the surface of the domain 
goes from the wall of the vein, joins the surf ace of the cancerous growth, and continues on 
the other side rejoining the wall of the vein cr eating a closed 3D space that does not go 
under the tumor but continues over the surface of it. Likewise, if we were calculating flow 
around a sphere (6), the domain box would be the outer half of the domain surface. The 
inner half of the surface would be the sphere inside the domain box. Just as in the cancer 
example, we are not calculating the flow inside the sphere, just as we were not calculating 
the blood flow in the tumor. Bu t the tumor and sphere form part of the boundaries of the 
domain helping to close off the computationa l space in which we are interested in the 
velocity and pressure of the fluid. Remember, domain boxes may contain objects inside 
which no flow is calculated, but whose surfac e forms part of the surface of the domain 
helping to limit the computational space and better define where the fluid flows. 

2.2 Volume division 
The second step is volume division or mesh generation. Why we must divide the volume 
is not obvious until one remembers that it is easier to solve a flow problem over a smaller 
area or volume than a larger one. So dividing the volume into smaller units transforms the 
large problem over the entire domain into a large number of smaller problems over 
smaller sub-domains. However, the real reason we divide the volume is because we seek 
to find, for example, the velocity and pressure of the fluid at various points throughout 
the domain volume or area. In order to do th is, we fill the inner domain volume or area 
with nodes—points at which we will calculate, in this instance, velocity and pressure. 
Once we have filled the inner volume or area with nodes, we connect the nodes with 
edges (and sides in 3D) creating smaller sub-volume or sub-area elements. For example, if 
our computational box is a rectangular prism and we fill it with nodes, we can connect the 
nodes to create quadrilaterals or tetrahedrals. If the domain is a rectangle and we fill the 
rectangle with nodes, we can connect all the nodes to create small rectangles or triangles.  
This network of rectangles/triangles and qu adrilaterals/tetrahedrals creates a mesh of 
nodes; a mesh has been generated. 
Remembering that the purpose of volume or area division is to create more manageable sub-
volumes or sub-areas, it behooves us to evenly space out the distribution of nodes. If we do 
not, we may find that there are large spaces (volumes or areas) with no nodes. This is 
problematic because it means some of the sub-volume or sub-area elements will still be 
large; though our goal is to make them small. 
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Our second goal is to make each sub-element evenly shaped. In 2D, evenness in both 
directions means that 2D rectangles tend towards squares or that our triangles are equilateral. 
In 3D, if evenness is desired in all 3 directions, our quadrilaterals tend toward cubes and the 
tetrahedrals tend to be equilateral. Oblong and unevenly shaped sub-elements also create 
spaces (areas or volumes) with fewer nodes than parts of the domain with evenly shaped sub-
elements. In these cases, our second goal serves a similar purpose as our first goal: to divide 
the domain into smaller, more manageable sub-domains with evenly distributed nodes. 
An important aspect of mesh generation is choosing the appropriate size, or refinement, 
of the mesh sub-elements, such that important aspects of the flow are properly resolved. 
The general rule is that no fluid particle should advance through multiple sub-elements, 
cells, or units in one time step. Therefore our third goal is to increase the refinement (or 
the number of nodes) in areas or sub-volumes of increased fluid velocity or vorticity or 
any interesting fluid flow phenomena that you would like to ca pture computationally. 
This will allow us to visualize it later. 
So far, the realm of geometry definition and mesh generation fall into the computer science 
side of CFD. When generating the mesh by defining a geometry and dividing that geometric 
area or volume, one must decide if one will use uniform sub-elements or non-uniform sub-
elements. Definitely in parts of the domain wi th special flow requiring increased refinement, 
the elements in those parts will not match the refinement of elements elsewhere. But in the 
general flow one can still choose a uniform, structured mesh or a non-uniform, unstructured 
mesh. The ability to create non-uniform meshes is important in CFD because of the physical 
nature of fluids to occupy and fill any void left unoccupied. When dealing with complex 
geometries and small nooks, crannies, and crevices of an automobile or a model of a city 
block, it helps to have unstructured, non-uniform meshes that allow for the modeler to 
create the best shapes to fit the 2D or 3D space (7). 
Likewise, the division of the volume or area in mesh generation requires the modeler to 
choose between quadrilaterals and rectangular prisms or triangles and tetrahedrals (there 
are other choices of shapes, as well, such as wedges and pyramids in 3D). Generally, 
quadrilaterals and rectangular prisms have a more accurate solution than triangles and 
triangular prisms, but there are ways to increa se the accuracy of the latter. Because of the 
non-uniform and sharp geometries found in flui d problems by nature of fluids, triangles 
and triangular prisms work better geometrically for CFD applications. Normally, CFD 
researchers will utilize triangles and triangular  prisms and then increase the number of 
interpolation points inside these elements so that no accuracy is lost. Interpolation points are 
points inside an element at which the solution is calculated. From these interpolation points, 
we can approximate the solution at any location inside an element. 
All of the choices in dividing the volume and discretizing the mesh have the potential to 
introduce errors. Such errors, due to bad distribution of nodes or parts of the domain 
where the refinement is too low, are called discretization errors. These are errors that 
would disappear if we appropriately divide d the volume or area or appropriately 
discretized the mesh. 

2.3 Physical model definition 
The first two steps dealt with the computer science side of CFD and there are many CFD 
engineers who work on geometric mesh discretization and mesh partitioning methods. Step 
three deals with the computational and app lied mathematical side of CFD—choosing the 
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computational work and making the problem finite. It would be quite a task to compute the 
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we can approximate the solution at any location inside an element. 
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introduce errors. Such errors, due to bad distribution of nodes or parts of the domain 
where the refinement is too low, are called discretization errors. These are errors that 
would disappear if we appropriately divide d the volume or area or appropriately 
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engineers who work on geometric mesh discretization and mesh partitioning methods. Step 
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appropriate mathematical model. When preparin g to model a certain fluid flow situation, 
one must decide which equation accurately describes the fluid flow one wishes to simulate. 
If no equation currently exists, the CFD engineer must do work in the theoretical side of 
CFD and formulate a new equation or a more specific equation for his or her specific fluid 
flow situation. If equations do exist, the CFD engineer must simply choose the correct 
equation for the fluid flow. This is not a triv ial step as sometimes the same situation may 
require different mathematical models at differe nt velocity regimes or different temperature 
regimes, for instance. So the specific parameters of the flow must be looked at in detail—
velocity, viscosity, density, pressure, etc.—so that the correct equation is chosen. 
A good example from fluid mechanics is the Navier-Stokes equation which is the basic or 
fundamental equation for fluid dynamics. If you remove viscosity from the equation, the 
Navier-Stokes equations become the Euler equations. Since all fluids have some amount of 
viscosity this approximation is important in fl ows in which the viscosity is negligible (8) 
such as sonic flows. A plane flying at sonic speeds will have air sliding past it, relatively, as 
if it had no viscosity. So the use of the Navier-Stokes equations also depends on the velocity 
of the flow, or more accurately the Reynolds number which governs the ratio of the 
kinematic forces to the inertial forces. You can still go further: if you remove vorticity from 
the Euler equations, you arrive at the full potent ial equations. The point in this illustration is 
that choosing the correct mathematical model is important, sometimes difficult, and always 
specific to the flow situation. 
The choice of the mathematical model affects the unknown values you will compute.  Some 
CFD simulations are really computational fluidothermodynamics because temperature and 
energy are calculated as well (9). For compressible flows, density is an unknown value and 
we would seek to solve for this value of density in the simulation. So the choice of 
mathematical modeling affects what unknowns  we will compute. More accurately, the 
unknowns we want to compute in a given situation (along with other details about the flow 
situation) may help positively affect our choice of a mathematical model or the need to 
formulate a new one. 
Remember that errors can be introduced at this step as well. If a inappropriate or poorly 
approximating governing equation is chosen, th is affects the final solution. If a governing 
solution is chosen or formulated for which no analytical solution or experimental solution 
exists, we lose the opportunity for validation to reduce errors. Any simplification in the 
model or any untrue assumptions the mathematic al model uses introduces errors as well. 
All of these types of errors can be classified as physical approximation errors because they 
deal with the physical, mathematical model (not the geometric model). 

2.4 Boundary condition definition 
After a mathematical model is chosen to model the physical phenomenon, usually boundary 
conditions must be chosen. This is the fourth step of the pre-processing stage, and this step 
falls on the applied math side of CFD. Usually we deal with boundary-value problems 
which require values to be assigned along the boundary of the domain of the problem in 
order to solve the problem throughout the 2D or 3D space. 
For instance, in some problems, one may specify the value of the unknown on the boundary. 
Imagine prescribing the value of the velocity of  the fluid on the boundary. Such a boundary 
condition is called a Dirichlet or a direct boundary condition because you are setting the 
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value of the unknown. If one specifies the value of a derivative of the unknown, the 
boundary condition is called a Neum ann or natural boundary condition. 
For example in hydrodynamic flow around a submerged rock with moss, a CFD researcher 
would usually place the boundary condition of fr ee-stream velocity on the entrance side and 
exit side of the domain box assuming that the entrance side is sufficiently upstream from the 
rock so as to still be undisturbed, and the exit side is sufficiently downstream that the flow 
conditions have returned to free-stream conditions. The prescription of free-stream velocity 
would be Dirichlet or direct boundary conditions. The same researcher might assume stress 
(a derivative of velocity) to be zero in the direction perpendicular to the side surfaces of the 
domain box. When she prescribes stress in that direction she is setting Neumann or natural 
boundary conditions in the direction perpendicular to the side surfaces of the domain box. 
Such boundaries are spatial boundaries. For time-dependent problems, there are temporal 
boundaries in a sense. Time dependent problems require an initial condition, prescribed 
values for the unknowns set at the temporal start of the simulation. In the same 
hydrodynamic example, let us say we want to simulate the flow when a rock, half the size of 
the stationary, mossy rock, was thrown into the river passing next to the mossy rock and 
hitting the riverbed. To start the simulation we need to have the steady flow of the river 
around the mossy, stationary rock without the 2 nd rock thrown in. Once we have computed 
this flow, we can use the values of velocity and pressure from this flow as initial conditions 
for a simulation of a moving 2 nd rock that is falling to the bottom of the river. From there the 
simulation will march in time and use the flow re sults from the previous time step as initial 
conditions for the next time step. 

3. Simulation 

The second phase of CFD work is the actual simulation or the “processing” work once the 
pre-processing work is completed. However, th ere are still some pre-simulation decisions to 
be made. CFD work is done through computers wh ich not only decreases the time it takes to 
perform calculations, but also increases the amount of calculations that can be done in a 
given time period. As computing power has incr eased over the years, CFD has been used to 
solve larger and larger problems. 
Large problems, however, were traditionally reserved for supercompu ters. Supercomputers 
are large computers made up of multiple comp uters or CPUs. A desktop or laptop computer 
could only handle so many calculations due to  hard drive limitations on different types of 
computer memory. As computers in general become more advanced, not only has the 
memory capacity of supercomputers increased, but so has the memory of desktops and 
laptops increased. This has created a cycle where problems solved by supercomputers today 
are solved by desktop computers and laptop computers tomorrow. And the problems 
solved by desktop and laptop computers today were only solved by supercomputers 
yesterday. For example, historically, a simulation of flow past an automobile was done on 
supercomputers (10) (11). Today one can create a model of an automobile and run a flow 
simulation of air flow past the automobile with one desktop or laptop machine. This 
example is one of many indicative of this ever-improving cycle. 
Besides memory the other limitation on computing ability in today’s world is clock speed. 
CFD workers are dependent upon computer scienti st researchers to continue to increase the 
clock speed of microprocessors. In general, the faster computers become, the faster is the 
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appropriate mathematical model. When preparin g to model a certain fluid flow situation, 
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velocity, viscosity, density, pressure, etc.—so that the correct equation is chosen. 
A good example from fluid mechanics is the Navier-Stokes equation which is the basic or 
fundamental equation for fluid dynamics. If you remove viscosity from the equation, the 
Navier-Stokes equations become the Euler equations. Since all fluids have some amount of 
viscosity this approximation is important in fl ows in which the viscosity is negligible (8) 
such as sonic flows. A plane flying at sonic speeds will have air sliding past it, relatively, as 
if it had no viscosity. So the use of the Navier-Stokes equations also depends on the velocity 
of the flow, or more accurately the Reynolds number which governs the ratio of the 
kinematic forces to the inertial forces. You can still go further: if you remove vorticity from 
the Euler equations, you arrive at the full potent ial equations. The point in this illustration is 
that choosing the correct mathematical model is important, sometimes difficult, and always 
specific to the flow situation. 
The choice of the mathematical model affects the unknown values you will compute.  Some 
CFD simulations are really computational fluidothermodynamics because temperature and 
energy are calculated as well (9). For compressible flows, density is an unknown value and 
we would seek to solve for this value of density in the simulation. So the choice of 
mathematical modeling affects what unknowns  we will compute. More accurately, the 
unknowns we want to compute in a given situation (along with other details about the flow 
situation) may help positively affect our choice of a mathematical model or the need to 
formulate a new one. 
Remember that errors can be introduced at this step as well. If a inappropriate or poorly 
approximating governing equation is chosen, th is affects the final solution. If a governing 
solution is chosen or formulated for which no analytical solution or experimental solution 
exists, we lose the opportunity for validation to reduce errors. Any simplification in the 
model or any untrue assumptions the mathematic al model uses introduces errors as well. 
All of these types of errors can be classified as physical approximation errors because they 
deal with the physical, mathematical model (not the geometric model). 

2.4 Boundary condition definition 
After a mathematical model is chosen to model the physical phenomenon, usually boundary 
conditions must be chosen. This is the fourth step of the pre-processing stage, and this step 
falls on the applied math side of CFD. Usually we deal with boundary-value problems 
which require values to be assigned along the boundary of the domain of the problem in 
order to solve the problem throughout the 2D or 3D space. 
For instance, in some problems, one may specify the value of the unknown on the boundary. 
Imagine prescribing the value of the velocity of  the fluid on the boundary. Such a boundary 
condition is called a Dirichlet or a direct boundary condition because you are setting the 
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value of the unknown. If one specifies the value of a derivative of the unknown, the 
boundary condition is called a Neum ann or natural boundary condition. 
For example in hydrodynamic flow around a submerged rock with moss, a CFD researcher 
would usually place the boundary condition of fr ee-stream velocity on the entrance side and 
exit side of the domain box assuming that the entrance side is sufficiently upstream from the 
rock so as to still be undisturbed, and the exit side is sufficiently downstream that the flow 
conditions have returned to free-stream conditions. The prescription of free-stream velocity 
would be Dirichlet or direct boundary conditions. The same researcher might assume stress 
(a derivative of velocity) to be zero in the direction perpendicular to the side surfaces of the 
domain box. When she prescribes stress in that direction she is setting Neumann or natural 
boundary conditions in the direction perpendicular to the side surfaces of the domain box. 
Such boundaries are spatial boundaries. For time-dependent problems, there are temporal 
boundaries in a sense. Time dependent problems require an initial condition, prescribed 
values for the unknowns set at the temporal start of the simulation. In the same 
hydrodynamic example, let us say we want to simulate the flow when a rock, half the size of 
the stationary, mossy rock, was thrown into the river passing next to the mossy rock and 
hitting the riverbed. To start the simulation we need to have the steady flow of the river 
around the mossy, stationary rock without the 2 nd rock thrown in. Once we have computed 
this flow, we can use the values of velocity and pressure from this flow as initial conditions 
for a simulation of a moving 2 nd rock that is falling to the bottom of the river. From there the 
simulation will march in time and use the flow re sults from the previous time step as initial 
conditions for the next time step. 

3. Simulation 

The second phase of CFD work is the actual simulation or the “processing” work once the 
pre-processing work is completed. However, th ere are still some pre-simulation decisions to 
be made. CFD work is done through computers wh ich not only decreases the time it takes to 
perform calculations, but also increases the amount of calculations that can be done in a 
given time period. As computing power has incr eased over the years, CFD has been used to 
solve larger and larger problems. 
Large problems, however, were traditionally reserved for supercompu ters. Supercomputers 
are large computers made up of multiple comp uters or CPUs. A desktop or laptop computer 
could only handle so many calculations due to  hard drive limitations on different types of 
computer memory. As computers in general become more advanced, not only has the 
memory capacity of supercomputers increased, but so has the memory of desktops and 
laptops increased. This has created a cycle where problems solved by supercomputers today 
are solved by desktop computers and laptop computers tomorrow. And the problems 
solved by desktop and laptop computers today were only solved by supercomputers 
yesterday. For example, historically, a simulation of flow past an automobile was done on 
supercomputers (10) (11). Today one can create a model of an automobile and run a flow 
simulation of air flow past the automobile with one desktop or laptop machine. This 
example is one of many indicative of this ever-improving cycle. 
Besides memory the other limitation on computing ability in today’s world is clock speed. 
CFD workers are dependent upon computer scienti st researchers to continue to increase the 
clock speed of microprocessors. In general, the faster computers become, the faster is the 
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speed CFD scientists and engineers can compute solutions to problems. And as the speed of 
computations increases, the time to do computations decreases, and CFD scientists and 
engineers can compute larger problems (as long as they have the memory capacity for the 
calculations and storage for the solution). Current ly, as this article goes to press, the fastest 
machine in the world is the K computer which computes at 10 Petaflops (12). Flops are 
floating point operations per second, and th e prefix peta means 10^15. Therefore, the K 
computer can compute 10^16 floating point operations per second. 
Supercomputers come in varying shapes and sizes. A small supercomputer may have 36-100 
CPUs. A larger supercomputer could have 50,000 different nodes, or CPUs. For example, the 
K computer has 68,544 CPUs, each with 8 cores (octo-core) for a total of 548,352 cores (12). 
As well, today we have small supercomputing clusters, in which different CPUs are linked 
together to act as a supercomputer. Often one will find Linux clusters arranged in this way. 
Each node of a cluster can actually contain multiple processors itself acting as a single 
computer. A computer or node with 2 processors is called a dual core machine or node. A 
computer or node with 4 processors is called a quad-core machine or node. Processors in a 
multicore machine or cluster can use memory in different ways. Some use a shared memory 
architecture. In this case, all processors can access all the memory because it is completely 
shared between all processors. Some may have distributed memory where each processor or 
node has access only to its own memory. Finally there are hybrid machines like the K 
machine. Each of the 68,544 CPUs has its own distributed memory. But inside each CPUs 
memory is a system of 8 cores that share memory. 
Historically supercomputers used vector-based architecture, but this created a niche market 
since codes for such machines could not simply be run on non-vector based machines like a 
desktop computer. Today laptop computers are very similar to supercomputers because 
many supercomputers use bus-based architecture which is a modified architecture allowing 
a desktop computer to run more than one processor like a quad core Linux machine (13). 
Because most CFD work is done on clusters or supercomputers, CFD programmers often 
learn parallel programming, a type of computer programming with instructions or 
directives for communication and transmission of information between processors/cores or 
nodes on a supercomputer or cluster. Parallel programming is especially important because 
the purpose of supercomputing is  to divide the large problem into smaller pieces given to 
each node to process. However, in order to solve the larger problem, the nodes must 
communicate especially and specifically about border regions of the partitioned mesh. 
Once the mesh unit and resolution are chosen in the pre-processing stage, the mesh is 
partitioned and a piece of the mesh is given to each processor or node. However, sometimes 
researchers will re-order the mesh for large problems. Inefficient mesh partitioning 
contributes increasing costs of calculations and time for larger and larger problems. To 
facilitate calculations, mesh re-ordering schemes seek to minimize communication. 
Communication is minimized most when each processor or node manages a contiguous 
portion of the mesh. In this case, each processor only shares geometric nodes on the borders 
of mesh portions with processors that work on neighboring portions of the mesh. Imagine 
the opposite situation in which mesh elements  are randomly distributed. A processor might 
have to communicate with 8 other processors if 8 of the bordering elements lie on 8 distinct 
processors! In CFD work, communication can take more than 50% of the computational time 
depending on the specific problem and its size. So it is very important to minimize this as 
much as possible, to leave more computational work for actual mathematical computations. 
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Examples of mesh partitioning and re-ordering methods include MATLAB’s MESHPART 
(14), METIS (15), and PARMETIS (16) (17). Ordering the mesh so that each CPU has access 
to cells or units that are connected to each other is important. We also re-order and partition 
to maintain proper load balance so that no CPU has more work than any other. 
All of these choices—mesh unit geometry, mesh resolution, partitioning, and order can 
affect the ability of each processor to solve the resulting algebraic system of equations. 
Therefore, researchers work on the parallelism of such computer codes. There are many 
parallel programming language directives such as OpenMP (18), and MPI (19) and 
languages such as Manticore (20) and NESL (21). 
After the mesh partitioning and re-ordering scheme is chosen, the next step a CFD engineer 
takes is choosing a discretization method. The mesh partitioning lies mostly in the realm of 
computer science, but this next step of discretization lies in the area of computational and 
applied mathematics. The mathematical model and governing equation has been chosen, 
but the CFD scientists or engineer must choose how to discretize the solution of this model 
over the entire domain. 

3.1 Numerical discretization methods 
In computational and applied mathematics, there are different numerical discretization 
methods (22). Three popular methods are finite difference, finite volume, and finite volume 
methods. Each of these classes of methods contains many variations usually specific to an 
application area. Other methods include boun dary element methods, higher-resolution 
methods, and meshless methods like spectral methods. 

3.2 Finite difference, finite volume, and finite element methods 
The finite difference method is probably the oldest  of the main three (23). It lends itself quite 
well to orderly and structured ge ometries. It is not used as commonly as the finite element 
method or finite volume method, probably due to the geometric limitations on applications. 
Still, there are modern finite difference codes that employ overlapping grids and embedded 
boundaries allowing the use of the finite difference method for difficult or irregular 
geometries. However, it is the easiest method to code and is often taught first in courses that 
teach numerical discretization methods. 
The finite volume method is a method in whic h the governing partial differential equation is 
solved over smaller finite control volumes (24) . Since the governing equations are cast in a 
conservative manner over each control volume, the fluxes across the volumes are conserved  
In terms of tests, applications, validation, and literature, the most robust of all methods is 
the finite element method (25). The finite element method is a type of residual method in 
which a residual equation is weighted and inte grated over the domain. Since the domain is 
broken into many elements, this integration actually takes places over each element in the 
mesh. The finite element method requires more memory than the finite volume method but 
is also more stable than the finite volume method. 
There are other methods as well. Boundary elements methods include methods in which the 
boundary is meshed into separate sub-elements (26) (27). In 3D, a boundary element method 
domain would be a 2D surface. In 2D, a boundary element method domain would be 
represented as a 1D surface or edge. There are also immersed boundary methods to deal 
with situation in which elastic structures interact with fluid flows (28). 
There are numerous other discretization methods. Each of the above discretization methods 
can be used with functions of varying order. Every increase in the order of the functions 
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speed CFD scientists and engineers can compute solutions to problems. And as the speed of 
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CPUs. A larger supercomputer could have 50,000 different nodes, or CPUs. For example, the 
K computer has 68,544 CPUs, each with 8 cores (octo-core) for a total of 548,352 cores (12). 
As well, today we have small supercomputing clusters, in which different CPUs are linked 
together to act as a supercomputer. Often one will find Linux clusters arranged in this way. 
Each node of a cluster can actually contain multiple processors itself acting as a single 
computer. A computer or node with 2 processors is called a dual core machine or node. A 
computer or node with 4 processors is called a quad-core machine or node. Processors in a 
multicore machine or cluster can use memory in different ways. Some use a shared memory 
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nodes on a supercomputer or cluster. Parallel programming is especially important because 
the purpose of supercomputing is  to divide the large problem into smaller pieces given to 
each node to process. However, in order to solve the larger problem, the nodes must 
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Once the mesh unit and resolution are chosen in the pre-processing stage, the mesh is 
partitioned and a piece of the mesh is given to each processor or node. However, sometimes 
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contributes increasing costs of calculations and time for larger and larger problems. To 
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Communication is minimized most when each processor or node manages a contiguous 
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Examples of mesh partitioning and re-ordering methods include MATLAB’s MESHPART 
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used in the discretization method (from linear to quadratic, quadratic to cubic, from cubic to 
quartic, etc.) carries increased computational costs since higher order functions have more 
terms and more coefficients. In fact, higher order functions require more sample points or 
interpolation points to properly resolve them. A ccuracy comes at a price. Still, such accuracy 
is sometimes warranted in cases where there are sharp gradients or shocks in velocity, 
pressure, density, or temperature, for instance. In these cases, some of the previous 
discretization schemes fail and introduce what we call “spurious oscillations” which are not 
actually physical but a byproduct of computational approximation. In these cases, CFD 
engineers may choose to use higher-order discretization methods or shock capturing 
methods such as Total Variation Diminishing (TVD) schemes (29), Essentially Non-
Oscillating (ENO) schemes (30), and the Piecewise Parabolic Method (PPM) (31). 
Spurious oscillations are an example of discretization errors mentioned earlier. They are also 
called numerical errors because they are not physical. Specifically, such numerical error 
resulting in spurious oscillations is often called dispersive error or dispersion. Truncation 
error is the type of numerical error result ing from the difference between the partial 
differential equation and the finite equation that we actually code. 
Additionally, with CFD we can experience a third error—computer error. For example, 
for one calculation or one floating point operation, computer roundoff is usually 
negligible. However, when doing repeated calculations over and over in simulations 
dealing with billions of node s at which we solve for multiple unknowns at each node, 
computer roundoff error can build. 

3.3 Turbulence models 
Another area of CFD modeling is turbulence modeling. Turbulence modeling is a difficult 
yet still potentially fruitful area of CFD research because of the computational difficulties 
it poses. Turbulence is a complicated phenomenon that occurs over a wide range of time 
scales and length scales. This is where the trouble lies making it impossible to fully 
resolve turbulent phenomena when using most approaches. Because of the wide ranges of 
time periods over which turbulent periodicit y manifests and the wide range of length 
scales on which turbulence acts, most CFD engineers and scientist choose to resolve a 
certain length scale and time scale range of turbulence and model the rest. In this case 
resolving turbulence means that we actually  compute and calculate turbulent quantities 
like vorticity and velocities and pressures in  turbulent regions. Modeling turbulence 
means that we add an expression into our equation, the effect of which is approximately 
to create the effect of fully resolved turbulence on our unknown values such as velocity 
and pressure. 
As one increases the range of time scales and length scales over which the turbulence is 
resolved, one must increase the refinement of the simulation both in length (refinement of 
the mesh) and in time (temporal refinement—the size of the time steps). This increased 
refinement increases the computational costs (the number of equations to be solved and 
the time it takes to compute the entire simulation). If one tends toward the other end of 
the model-resolve spectrum models all turbulence of all length and time scales, the 
computational costs decrease but one loses accuracy in the simulation. CFD researchers 
usually tend to resolve a range of turbulent length and time scales and model the rest. 
Usually the range is related to the range of interest of the flow simulation. For instance, if 
someone is simulating gas dynamics in the inner-ballistics of a particular weapon, it 
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would be best to resolve turbulence on the length range of the chamber inside the weapon 
and model anything much larger and much smaller. Likewise, any turbulence that occurs 
over a longer period than the time it takes to fire the weapon would have smaller effects 
on the simulation; it would be best to model turbulence on longer time scales and much 
shorter time scales. 
The most expensive turbulence scheme is Direct Numerical Simulation (DNS) (32). In DNS, 
all length scales of the turbulence are resolved and little or no modeling is done. It is not 
used in cases of extremely complex geometries which can create prohibitive expense in 
resolving the turbulence especially in special geometrically complex portions of the domain. 
Less expensive than DNS, the Large Eddy Simulation (LES) resolves turbulence on large 
length scales as the name suggests (33). A model is used to represent sub-grid scale effects of 
turbulence. The computational cost of turbulen ce at small length scales is reduced through 
modeling. 
Reynolds-averaged Navier-Stokes (RANS) is the oldest approach to turbulence modeling 
and it is cheaper than LES. It involves solving a version of the transport equations with new 
Reynolds stresses introduced. This addition brings a 2nd order tensor of unknowns to be 
solved as well. Examples of RANS methods are K-�Æ methods (34), Mixing Length Model 
(35), and the Zero Equation model (35). 
The Detached-eddy simulation (DES) is a version of the RANS model in which portions of 
the grid use RANS turbulence modeling and portions of the grid (or mesh) use an LES 
model (36). Since RANS is usually cheaper to implement than LES, DES is usually more 
expensive than using RANS throughout the enti re domain or grid and usually cheaper than 
using LES throughout the entire grid. If the turbulent length scales fit within the grid 
dimensions or the particular portion of the grid is near a boundary or wall, a RANS model is 
used. However, when the turbulence length scale exceeds the maximum dimension of the 
grid, DES switches to an LES model. Care must be taken when creating a mesh over which 
DES will be used to model turbulence due to the switching between RANS and LES. 
Therefore thought must be given to proper refinement to minimize computation while 
maximizing accuracy (especially refinement near walls). DES itself does not utilize zonal 
functions; there is still one smooth function us ed across the entire domain regardless of the 
use of RANS or LES in certain regions. 
There are many more turbulence models including the coherent vortex simulation which 
separates the flow field turbulence into a coherent part and a background noise part, 
somewhat similar to LES (37). Many of the contributions today are coming through different 
versions of RANS models. 

3.4 Linear algebraic equation system 
Once the mathematical equation has been chosen in the pre-processing stage, the mesh has 
been partitioned and distributed, and the nume rical discretization is chosen and coded, the 
last part of the computer program is to solve the resulting algebraic system for the 
unknowns. Remember in CFD we are calculating the unknowns (velocity and pressure, for 
instance) at all nodes in the domain. The algebraic system usually looks like Ax = b. Usually 
with many steady problems, Ax is a linear equa tion system. Therefore we can just invert the 
matrix A to find the vector x of unknow n values. The problem is that for large 
computations, for instance a computation invo lving 500 million nodes, inverting the matrix 
A takes too long. Remember that the number of nodes does not necessarily equal the 
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means that we add an expression into our equation, the effect of which is approximately 
to create the effect of fully resolved turbulence on our unknown values such as velocity 
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As one increases the range of time scales and length scales over which the turbulence is 
resolved, one must increase the refinement of the simulation both in length (refinement of 
the mesh) and in time (temporal refinement—the size of the time steps). This increased 
refinement increases the computational costs (the number of equations to be solved and 
the time it takes to compute the entire simulation). If one tends toward the other end of 
the model-resolve spectrum models all turbulence of all length and time scales, the 
computational costs decrease but one loses accuracy in the simulation. CFD researchers 
usually tend to resolve a range of turbulent length and time scales and model the rest. 
Usually the range is related to the range of interest of the flow simulation. For instance, if 
someone is simulating gas dynamics in the inner-ballistics of a particular weapon, it 
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would be best to resolve turbulence on the length range of the chamber inside the weapon 
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The most expensive turbulence scheme is Direct Numerical Simulation (DNS) (32). In DNS, 
all length scales of the turbulence are resolved and little or no modeling is done. It is not 
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length scales as the name suggests (33). A model is used to represent sub-grid scale effects of 
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and it is cheaper than LES. It involves solving a version of the transport equations with new 
Reynolds stresses introduced. This addition brings a 2nd order tensor of unknowns to be 
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The Detached-eddy simulation (DES) is a version of the RANS model in which portions of 
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number of unknowns. If you’re calculating 5 unknowns at every node, than you must 
multiply the number of nodes by the number of unknowns per node to get the value of 
actual number of unknowns and the length of the unknown vector x. So for such large 
problems, we solve the equation system iteratively. These systems are solved iteratively 
with iterations such as Newton or the Picard iteration. 
In many cases with unsteady flows, Ax represents a system of ordinary or partial 
differential equations. In this case, CFD researchers must choose either an implicit method 
or an explicit method to deal with the time integration. An explicit method calculates the 
solution at a later time based on the current solution. Another way to rephrase that is that it 
calculates the current solution based on an earlier solution in time. An implicit method 
calculates the solution at a later time based on both the solution at a later time and the 
current solution. Rephrasing that, an implicit method calculates the current solution based 
on both the current solution and the solution at an earlier time. Once a method is chosen and 
the time derivatives have been expanded using an implicit or explicit method, Ax is usually 
a nonlinear algebraic system. 
As stated earlier, for large problems, it may be too time-consuming or too costly 
(computationally) to compute this directly by in verting A. Usually, then, the linear system is 
solved iteratively as well (38). 
One must then choose which type of iterative solver to employ to find the unknown vector. 
Depending on the characteristics of this equation system, an appropriate solver is chosen 
and employed to solve the system. The major implication of all computational research in 
this area is that there is no one perfect iterative solver for every situation. Rather there are 
solvers that are better for certain situations and worse for others. When operating and 
computing with no information about the equa tion system, there are, however, general 
solvers that are quite robust at solving many types of problems though may not be the 
fastest to facilitate the specific problem one may be working on at the moment. 
A popular class of iterative solvers for linear systems includes Krylov subspace methods of 
which GMRES appears to be the most general and robust (38) (39). Its robustness makes it a 
great choice for a general solver especially when a researcher has no specific information 
about the equation system she is asked to solve. GMRES minimizes residuals over 
successively larger subspaces in an effort to find a solution. 
Still, in recent years, the Multigrid method  has shown better optimal performance than 
GMRES for the same problems, motivating many to use this method in place of GMRES. 
The Multigrid method minimizes all freque ncy components of the residual equally 
providing an advantage over conventional so lvers that tend to minimize high-frequency 
components of the residual over low-frequency components of the residual. Operating on 
different scales, the Multigrid method completes in a mesh-independent number of 
iterations (40) (41). 
CFD experts also employ methods to simplify the ability of a solver to solve an algebraic 
equation system by pre-conditioning the ma trix. The point of preconditioning is to 
transform the matrix closer to the identity ma trix which is the easiest matrix to invert. 
Though we rarely invert matrices for such la rge problems, matrices that are invertible or 
closer to being invertible are also easier to solve iteratively.  
Preconditioning is an art, involving the correct  choice of preconditioner according to the 
type of linear system (just as in choosing the correct solver or iterative method). Examples 
include lumped preconditioner s, diagonal preconditioners, incomplete LU, Conjugate-
Gradient, Cholesky or block preconditioners such as block LU or Schwarz (38) (42) (43). The 
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best preconditioners are those that take advantage of the natural structure of the algebraic 
system in order to facilitate the transformation of  A to a matrix closer to the identity matrix, 
thereby facilitating the solving of the system. 
The condition number roughly measures at what rate the solution x will change with respect 
to a change in b. Low conditions numbers imply more ease in inverting and solving the 
system. Characteristics such as condition number and even definite-ness of systems become 
important in choosing a preconditioner. 

3.5 Libraries 
Many CFD programs require thousands of lines of code for one specific simulation. To 
avoid writing a different program for every application, researchers often write general 
programs and software packages that can be used for a variety of situations. This generality 
greatly increases the lines of code even more. 
To help, there are many CFD and computational solid dynamics (CSD) libraries and applied 
mathematics libraries for the solving of such diffe rential equations. They include code libraries 
such as OFELI (44), GETFEM (45), OOFEM (46), deal.ii (47), fdtl (48), RSL (49), MOUSE (50), 
OpenFOAM (51), etc. Sometimes a CFD engineer may use a package like ANSYS Fluent (52) to 
do a simulation, and sometimes a CFD researcher may find that the software does not give 
him the freedom to do what he would like to do (usually for very specific research 
applications). In these cases, he can write his own code or piece code together using these 
libraries. The most general Finite Element Library is  deal.ii which is written in C++. It contains 
great support but currently does not support triangles or tetrahedral. 

3.6 Moving problems 
Moving problems are another class of CFD challenges. One can either use a body-fitted 
mesh approach (an approach where the mesh fits around the solid body of interest), an 
overlapping mesh method, or a meshless method. Body-fitted mesh methods must actual 
move the mesh elements or cells. Overlapping methods have the option of moving the mesh 
but capture the movement of interest in th e overlapping regions. Meshless methods avoid 
the need to move the mesh as moving the mesh has the ability to introduce error. Usually 
when a mesh is moving the aspect ratio of the mesh elements must be checked. If the ratio 
goes beyond some limit, the mesh must be reordered and remade, and the solution from the 
old mesh must be projected to the new mesh in order to continue the simulation. Each of 
those steps has the ability to introduce error. Therefore it is best to limit mesh distortion or 
concentrate it in elements that have the ability to absorb the deformation without reaching 
the aspect ratio limit for the computation (7) (53). 
There are also numerous methods that avoid meshes. Due to the problems and errors that 
poor refinement and mesh distortion intr oduce, some people avoid mesh methods 
altogether. Some meshless methods (54) include spectral methods (55), the vortex method 
(meshless method for turbulent flows), and particle dynamics methods (56). 

4. Post-processing 

This is the final stage when the computations are complete. This involves taking the output 
files full of velocity, pressure, density, and similar. information at each node for each time 
step and displaying the information visually, hopefully with color. Many CFD engineers 
also animate the results so as to better show what happens in time or to follow a fluid 
particle or a streamline. 
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4.1 Engineering 
Up to this point, all of the work we ha ve spoken about deals with the computer 
science/electrical engineering part or the computational and applied mathematics part of 
CFD. The mechanical and chemical engineering part of CFD comes in the post-processing 
and analysis.  
The interpretation of the visualized results is also another point at which error can be 
introduced. CFD scientists and engineers must therefore take care in not overextending the 
analysis and simultaneously not missing import ant implications or conclusions that can be 
drawn from it. Engineers also make sure to corroborate the results with physical 
experiments and theoretical analysis. Addi tionally, the choice of problem and the 
motivation can come from the engineering side of CFD at the very beginning before any pre-
processing work. Finally, the engineering analys is of the phenomenon directs the feedback 
loop of the research work. At this point the CFD worker must decide what values to change, 
whether it should be run again, what paramete rs should be maintained at current values, 
etc. He must decide which parameters’ effect should be tested. He must determine if the 
results make sense and how to properly communicate those results to other engineers, 
scientists, scientists outside of the field, lay persons, and policy makers. 
CFD work has taken exciting directions and comes to bear in many ways in society. When 
the fluid is water, CFD workers study hydrodyn amics. When the fluid is air, they study 
aerodynamics. When it is air systems, they study meteorology and climate change. When it 
is the expanding universe, astronomy and cosmology; blood, medicine; oil and fossil flows, 
geology and petroleum engineering. CFD work ers work with zoologists studying the 
mechanics of bird flight, paleontologists stud ying fossils, and chemists studying mixing 
rates of various gases in chemical reactions and in cycles like the nitrogen cycle. 
Because of the importance and presence of fluids everywhere, the interaction of fluids with 
structures throughout the real world, and the application of mechanics and chemical 
engineering everywhere, CFD remains importan t. Moreover, the computational tools CFD 
engineers use can be utilized to solve and help other computational fields. Since the advent 
and continual innovation of the computer, all scientific fields have become computational—
computational biology, computational chemistry, computational physics, etc. The same 
computational tools used in CFD can often be applied in other areas (predicting the weather 
involves a linear algebraic system for instance). This allows CFD engineers and scientists to 
move in and out of fields and bring their engin eering analytical skills and critical reasoning 
to bear in other situations. CFD engineers and scientists are even used to make video games 
and animations look more physically real istic instead of simply artistic (57). 

5. Closing 

There are a host of other interesting areas in CFD such as two-phase or multi-phase flow 
(58), vorticity confinement techniques (similar to shock capturing methods) (59), probability 
density function methods (60), and fluid-struct ure interaction (FSI) (61). Other chapters in 
this book address those, so we will not talk specifically about them here. It is simply 
important to understand that as computing capability increases as computer scientists 
increase the clock speed of the microchip all the time, our ability to solve real-life problems 
increases. Problems involving two liquids or two phases occur all the time, and there are 
many instances of fluids interacting with deforming solids—in fact that is the general 
reality. So combining CFD with computational solid dynamics is an important partnership 
that lends itself well to solving the major challenges facing us in the 21st century. 
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1. Introduction 

Sedimentation is perhaps the oldest and most common water treatment process. The 
principle of allowing turbid water to settle before it is drunk can be traced back to ancient 
times. In modern times a proper understanding of sedimentatio n tank behavior is 
essential for proper tank design and operation. Generally, sedimentation tanks are 
characterized by interesting hydrodynamic phenomena, such as density waterfalls, 
bottom currents and surface return currents , and are also sensitive to temperature 
fluctuations and wind effects. 
On the surface, a sedimentation tank appears to be a simple phase separating device, but 
down under an intricate balance of forces is present. Many factors clearly affect the 
capacity and performance of a sedimentation tank: surface and solids loading rates, tank 
type, solids removal mechanism, inlet design, weir placement and loading rate etc. To 
account for them, present-day designs are typically oversizing the settling tanks. In that 
way, designers hope to cope with the poor design that is  responsible for undesired and 
unpredictable system disturbances, which may be of hydraulic, biological or physico-
chemical origin. 
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The latter concerns the cost-effectiveness of a validated CFD model where simulation results 
can be seen as numerical experiments and partly replace expensive field experiments 
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Generally, many researchers have used CFD simulations to describe water flow and solids 
removal in settling tanks for sewage water treatment. However, works in CFD modelling of 
sedimentation tanks for potable water treatment,  rectangular sedimentation tanks, and iron 
removal by sedimentation tank in surface and groundwater treatment plants have not been 
found in the literature. Moreover, the physical characteristics of the flocs may not be such 
significant parameters in the flow field of se dimentation tanks for potable water, due to the 
much lower solids concentrations and greater particle size distributions than those 
encountered in wastewater treatment. 
Design of sedimentation tanks for water and wastewater treatment processes are often 
based on the surface overflow rate of the tank. This design variable is predicated on the 
assumption of uniform unidirec tional flow through the tank. Dick (1982), though, showed 
that many full-scale sedimentation tanks do not follow ideal flow behavior because 
suspended solids removal in a sedimentation tank was often not a function of the overflow 
rate. Because of uncertainties in the hydrodynamics of sedimentation tanks, designers 
typically use safety factors to account for this nonideal flow behavior (Abdel-Gawad and 
McCorquodale, 1984).  
It can be concluded from the discussion that the current ways in which STs are designed and 
modified could and should be improved. Provid ing a tool that might lead to sedimentation 
tank optimization, as well as understanding, quantifying and visualizing the major 
processes dominating the tank performance, are the main goals of this research. 

2. Scope and objectives 

This research focuses on the development of a CFD Model that can be used as an aid in the 
design, operation and modifica tion of sedimentation tanks  (Ghawi, 2008). This model 
represents in a 2D scheme the major physical processes occurring in STs. However, effect of 
scrapers and inlet are also included, hence the CFD Model definition. Obviously, such a 
model can be a powerful tool; it might lead to rectangular sedimentation tanks optimization, 
developing cost-effective solutions for new sedimentation projects and helping existent 
sedimentation tanks to reach new-more demanding standards with less expensive 
modifications. An important benefit is that th e model may increase the understanding of the 
internal processes in sedimentation tanks and their interactions. A major goal is to present a 
model that can be available to the professionals involved in operation, modification and 
design of sedimentation tanks.. The ultimate goal of the project is to develop a new CFD 
methodology for the analysis of the sediment tr ansport for multiple particle sizes in full-
scale sedimentation tanks of surface and groundwater potable water treatment plants with 
high iron concentration. The CFD package FLUENT 6.3.26 was used for the case study of the 
effect of adding several tank modifications in cluding flocculation ba ffle, energy dissipation 
baffles, perforated baffles and relocated effluent launders, were recommend based on their 
field investigation  on the efficiency of solids  removal. An overview of the outline of the 
project is given in Figure 1. 
The specific objectives of this research include: 
�x Improve the operation and performance of hori zontal sedimentation tank in Iraq which 

have been identified as operating poorly, by predicting the exis ting flow, coagulant 
dose to remove iron and flocculent concentration distribution of the sedimentation tank 
by means of CFD techniques. 

�x Develop a mathematical model for sedimentation tanks in 2D; 
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�x Introduce a flocculation submod el in the general ST model, 
�x Introduce a temperature submodel  in the general ST model. 
�x Design CFD model for simulation of sedimentation tanks, i.e. grids and numerical 

descriptions. 
�x Develop a model calibration procedure, in cluding the calibration of the settling 

properties, and validate the models with experimental data. 
�x Evaluate the suitability of CFD as a technique for design and research of rectangular 

sedimentation tanks for drinking water treatment plants and iron removal. 
�x Use CFD to investigate the effects of design parameters and operational parameters. 
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Fig. 1. Overview of the settling tank project 

Finally, a CFD model was developed to simulate the full scale rectangular sedimentation 
tanks at the AL-DEWANYIA purification work s in Iraq. The CFD simulations of the AL-
DEWANYIA tanks were done by setting up standard cases for each, i.e. a configuration and 
operating conditions that represented the ph ysical tanks as they were built, and then 
varying different aspects of the configuration or operating conditions one or two at a time to 
determine the effect. discrete particles in dilu te suspension was simulated, as it is the 
applicable type for the operating conditions in rectangular sedimentation tanks for potable 
water treatment. 

3. Modelling the settling tank  

Figure 2 shows the set-up of the settling tank CFD model which developed in this work. The 
code predicts fluid flow by numerically solving the partial differential equations, which 
describe the conservation of mass and momentum. A grid is placed over the flow region of 
interest and by applying the conservation of mass and momentum over each cell of the grid 



Applied Computational Fluid Dynamics 20

Generally, many researchers have used CFD simulations to describe water flow and solids 
removal in settling tanks for sewage water treatment. However, works in CFD modelling of 
sedimentation tanks for potable water treatment,  rectangular sedimentation tanks, and iron 
removal by sedimentation tank in surface and groundwater treatment plants have not been 
found in the literature. Moreover, the physical characteristics of the flocs may not be such 
significant parameters in the flow field of se dimentation tanks for potable water, due to the 
much lower solids concentrations and greater particle size distributions than those 
encountered in wastewater treatment. 
Design of sedimentation tanks for water and wastewater treatment processes are often 
based on the surface overflow rate of the tank. This design variable is predicated on the 
assumption of uniform unidirec tional flow through the tank. Dick (1982), though, showed 
that many full-scale sedimentation tanks do not follow ideal flow behavior because 
suspended solids removal in a sedimentation tank was often not a function of the overflow 
rate. Because of uncertainties in the hydrodynamics of sedimentation tanks, designers 
typically use safety factors to account for this nonideal flow behavior (Abdel-Gawad and 
McCorquodale, 1984).  
It can be concluded from the discussion that the current ways in which STs are designed and 
modified could and should be improved. Provid ing a tool that might lead to sedimentation 
tank optimization, as well as understanding, quantifying and visualizing the major 
processes dominating the tank performance, are the main goals of this research. 

2. Scope and objectives 

This research focuses on the development of a CFD Model that can be used as an aid in the 
design, operation and modifica tion of sedimentation tanks  (Ghawi, 2008). This model 
represents in a 2D scheme the major physical processes occurring in STs. However, effect of 
scrapers and inlet are also included, hence the CFD Model definition. Obviously, such a 
model can be a powerful tool; it might lead to rectangular sedimentation tanks optimization, 
developing cost-effective solutions for new sedimentation projects and helping existent 
sedimentation tanks to reach new-more demanding standards with less expensive 
modifications. An important benefit is that th e model may increase the understanding of the 
internal processes in sedimentation tanks and their interactions. A major goal is to present a 
model that can be available to the professionals involved in operation, modification and 
design of sedimentation tanks.. The ultimate goal of the project is to develop a new CFD 
methodology for the analysis of the sediment tr ansport for multiple particle sizes in full-
scale sedimentation tanks of surface and groundwater potable water treatment plants with 
high iron concentration. The CFD package FLUENT 6.3.26 was used for the case study of the 
effect of adding several tank modifications in cluding flocculation ba ffle, energy dissipation 
baffles, perforated baffles and relocated effluent launders, were recommend based on their 
field investigation  on the efficiency of solids  removal. An overview of the outline of the 
project is given in Figure 1. 
The specific objectives of this research include: 
�x Improve the operation and performance of hori zontal sedimentation tank in Iraq which 

have been identified as operating poorly, by predicting the exis ting flow, coagulant 
dose to remove iron and flocculent concentration distribution of the sedimentation tank 
by means of CFD techniques. 

�x Develop a mathematical model for sedimentation tanks in 2D; 

A Computational Fluid Dynamics Model of Flow and Settling in Sedimentation Tanks 21 

�x Introduce a flocculation submod el in the general ST model, 
�x Introduce a temperature submodel  in the general ST model. 
�x Design CFD model for simulation of sedimentation tanks, i.e. grids and numerical 

descriptions. 
�x Develop a model calibration procedure, in cluding the calibration of the settling 

properties, and validate the models with experimental data. 
�x Evaluate the suitability of CFD as a technique for design and research of rectangular 

sedimentation tanks for drinking water treatment plants and iron removal. 
�x Use CFD to investigate the effects of design parameters and operational parameters. 
 
 

"Stability"

Monitoring

On-Line:
�y Cogulation Doses
�y pH
�y Temperature
Off-Line:
Effluent:
�y Iron
�y Manganese
�y SS
Sludge
�y Solids Concentrations

"Dynamics"

Monitoring

On-Line:
�y Cogulation Doses
�y pH
�y Particles Size Distribution
�y Temperature
Off-Line:
�y Settling Velocity
�y SS

2D-Settling Tank
Modelling

CFD
Prediction of Velocities, Temperature,
Iron and Solids Concentration Profiles

Virtual
Optimal

Experimental
Design

Retrofit and
Improvement of
Settling Tanks

Design

 
 
Fig. 1. Overview of the settling tank project 

Finally, a CFD model was developed to simulate the full scale rectangular sedimentation 
tanks at the AL-DEWANYIA purification work s in Iraq. The CFD simulations of the AL-
DEWANYIA tanks were done by setting up standard cases for each, i.e. a configuration and 
operating conditions that represented the ph ysical tanks as they were built, and then 
varying different aspects of the configuration or operating conditions one or two at a time to 
determine the effect. discrete particles in dilu te suspension was simulated, as it is the 
applicable type for the operating conditions in rectangular sedimentation tanks for potable 
water treatment. 

3. Modelling the settling tank  

Figure 2 shows the set-up of the settling tank CFD model which developed in this work. The 
code predicts fluid flow by numerically solving the partial differential equations, which 
describe the conservation of mass and momentum. A grid is placed over the flow region of 
interest and by applying the conservation of mass and momentum over each cell of the grid 



Applied Computational Fluid Dynamics 22

sequentially discrete equations are derived. In the case of turbulent flows, the conservation 
equations are solved to obtain time-averaged information. Since the time-averaged 
equations contain additional terms, which re present the transport of mass and momentum 
by turbulence, turbulence models that are based on a combination of empiricism and 
theoretical considerations are introduced to calculate these quantities from details of the 
mean flow. 
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Fig. 2. CFD model 

4. Numerical techniques used in Fluent  

This section will shortly deal with the methods applied in (Ghawi, 2008). The Fluent 
software utilises the finite volume method to solve the governing integral equations for the 
conservation of mass and momentum, and (when appropriate) for scalars such as 
turbulence and solids concentration. In the work (Ghawi, 2008), the so-called segregated 
solver was applied; its solution procedure is schematically given in Figure 3. Using this 
approach, the governing equations are solved sequentially, i.e. segregated from one another. 
Because the governing equations are non-linear (and coupled), several iterations of the 
solution loop must be performed before a converged solution is obtained. 
Concerning the spatial discretisation, the segregated solution algorithm was selected. The 
k-�Æ turbulence model was used to account for turbulence, since this model is meant to 
describe better low Reynolds numbers flows such as the one inside our sedimentation 
tank. The used discretisation schemes were the simple for the pressure, the PISO for the 
pressure-velocity coupling and the second order upwind for the momentum, the 
turbulence energy and the specific dissipation. Adams and Rodi 1990 pointed out that for 
real settling tanks the walls can be considered as being smooth due the prevailing low 
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velocities and the correspondingly large visco us layer. Consequently, the standard wall 
functions as proposed by Launder and Spalding 1974 were used. The water free surface 
was modeled as a fixed surface; this plane of symmetry was characterized by zero normal 
gradients for all variables 
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Fig. 3. Solution procedure  

5. Experimental techniques for model calibration and validation 

The process of developing (incl. calibration), verifying, and validating a CFD code requires 
the use of experimental, theoretical and computational sciences. This process is a closed loop 
as presented in Figure 4.  
The above clearly indicates that good experimental data are indispensable for settling tank 
model validation; their quality largely depends on the applied experimental technique. 
For the purposes of testing the numerical model presented in this thesis on a full scale tank, 
the data set gathered laboratories, was selected. Here, a comprehensive experimental study 
of a working settling tank at AL-DEWANYIA in Iraq were carried out. Velocity and 
concentration profiles were gathered at 7 stations along the length and 3 stations across the 
width of the tank for a variety of inlet conditions and inlet and outlet geometries. 
Volumetric flow rates through the inlets and ou tlets were measured for each test condition 
studied. Details of the tank geometry and the experimental conditions for which 3D 
numerical simulations have been made are given in next sections. The following topics are 
dealt with which measured in the sites: 
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Flow rate, (2) Settling velocity, (3) Solids concentration ( Turbidity), Iron, and Manganese, 
(4) Particle size distribution, (5) Velocity of liquid, and  (6) Temperature  
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Fig. 4. Process of developing CFD code. 

 
 

 
Fig. 5. Layout of AL-DEWANYIA WTP 

6. Model development, applications and results 

6.1 Introduction 
The full-scale horizontal settli ng tanks at the drinking tr eatment plant of AL-DEWANYIA 
were opted for. Most settling tanks of Iraq Water exhibit a horizontal settling tank. This 
research was focused on this type of settling tanks.  
Figure 5 represents treatment of water obtained from a deep well in AL-DEWANYIA WTP a 
The AL-DEWANYIA WTP were built to remove turbidity and organic material.  
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6.2 Simulation 
To limit computational power requirements, the rectangular settling tank was modeled in 
2D. The major assumption in the development of the model is that the flow field is the same 
for all positions; therefore, a 2D geometry can be used to properly simulate the general 
features of the hydrodynamic processes in the tank. As a first step, a mesh was generated 
across the sedimentation tank. As a result, the solutions from the grid of 137,814 
quadrilateral elements were considered to be grid independent. 
For simulation purposes, the range of the suspended solids was divided into thirteen 
distinct classes of particles based on the discretization of the measured size distribution. 
The number of classes was selected in order to combine the solution accuracy with short 
computing time. Two other numbers, 6 and 15, were tested. While the predictions 
obtained using 6 classes of particles were found to be different from those resulting from 
the 13 classes, the difference between the predictions made by the 13 and the 15 classes 
were insignificant. Therefore, a number of 13 classes were selected as a suitable one. 
Within each class the particle diameter is assumed to be constant (Table 1). As it can be 
seen in Table 1, the range of particle size is narrower for classes that are expected to have 
lower settling rates. 
 
 
 

Class 
Range of particle 

size (�Ím) 
Mean particle size 

(�Ím) 
Mass fraction 

1 10-30 20 0.025 
2 30-70 50 0.027 
3 70-90 80 0.039 
4 90-150 120 0.066 
5 150-190 170 0.095 
6 190-210 200 0.115 
7 210-290 250 0.126 
8 290-410 350 0.124 
9 410-490 450 0.113 
10 490-610 550 0.101 
11 610-690 650 0.077 
12 690-810 750 0.057 
13 810-890 850 0.040 

 

Table 1. Classes of particles used to account for the total suspended solids in the STs in AL-
DEWANYIA STs. 

6.3 The influence of particle structure 
The settling velocity of an impermeable spherical particle can be predicted from Stokes’ law. 
However, the aggregates in the water not only are porous but it is well known that they 
have quite irregular shapes with spatial varying porosity. The flow chart of this 
computations sequence is presented in Figure 6. 
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Fig. 6. Flow chart of computation sequence. 

6.4 Simulation of existing sedimentation tanks 
The AL-DEWANYIA water treatmen t plant uses lime, and (NH 4)2SO4 and Fe2(SO4)3 to 
flocculate the and solid concentrations, respectively before entering the sedimentation tanks. 
There are 4 rectangular tanks at the AL-DEWANYIA WTP .  
The Physical and hydraulic data during study periods, and settling tank data for two WTPs 
are shown in Table 2 .  
 

Geometry Value 
Tank length 
Tank width 
Hopper depth 
Bottom slop 
Weir length 
Weir width 
Weir depth 

30.0 m 
4.50 m 
2.50 m 
0.00 
4.50 m 
0.70 m 
0.50 m 

loading Value 
SOR 
Inlet concentration 
Density of water 
Density of particulate 

2.7 m/h 
30-80 mg/l 
1000 kg/m 3 

1066 kg/m 3 
Tank parameter Value 

Average flow rate 60-80 l/s 
Sludge pumping rate 5-15 l/s 
Inflow temperature average 4oC -11oC , and 20oC -27oC 
Inflow suspended solids 25-80 mg/l 
Detention time 2.5-3.6 hr 
Cmin  0.17 mg/l 
�Í 0.002 N.s/m 2 

Table 2. Physical and hydraulic data during study periods, and settling tank data. 
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6.4.1 AL-DEWANYIA WTP 
Figure 7 shows the velocity profiles of the existi ng tanks for a flow rate of 80 l/s and an inlet 
concentration of 50 mg/l (~75 NTU). High velocities are present at the inlet (0.065 m/s). The 
flow is further accelerated towards the bottom of the hopper due to the density differences 
as well as the wedge shape of the hopper. The strong bottom current is balanced by a 
surface return current inside th e hopper. The velocities near the effluent weir are very low.  
The solids concentration profile is shown in  Figure 8. Note the high concentration 
downstream of the sludge hopper. The sludge that is supposed to settle in the hopper is 
washed out of the hopper into the flat section of  the tank. Over time a significant amount of 
sludge accumulates. According to both the field observations and the modeling of the 
existing process, each of the following reasons (or combination of them) may cause the ST 
problems, i.e. the flocculant solids blowing out: 
1. The location of the existing weir (distributed in a range of 1 meter at the very 

downstream end of the ST) cause very strong upward currents, which could be one of 
the major reasons that the flocculant solids were blowing out around the effluent area. 

2. The strong upward flow is not only related to the small area the effluent flow passes 
through but also to the rebound effect between the ST bottom density current and the 
downstream wall. The “rebound” phenomenon  has been observed and reported by 
many operators as well as field investigator s, especially in ST with small amounts of 
sludge inventory. A reasonable amount of sludge inventory can help dissipate the 
kinetic energy of the bottom density current. 

3. In the existing operation, the bottom density current must be fairly strong due to the 
lack of proper baffling and the shorta ge of sludge inventory in the tank. 

 

 
Fig. 7. Velocity contours of existing tank (m/s) 
 

 
Fig. 8. Solids concentration profile for existing tank 
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Fig. 6. Flow chart of computation sequence. 
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7. Simple improvements to the existing sedimentation tank in WTP 

Field data collected from the laboratories duri ng the last 3 years was used to analyze the 
tank behavior and to enhance the performance of the settling tanks at the AL-DEWANYIA 
WT Plant. Several tank modifications includ ing flocculation baffle, energy dissipation 
baffles, perforated baffles and inboard effluent launders, were recommend based on their 
field investigation  
The relationship between the effluent SS and the hydraulic loading is summarised in Table 3 
for the existing STs and with different modifica tion combinations. The predicted Effluent SS 
(ESS) in Table 3 and Figure 9 indicates that the average ESS can be significantly reduced by 
improving the tank hydraulic efficiency. The comparison of model predictions with the 
subsequent field data indicates that the significantly improvement of STs performance was 
obtained by using the minor modifications based on the 2-D computer modeling. 
 

 Q= 50 l/s 
Influent 

conc.= 40 
mg/l 

Q= 70 l/s 
Influent 

conc.= 40 
mg/l 

Q= 80 l/s 
Influent conc.= 50 

mg/l 

Q= 80 l/s 
Influent conc.= 

75 mg/l 

 Predicted average effluent concentration 
Existing tank 20 30 40 50 
Modification 1 12 11 30 22 
Modification 2 6 8 12 13 
Modification 1 and 2 4 6 7 9 
(1) Perforated baffle distance from inlet = 16m; gap above bed = 0.5 m; height above bed = 
1.8 m; porosity = 55% 
(2) Length of launder = 12 m. 

Table 3. Performance data for modelled settling tank 

 

 
Fig. 9. Comparison of solids distributions on surface layer between existing and modified 
tanks  

8. Modelling the scraper mechanism 

The gravitational (and laminar) flow along the bottom, which may go up to 8-15 mm/s near 
the sump, is blocked for 40 minutes of scraper passage. This is clearly seen in Figure 10. The 
scraper blade thus constrains the bottom flow discharge by counteracting the gravitational 
force. Near the floor the velocity increases with height in the shear flow region, but is 
obviously limited by the scraper’s velocity. 
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Fig. 10. Effect of scraper on solids concentration profiles  

9. Design procedures and guidelines 

The design procedures are necessarily based on many assumptions, not normally stated as 
shortcomings and limitations during the design process. To demonstrate the implications of 
these assumptions and the way in which these assumption deviate from real tanks. (Ghawi, 
2008) tried to improve design procedure as show in Table 4.  
 

 

Improved design procedure 

Step description 
Step 1  Measurement of settling velocity and sludge density 
Step 2 Set up of computational grid 
Step 3  Simulate tank 
Step 4  Evaluate results and check for evidence of the following: 

- short circuiting 
- high velocities zones 
- high overflow concentration 
- poor sludge removal 

Step 5  If none of the above is present, tank size can be reduced to reduce capital cost. 
 If problems are evident, adjust the design by adjusting the: 
- inlet 
- position of sludge withdrawal 
- position of overflow launders 
Also consider using perforated, porous and deflecting baffles 

Step 6  Repeat until a satisfactory tank geometry is obtained and check final geometry 
for various process changes such as density, concentration and inflow rate. 

Step 7 Asses the influence of the settling velocity and sludge density input 
parameters and repeat steps 3 – 6 if necessary. 

Table 4. Proposed CFD enhanced design procedure. 
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10. Temperature effect  

Settling velocity correction factor 

In order to define a correction factor for the settling velocities based on temperature 
difference, the temperature effect on the zone settling velocity has to be determined.  
Figure 11 displays graphically the value of the relationship Vs T2 / Vs T1 and �ÍT2 /�Í T1 for the 
data presented in Table 5 at temperatures Ts (summer temperature) and Tw (winter 
temperature). 
 
 

CFD Calculated at summer temperature 

SS 
mg/l 

Settling velocity V 
m/h 

Inlet 
temperature 

oC 

Outlet 
temperature 

oC 

Dynamic viscosity �Í  
kg/m.s 

60 1.5 27.5 27.5 8.5e-04 
50 1.7 27.5 27.5 8.6e-04 
25 1.83 26 26 8.7e-04 
15 2.52 25.4 25.4 8.8e-04 

CFD Calculated at cooled temperature 

60 0.95 8 9.2 1.3e-03 
50 1.05 6.6 6.8 1.35e-03 
25 1.9 7.8 8.8 1.29e-03 
15 2.7 7 8.9 1.30e-03 

 

Table 5. Settling velocity and dynamic viscosities for summer and winter temperature. 

From Figure 11 can be observed that the numerical values of the ratios VsT2 / Vs T1  and  �ÍT2 
/ �ÍT1 are very close, suggesting that an easy correction in the zone settling velocity for 
different temperatures can be made with a correction factor based on the dynamic viscosity 
of the water at the two temperatures. Figure 12 shows an extended data set indicating the 
relationships between the ratios VsT2 / Vs T1  and  �ÍT2 / �ÍT1. 

Fitting a straight line to the data point presente d in Figure 13 can find a correction factor for 
the settling velocities based on temperature  
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Equation 1 can be applied to correct the settling velocities for difference in temperatures in 
whichever of the four types of sedimentation, i.e., unflocculated discrete settling, and 
flocculated discrete settling. Even though equation 1 can be used for a sensitivity analysis on 
the performance of the model for different seasons, e.g. summer and winter, there is no 
evidence that the settling properties can be accurately extrapolated from one season to 
another.  
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Fig. 11. Ratios of VsT2 / Vs T1  and �ÍT2 / �ÍT1  for Different suspended solid (SS)  concentrations. 

 
 
 

 
 

Fig. 12. Effect of Temperature on Settling Velocity. 

11. Validation of the model 

The validation process involves comparing the mo del response to actual measured data. The 
model was validated using measured data from the AL-DEWANYIA WTPs. 
After the development of the hydrodynamic mo del, and turbulence model, the ST model 
was tested. The ESS predicted by the model was tested during seven days (from a 10 day 
period) showing a very good ag reement with the field data. Fi gure 13 presents a comparison 
between the experimentally measured and the simulated values of the floc concentration in 
the effluent of the existing tanks in AL-DEW ANYIA. Apparently, ther e is a good agreement 
between measured and predicted values. 
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Fig. 13. Validation of the ESS Simulated by the Model 

The average values of effluent concentration of improvement are presented in Table 6. The 
tank operation conditions in the data collecti on periods (February-April, 2007, (June-August, 
2006)) and the CFD model predictions are very close as shown in Table 6. The comparison of 
model predictions with the subsequent fiel d data indicates that the significantly 
improvement of tank performance was obtained  by using the minor modifications based on 
the 2-D computer modeling.  
 
 

 Operation 
conditions 

Effluent concentration (mg/l) and improvement 

 Ave. 
concentration 

mg/l 

No 
Modifications 

baffle 
Modifications 

Baffle and 
launder 

Modifications 
Field Data 
June-August 
2006 

50 28 - - 

Model 
Predictions 

47 27 6 (+78%) 5 (+82%) 

 

Table 6. Comparison of model predictions with field data  

12. Conclusions 

The introduction of this study made clear th at many factors influence the performance of 
settling tanks. They may be categorised as physico-chemical and hydraulic influences. To 
account for them in terms of process operation and design, mathematical models may be 
utilised. In this respect, Computational Flui d Dynamics (CFD) enables the investigation of 
internal processes, such as local velocities and solids concentrations, to identify process in 
efficiencies and resolve them. Although these complex models demand for considerable 
computational power, they may become an option for the study of process operation and 
control as computer speed increases. Nowadays, they mostly find applications in the world 
of settling tank design.  
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The main purpose of this investigation was to develop a CFD ST model capable of 
simulating the major processes that control the performance of settling tanks, this goal 
was achieved. The accomplished objectives of this research include: the development of a 
compound settling model that in cludes the representation of the settling velocity for the 
suspended solids usually encountered in this type of tank (horizontal sedimentation 
tanks) the inclusion of iron removal effects, a flocculation sub-model, and a temperature 
sub-model.  
These types of sub-models have not been previously incorporated in CFD ST models. The 
model was rigorously tested and validated. Th e validation process confirms the utilities and 
accuracy of the model. An important benefit of this research is that it has contributed to a 
better understanding of the processes in STs. The results presented in this research clarify 
important points that have been debated by previous researchers. 
This research may also open the discussion for future research and different ways for 
improving the performance of existing and new STs. In summary, this research has led to 
more complete understanding of the processes affecting the performance of settling tanks, 
and provides a useful tool for the optimization of these corn stone units in water treatment. 
The major conclusions, general and specifics, obtained from this research are:  
1. CFD modeling was successfully used to evaluate the performance of settling tank. 
2. The usually unknown and difficult to be measured particle density is found by 

matching the theoretical to the easily measured experimental total settling efficiency. 
The proposed strategy is computationally mu ch more efficient than the corresponding 
strategies used for the simulation of wastewater treatment. 

3. Solid removal efficiency can be estimated by calculating solids concentration at effluent. 
4. High solid removal efficiency was achieved for all cases tested. 
5. Baffling inlet arrangement succeeded in controlling kinetic energy decay. 
6. Improved energy dissipation due to an improved inlet configuration. 
7. Reduced density currents due to an improved inlet configuration. 
8. Improved sludge removal due to the inlet configuration. 
9. Troubleshoot existing STs and related process operations. 
10. The effluent quality can be improved by more than 60% for any cases. 
11. Evaluated ST design under the specified process conditions. 
12. Develop reliable retrofit alternatives with the best cost-effectiveness. 
13. The changes in temperature on STs play an important role on the performance of STs. 
14. Scrape is important in the settling process and play a big role in changing the flow field. 
15. In this work we improved the STs guidelines design procedure. 
16. The fairly good agreement between model predictions and field data. 
In general the study demonstrated that CFD could be used in reviewing settling tank design 
or performance and that the results give valuable insight into how the tanks are working. It 
can be inferred that CFD could be use to evaluate settling tank designs where the tanks are 
not functioning properly. 
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1. Introduction 

In order to perform an accurate study of the cl imate inside a greenhouse, it is necessary to 
use models based on heat and mass transfer (Rico-García et al., 2008). Mathematical models 
based on mass and energy balances assume a homogeneous greenhouse environment. These 
models generate a set of nonlinear ordinary differential equations without an analytical 
solution. However, a more detailed monitoring of the environment inside the greenhouses 
reflects a two-dimensional and three-dimensional variability of climatic variables. 
Recently, this problem has been tackled using the fundamental equations of fluid 
dynamics. The set of numerical methods applied in order to solve those equations are called 
Computational Fluid Dynamics (CFD). Computational Fluid Dynamics (CFD) provides a 
numerical solution from an energy balance of a controlled volume, which in comparison 
with other methods and expensive technologies allows an efficient study of the climate 
inside the greenhouse. CFD techniques consider the values of the independent variables as 
primary unknowns in a finite number of pl aces inside the domain, and then a set of 
algebraic equations are derived from the fund amental equations applied to the domain and 
can be solved by pre-establish algorithms.  
In spite of, the greenhouse is a very complex bio-system, in which there are several physical, 
chemical and biological interacting process and phenomena, during the last decade, due to 
the development of computer simulation tools and the increase in computational processing 
power, it is possible to develop numerical mo dels for the greenhouse environment such as 
more accurate models for transport phenomena and energy exchange inside the greenhouse. 
As a consequence, these studies have led improvements in the design of greenhouses 
(Norton et al., 2007). 
According to Boulard et al. (2002), CFD is a branch of fluid mechanics that uses numerical 
methods and algorithms to solve and analyze problems involving fluids flow. Therefore, it 
is possible with the use of computers to perform millions of calculations to simulate the 
interaction of liquids and gases with surfaces defined by the boundary conditions. In recent 
studies the modeling of air flow, CFD has deepened to test their effectiveness in 
relationships of climatic factors (Bournet and Boulard, 2010). Computational parametric 
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studies on greenhouse structures can help to the identification of design factors that affect 
greenhouse ventilation under specific climatic conditions (Romero-Gómez et al, 2008; 
Romero-Gómez et al., 2010).  
In the last years, many studies have used CFD to investigate the climatic conditions inside 
greenhouses. CFD has been able to increase the degree of realism by taking into account 
insect-proof screens and simulation of the crop effect, considering it as a porous medium, 
among others in 3D models. The results have been able to improve our understanding of the 
phenomenon of greenhouse ventilation. Therefore, this chapter discusses significant recent 
studies to understand how the use of CFD has evolved. 

2. Fundamental CFD equations and methodology 

2.1 Finite element models using CFD 
Computational fluid dynamics is based on  the governing fluid dynamics equations 
(continuity, momentum and energy). The set of equations obtained directly from the volume 
or fixed element in space is known as "conservative form" Euler type. The equations 
obtained directly from the volume or moveme nt with the fluid element are called "non-
conservative form” Lagrange type (Anderson, 1995). 

2.2 Substantial derivative 
The substantial derivative physically is the ex change rate of any substance that moves with 
a fluid element. It consists of two parts, wher e the first part is called the local derivative, 
which means the rate of change over time in a fixed point. The second part is called the 
convective derivative, which physically is the exchange rate due to movement of the fluid 
from one point to another in the field of fl uid, where the fluid properties are spatially 
different. The resulting material can be applie d to any field variable fluid, for example: 
velocity(u), pressure (p) or temperature (T) (Anderson, 1995). 
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1. Continuity equation 
2. Momentum equation (a non-conservative) 
3. Components in x, y and z 
4. Energy equation (a non-conservative) 
The fundamental CFD equations form a coupled system of nonlinear partial differential 
equations. So far no analytical solution has been found. It is commonly assumed that the 
fluid is an ideal gas where the intermolecular fo rces can be neglected. For an ideal gas, the 
state equation is: 

 p RT�U�  (5) 

Where R is the specific gas constant. For a calorically ideal gas we have: 

 ,e CvT�  (6) 

Where Cv is the specific heat at constant volume (Rodríguez, 2006, Norton et al, 2007). 

2.3 CFD procedure applied to the greenhouse environment 
Domain setting and grid generation are the first steps in the CFD modeling process. This 
implies the choice of a computational domain that is large enough to correctly assess the 
main mechanisms that occur in the system and to avoid interference with artificial 
Boundaries (Bournet and Boulard, 2010). The CFD modeling process encompasses three 
stages: preprocessing, solution and post-processing.  
The preprocessing is the most time-consuming activity because of mesh generation that is 
the basis for an accurate simulation, does require heavy calculations. Therefore, keeping an 
adequate strategy should allow reliability in the calculations and physically consistent 
results. The meshing process is based on a serie of activities that can be summarized as 
follows:  
a. Geometry definition (Figure 1) 
b. Geometry decomposition  
c. Computational mesh generation (Figure 2), refining, giggling, quality 
d. Functional and quality meshing  
e. Definition of the boun dary conditions and  
f. Export mesh 
One of the most important problems currently in CFD modeling of the greenhouse 
environment is the time-consuming  for a simulation to converge, due to the high number of 
cells that come from the process of meshing. Thus, for many years was chosen to model only 
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in two dimensions (2D) (Flores-Velázquez, 2010). However, air distribution inner 
greenhouse has a third-dimensional (3D) pattern, for that, nowadays 3D CFD models are 
more commonly developed. According to Bournet and Boulard (2010) the calculation 
process is an iterative procedure that requires the definition of convergence criteria, and the 
user of the CFD codes must to decide on an appropriate level of convergence, of the 
solution. Generally, 10�ï4 of the value of a variable at all of the nodes is used. Faster 
convergence may also be reached by optimizing the grid shape or by assuming the 
Boussinesq model as density dependent rather than by setting up the problem on the basis 
of the ideal gas theory. However, this choice may not be applicable in the case of large 
thermal gradients and may also overlook the influence of temperature on air viscosity. 
 
 

 
 
 

   
 

 
 
 

Fig. 1. Geometry generation for a greenhouse. 
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Fig. 2. Computational mesh generation for a greenhouse (Flores-Velázquez, 2010). 

The presence of turbulence in a fluid is indi cated by the fluctuatin g velocity components 
and the quantities carried out by the flow, even when the boundary conditions for the 
problem under study are kept constant. These fluctuations determine the difference between 
laminar flow and turbulent flow (Figure 3). For most situations, ventilation (effect of 
temperature, wind or both) measuremen ts and visualization experiments have 
demonstrated the turbulent air flow inside and outside the greenhouse. Therefore, the 
phenomenon of turbulence must be taken into account (Norton et al. 2007). 
 
 

 
Fig. 3. Velocity vectors on a multi-hood gr eenhouse of four spans. CFD model considers 
anti-insect mesh vents (Rico-García, 2008). 
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If inertial effects are large enough with respect to viscous effects, then the flow can be 
turbulent. Turbulence means that the instantaneous velocity varies at each point of the 
flow field. The turbulent nature of the veloci ty can be explained considering that the rate 
consists of the sum of two components, a main component (stable) and a fluctuating 
component. Depending on Reynolds number, laminar or turbulent flow can be modeled. 
For instance, most turbulence models, such as standard k-�Æ Model, and Re-Normalized 
Group Turbulence Model (RNG), to name a few (Rico-García, 2008). 
The post-processing stage allows the user to visualize and search for the solution. Figures 
contours, vectors and graphs can be obtained from analyzing the solution. It is remarkable 
that figures allow us to observe the full dist ribution of temperature, speed, pressure and 
so on the whole flow field (Figure 4). 
 
 

  
 
 

 

 

 
Fig. 4. Wind velocity (m s -1) and temperature (K) representative post processing 
characteristics at different greenhouses sceneries (Flores-Velázquez, 2010)  

As soon as a CDF model has been tested, the computational greenhouse environment can 
become a powerful climate analysis tool. Nowadays, it is possible to visualize, for instance, 
the wind distribution along th e greenhouse when the income windows are up or down, and 
also the consequent temperature profiles, among many other possibilities (Figure 5). Even 
though, in the last decade research on wind behavior in side the greenhouse has been 
enormous, still, as a fundamental part of th e greenhouse environment modeling process, it 
is necessary to take into consideration the physical verification in order to provide accuracy 
on the results obtained by numerical simulation (Flores- Velázquez, 2010). Scale models, 
water and wind tunnels and direct measurements  of the climatic variables are some of the 
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main options for verification of the CFD models of the greenhouse climate (Flores-
Velázquez, et al., 2011). 
 
 

 
 

Fig. 5. Comparison of wind speed (m s-1) (1) and profiles of air temperature (K) (2) in the 
greenhouse with and without the projection  of the rectangular window. Wind speed 
exterior 4 m s-1, soil heat flux 315 W m-2 (Flores-Velázquez, 2010). 

3. Approaches used in the application of CFD to the greenhouse environment  

CFD modeling is used to design facilities that provide suitable climatic conditions for the 
crops. According to Sase (2006), within a mild climate, appropriate design and control of 
ventilation are required to ensure effective cooling and uniformity of the environment. It is 
possible to design an optimal greenhouse by calculating its area, volume and vents area as 
well as the material properties of the roof (Impron et al., 2007). Rico-García et al. (2006), 
comparing two different greenhouses, showed the importance of its geometry and found 
that the ventilation rate for a greenhouse with larger vertical roof and windows was better 
than a multi-span greenhouse. Omer (2009) describes several designs of low energy 
greenhouses. In agreement with Baeza et al. (2008), design changes in the greenhouse, such 
as size and shape of vents, can improve air movement in the area of crops. Bakker et al. 
(2008) investigated energy balance, and determined that the amount of energy used per unit 
of output is defined by im provements in energy conversion, environmental control to 
reduce energy consumption and efficiency of agricultural production. In a study of outdoor 
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areas using the turbulence model Reynolds-averaged Navier-Stokes equations (RANS), van 
Hoff (2010) found that small geometric modificati ons can increase the ventilation rate up to 
43%. The performance of ventilation in enclosed spaces is affected by the flow of outside air, 
type of cover, height of the installa tion and the ventilation opening (Kim et al., 2010). 
Computational parametric studies on greenhouse structures can help to identify design 
factors that affect greenhouse ventilation under specific climatic conditions (Romero-Gómez 
et al., 2008; Romero-Gómez et al., 2010; Flores-Velázquez et al., 2008). 

3.1 Windward and leeward wind directions 
The wind direction outside the greenhouse is an important factor in defining the flow of air 
and climate inside the greenhouse system. The boundary conditions of wind speed 
distribution are deduced from experimental data and wind direction with respect to the 
longitudinal axis of the greenhouse, which can range from 0 ° to 90 °. Roy and Boulard 
(2005) simulated the impact of wind at 45 ° and 90 °, showing the influence of wind 
direction in the air velocity, temperature and humidity distributions inside the greenhouse; 
a similar result was found by Campen (2003). Rico-García et al. (2006) also showed that a 
greenhouse with larger vertical roof window s works better with a windward condition, 
whereas the multi-span greenhouse works better with a leeward condition. Therefore, wind 
direction affects the degree of ventilation. In a experiment carried out  by Khaoua et al. 
(2006), four different openings of roof vents obtained ventilation rates from 9 to 26.5 air 
exchanges per hour for the windward and 3. 7 to 12.5 on the leeward wind condition, 
respectively, which can maintain acceptable and uniform climate conditions for particular 
cases where the wind is perpendicular to the main axis of the greenhouse. Overhead 
ventilation to the windward and leeward directions represents a reduction in the ventilation 
rate by 25% to 45%, compared with only opening to the windward direction (Bournet et al., 
2007). Openings to the windward direction generate the highest rate of ventilation; however, 
the greatest homogeneity of the temperature and wind speed arises from combining 
windward and leeward roof vents (Bournet and Khaoua, 2007).  
Kacira et al. (2008) showed that the air temperature inside the greenhouse was higher on the 
windward side than on the leeward side wh en roof vents were used. Wind speed had a 
linear influence on air exchange rates, while the wind direction did not affect them. 
Majdoubi et al. (2009) observed a strong wind air current above a tomato canopy that was 
fed by a windward side vent and a slow air st ream flowing within the tomato canopy space. 
The first third of the greenhouse, until the en d of the leeward side, was characterized by a 
combination of wind and buoyancy forces, wi th warmer and more humid inside air that 
was removed through upper roof vents. Th ere may be a conflict between increasing 
ventilation and improving uniformity because there is little information on air movement 
affecting the cooling efficiency and the un iformity of the environment (Sase, 2006). 
According to Rico-García (2008) the relationship between the thermal gradient and 
ventilation of gases shows a linear behavior, while the relationship between the combined 
effect of temperature and wind greenhouse ventilation presents a piecewise linear 
behavior. The wind pattern in a greenhouse is strongly affected not only by the outside 
wind velocity but also by the number of greenhouse spans (Flores-Velázquez, 2010). It was 
found recently, that as  the greenhouse has three or four spans roof windows orientation is 
independent, however, when the greenhouse has five or more spans, side ventilation is 
dominant over the roof ventilation (Figure 6). 
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By increasing the surface of the front windows, opening windows and increasing roof 
capacity exhaust fans can ventilate properly larger greenhouses (Figure 7). It is important to 
calibrate the fan power, but also to determine a representative inlet area (Flores-Velázquez 
et al., 2009; Flores-Velázquez, 2010).  
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Fig. 6. Wind velocity interior vectors with 5 m s -1 wind velocity outside the greenhouse, on 
four open windows sceneries tested. 
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Fig. 7. Wind velocity vectors in a inlet area and outside fans in a three span greenhouse 
(Flores-Velazquez, 2010) 

3.2 Heat exchange tube and natural ventilation 
Rouboa and Monteiro (2007) simulated, by using a CFD model, the effects on temperature 
and wind speed of the introduction of hot water pipes along a greenhouse on nighttime 
conditions, under three scenarios: natural convection heating (case A), artificial heat pipes 
(case B) and artificial heat pipes and natural ventilation (case C) by using the turbulence 
model. Re-Normalization Group (RNG) observed an average increase in air temperature to 
2.2 ° C, 6.7 ° C and 3.5 ° C; the turbulence was lower for case A, slightly increasing with the 
heating system for case B and higher for case C, due to the effect of natural ventilation. 

3.3 Forced ventilation 
The study of fluid dynamics in ventilation syst ems application provides elements of natural 
ventilation. A numerical investigation by Rousseau (2008) on a prototype air-forced unit for 
crop growth chambers obtained simulations that show a nonlinear relationship between 
airflow rate and opening vents, showing the mixing zone. Dayan et al. (2004) developed 
another simplified model to demonstrate th e calculation of plant temperature when 
applying forced ventilation for climate control in greenhouses. The use of a device air flow 
deflector below the roof vents proved to increa se air exchange in the area of cultivation 
effectively. According to the CFD simulation s, the combination of the side vent dual 
configuration has little effect on overall air exchange; nonetheless it increases air movement 
in the crops and homogenizes temperatures (Baeza et al., 2008). Another investigation by 
Hughes and Abdul (2010) took into  account the effect of the external angle of the ventilation 
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device (wind vent) louvers against the internal pressure and velocity to optimize the device 
performance. The optimum angle was 35 ° to 40 ° with a wind velocity of 4.5 ms -1. Forced 
ventilation is an excellent option to abate the high temperature, but mainly in small 
greenhouses as fans are designed properly (Figure 8). As the length of the greenhouse 
increases, the overhead natural ventilation becomes a positive and more important 
complement to mechanical ventilation (Flores-Velazquez, 2010; Flores-Velázquez et al., 
2011). 
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Fig. 8. Three spans mechanically ventilated greenhouse, power fan 25 Pa, Heat flux 
convection 315 W, top view 2 m high. 

3.4 Fog-cooling system 
According to Sase (2006), in a fog-cooled greenhouse in combination wi th natural ventilation, 
air cooled by fogging above the plants is likely to go down. Kim et al. (2007) developed a CFD 
model to simulate air temperature and relative humidity distribution in a greenhouse with 



Applied Computational Fluid Dynamics 44

 
Fig. 7. Wind velocity vectors in a inlet area and outside fans in a three span greenhouse 
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According to Sase (2006), in a fog-cooled greenhouse in combination wi th natural ventilation, 
air cooled by fogging above the plants is likely to go down. Kim et al. (2007) developed a CFD 
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fog-cooling systems, regardless of the presence of plants. Air temperatures and simulated 
measures ranged from 0.1 ° to 1.4 ° C and relative humidity differences were 0.3-6.0%. The 
results showed that the best cooling system performance occurs when fog nozzles are within 
2.3 meters of the floor and 1.9 m of the side walls with a uniform spacin g of 3.7 m and the best 
location for the injectors is at the entrance of the side openings of the greenhouse.  

3.5 Eave cladding type 
In order to understand the air mixing properties of the installation, Norton et al. (2010b) 
studied airflow and buoyancy, determining th e relationship between eave openings and 
resistance to airflow and indoor air mixing for ventilation. They quantified the domain 
based on the effect of opening conditions, eave cladding type, porosity and height and 
found that the porosity of the eave opening cladding system significantly increases the 
efficiency of ventilation. They developed an other CFD model incorporating shipping space 
and the cladding of the eave under conditio ns of opening and modifying its height, to 
determine the effects and characteristics of ventilation inside. It was fo und that the cladding 
of the eave influences the efficiency of ventilation and thermal comfort.  They also found that 
the strength and the height of the eave determine whether it opens to leeward, acting as an 
air inlet (Norton et al., 2010c). 

3.6 Screens and vents 
Recent research using CFD models includes further refinement in adaptive meshing areas, 
in order to maintain a high level of accuracy during modeling making the simulations more 
reliable (Norton and Sun, 2006). Screens reduce ventilation rate by 33%, according to a study 
carried out by Kittas et al. (2005). In agreement with Harmanto et al. (2006), using different 
screen’s sizes over the vent opening has a significant effect, reducing 50% to 35% mesh 40, 
78 and 52 and giving rise to a temperature gradient of 1 to 3 ° C with a mesh of 52 as 
optimal for a tropical greenhouse. Majdoubi et al. (2007) found that insect-proof screens 
significantly reduced airflow, increasing thermal gradients inside the greenhouse by 46%. 
Using a wind tunnel with screens of different porosity (0.62, 0.52 and 0.4), Teitel et al. 
(2008a) showed that a screen inclined by airflow reduces drag compared to a flow 
perpendicular to the screen, allowing an increase of 15-30% and 25% in the upper 
compared with a flat screen. Also, Teitel et al. (2009) found that higher speed screens are 
inclined at 45 ° and decreased to 135 ° tilt.  
Ali et al. (2009) investigated the effect of roof vents on the temperature and coefficient of 
heat transfer in naturally ventilated facilities. Better flow patterns and heat transfer from the 
heated ceiling are observed when the front opening is located closest to the ceiling and the 
rear opening is located closest to the center. The increase of temperature and humidity as a 
result of insect-proof screens is particularly  evident in the vicinity  of the crop canopy 
(Majdobi et al., 2009). Also it was found that a larger roof vent area can greatly enhance 
ventilation, while the extension of an insect-pr oof screen on side walls hardly changes the 
air exchange rate (Romero-Gómez et al, 2008; Romero-Gómez et al, 2010). 
In hot regions a common practice is the substitution of the plastic cover of the greenhouse 
by a screen cover. This structure is called a screenhouse or a shadehouse. Although the 
climate control is rather difficult in such struct ure, it is an interesting and important system 
for growing crops. In some respect a screenhouse is better than a greenhouse as it is 
required to avoid hot air temperatures during specific hours of a day or a season, which is 
feasible because of the roof ventilation lets a higher air exchange (Figure 9). 
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Fig. 9. Y-component wind velocities showing the wind exchange by the roof at entrance of a 
screenhouse (Flores-Velazquez, et al., 2008). 

When several screen porosities are located on side/roof screenhouses a similar behavior is 
observed, regardless the kind of screen, and a strong reduction of the wind velocity is 
predicted as the crop effect is taken into account to simulate the CFD model of the 
screenhouse (Figure 10). 
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Fig. 10. Comparison of wind velocities between screenhouses with the same screen (S1 and 
S2) and screen on the side (S1) and screen on the roof (S2). (a) With crop effect simulated. (b) 
Without crop effect simulated.  
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fog-cooling systems, regardless of the presence of plants. Air temperatures and simulated 
measures ranged from 0.1 ° to 1.4 ° C and relative humidity differences were 0.3-6.0%. The 
results showed that the best cooling system performance occurs when fog nozzles are within 
2.3 meters of the floor and 1.9 m of the side walls with a uniform spacin g of 3.7 m and the best 
location for the injectors is at the entrance of the side openings of the greenhouse.  
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In order to understand the air mixing properties of the installation, Norton et al. (2010b) 
studied airflow and buoyancy, determining th e relationship between eave openings and 
resistance to airflow and indoor air mixing for ventilation. They quantified the domain 
based on the effect of opening conditions, eave cladding type, porosity and height and 
found that the porosity of the eave opening cladding system significantly increases the 
efficiency of ventilation. They developed an other CFD model incorporating shipping space 
and the cladding of the eave under conditio ns of opening and modifying its height, to 
determine the effects and characteristics of ventilation inside. It was fo und that the cladding 
of the eave influences the efficiency of ventilation and thermal comfort.  They also found that 
the strength and the height of the eave determine whether it opens to leeward, acting as an 
air inlet (Norton et al., 2010c). 

3.6 Screens and vents 
Recent research using CFD models includes further refinement in adaptive meshing areas, 
in order to maintain a high level of accuracy during modeling making the simulations more 
reliable (Norton and Sun, 2006). Screens reduce ventilation rate by 33%, according to a study 
carried out by Kittas et al. (2005). In agreement with Harmanto et al. (2006), using different 
screen’s sizes over the vent opening has a significant effect, reducing 50% to 35% mesh 40, 
78 and 52 and giving rise to a temperature gradient of 1 to 3 ° C with a mesh of 52 as 
optimal for a tropical greenhouse. Majdoubi et al. (2007) found that insect-proof screens 
significantly reduced airflow, increasing thermal gradients inside the greenhouse by 46%. 
Using a wind tunnel with screens of different porosity (0.62, 0.52 and 0.4), Teitel et al. 
(2008a) showed that a screen inclined by airflow reduces drag compared to a flow 
perpendicular to the screen, allowing an increase of 15-30% and 25% in the upper 
compared with a flat screen. Also, Teitel et al. (2009) found that higher speed screens are 
inclined at 45 ° and decreased to 135 ° tilt.  
Ali et al. (2009) investigated the effect of roof vents on the temperature and coefficient of 
heat transfer in naturally ventilated facilities. Better flow patterns and heat transfer from the 
heated ceiling are observed when the front opening is located closest to the ceiling and the 
rear opening is located closest to the center. The increase of temperature and humidity as a 
result of insect-proof screens is particularly  evident in the vicinity  of the crop canopy 
(Majdobi et al., 2009). Also it was found that a larger roof vent area can greatly enhance 
ventilation, while the extension of an insect-pr oof screen on side walls hardly changes the 
air exchange rate (Romero-Gómez et al, 2008; Romero-Gómez et al, 2010). 
In hot regions a common practice is the substitution of the plastic cover of the greenhouse 
by a screen cover. This structure is called a screenhouse or a shadehouse. Although the 
climate control is rather difficult in such struct ure, it is an interesting and important system 
for growing crops. In some respect a screenhouse is better than a greenhouse as it is 
required to avoid hot air temperatures during specific hours of a day or a season, which is 
feasible because of the roof ventilation lets a higher air exchange (Figure 9). 
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Fig. 10. Comparison of wind velocities between screenhouses with the same screen (S1 and 
S2) and screen on the side (S1) and screen on the roof (S2). (a) With crop effect simulated. (b) 
Without crop effect simulated.  



Applied Computational Fluid Dynamics 48

3.7 Solar radiation and temperature 
Some studies have used solar radiation and transpiration models based on the heat and 
water balances of the crop, to investigate the distributions of air te mperature and humidity 
and also the interactions between the crop and the air, in additi on to the airflo w distribution 
(Sase, 2006). According to Tablada (2005), the factor of solar protection plays a crucial role in 
maintaining stable thermal condit ions indoors, even if the outside air temperature is higher. 
The slightly higher air speed on the top floor  is insignificant in view of reducing the 
negative effect of the solar radiation over the roof and facade. The temperature of the 
greenhouse cover is an essential parameter needed for any analysis of energy transferred in 
the greenhouse. A sub-model developed by Impron et al. (2007) calculated the transmission 
of radiation through the greenhouse, includin g the reduction of NIR transmission through 
the roof. Tong et al. (2009) developed a numerical model to determine time-dependent 
temperature distributions based on hourly measured data for solar radiation, indoor air, soil 
and outside temperature, taking into account variable solar radiation and natural convection 
inside the greenhouse during the winter in northern China. 

3.8 Temperature and air exchange 
The effect of solar and thermal radiation is often taken into account by setting specific wall 
or heat fluxes at the physical boundaries of the greenhouse. Radiation transfer within the 
crop itself is still the major concern since it determines the two main physiological crop 
processes: transpiration and photosynthesis. This challenge is now launched and will 
probably receive more attention within the next few years (Bournet and Boulard, 2010). 
Pontikakos et al. (2006) analyzed data obtained from a CFD model, and showed that the 
external boundary temperature is a critical pa rameter in the pattern of internal greenhouse 
temperatures and that for specific external temperatures and wind directions, airspeed 
becomes the crucial parameter. According to Molina et al. (2006), opening vents affect the air 
flow, the ventilation rate and the air temperat ure distribution in a greenhouse; where the 
mean air temperature at the middle varied from 28.2 to 32.9ºC with an outside air 
temperature of 26ºC, there were regions inside the greenhouse that were 13ºC warmer than 
the outside air. Nebbali et al. (2006) used a semi-analytical method to determine the ground 
temperature profile from weather parameters and other characteristics, to help in evaluating 
heat flux exchange between the surface and the air. Rico-García et al. (2008) showed that 
ventilation in greenhouses due to the temperatur e effect produces high air exchange rates; 
however, those air patterns occur near the openings, causing almost no air exchange in the 
central zone of the greenhouse due to a stagnant effect that reduces the wind effect 
throughout the greenhouse. In agreement with the results of Majdoubi et al. (2009), 
convection and radiation are the dominant form s of heat transfer. The measurements show 
that the difference between the air temperature inside and outside the greenhouse is 
strongly linked to solar radiation and secondly to wind speed. However, Chow and Hold 
(2010) obtained the following conclusions from  studying buoyancy forces from thermal 
gradients: 
a. Thermal radiation without air involvement changes air temperature distribution by 

radiating upper zone thermal energy in th e wall towards the lower zone wall, which 
then affects air temperature through conduction and convection; 

b. The inclusion of air absorption increases the effect of radioactive thermal redistribution 
by allowing air to absorb and radiate heat , reducing temperature gradients further; 
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c. Thermal boundary conditions and heat loads affect the predicted absolute temperature 
bounds, but do not affect the temperature distribution. 

Radiation conditions play an important role in  redistributing heat. Atmospheric conditions, 
especially relative humidity, are important for the calculation of radiation and heat transfer. 
Flores-Velázquez (2010) recently found that without overhead natura l ventilation, it is 
possible to find linear relationships between temperature increase and the length of the 
greenhouse respectively, and the fan power that determines the slope of the regression line. 

3.9 Turbulence and buoyancy 
As computing power has increased the complexity and sophistication of CFD models also 
have increased. According to Norton and Sun (2006), the standard k-�Æ turbulence model 
commonly used in CFD models for greenhouses, in some cases provides inadequate results, 
and the choice of turbulence models must be based on the phenomena involved in the 
simulation. Different turbulence models give rise to differences in speed, temperature and 
humidity patterns, confirming the importance  of choosing the model that most closely 
matches the actual conditions of turbulence (Roy and Boulard, 2005). Teitel and Tanny 
(2005) showed that the output of the turbulent he at flux is mainly due to cold air entering 
the greenhouse, which produces hot and cold eddies coming in and out the greenhouse. Roy 
and Boulard (2005) showed that the effects of wind direction on climate parameters inside 
the greenhouse are usually simulated by using different turbulence models available, to 
determine the energy balance between the flow of perspiration and the flow of radiation. 
Under ventilation parameters based on Bernoulli's theorem, Majdoubi et al. (2007), showed 
that bad ventilation performance is not a result of the low value of the greenhouse 
wind �ïrelated ventilation efficiency coefficient, bu t rather, that the low rate of discharge due 
to pressure drop in air flow is generated both by the use of anti-insect screens with small 
openings as an obstruction due to the orientation of the rows of crops. Moreover, Rouboa 
and Monteiro (2007) note that the RNG turbul ence model is best suited to simulate 
microclimates in arc-shaped greenhouses. 
According to Baxevanou et al. (2007), the circulation of air buoyancy effect shows the 
importance of internal temperature gradients,  forced convection resulting from natural 
ventilation predominates. Rico-García et al. (2008) found that applying temperatures as the 
main driven forces for the buoyancy effect pr ovides a simple way to study ventilation and 
inner air patterns. Vera et al. (2010a) observed that differences in temperature and 
ventilation rates strongly influence the movement of air, push ing it through openings where 
space is colder, while creating rising air currents when it is hot. Majdoubi et al. (2009) 
showed that the buoyancy forces induced by air temperature and increased humidity result 
in loops of air between the crop and the roof wi ndows, which in turn tend to accelerate the 
pace of removal of heat and water vapor, enhancing indoor climate. Fidaros et al. (2010) 
studied turbulence in Greek greenhouses and found that external temperature variation is 
very important because internal temperature is  determined by convection induced by the 
input current. The housing area had a higher circulation in the center of the greenhouse near 
the deck and in the corners of the ground, where the effect of the input current is weak. 
Defraeye et al. (2010) used a RANS turbulence model in CFD simulations to evaluate heat 
transfer by forced convection at the surface of a cube immersed in a turbulent boundary 
layer for applications in the atmospheric bo undary layer (ABL), where wind speed is not 
disturbed at a height of 10 m. In a study of airfoil wakes, three turbulence models were 
simulated by Roberts and Cui (2010); the Reynolds Stress Model (RSM) is superior over the 
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maintaining stable thermal condit ions indoors, even if the outside air temperature is higher. 
The slightly higher air speed on the top floor  is insignificant in view of reducing the 
negative effect of the solar radiation over the roof and facade. The temperature of the 
greenhouse cover is an essential parameter needed for any analysis of energy transferred in 
the greenhouse. A sub-model developed by Impron et al. (2007) calculated the transmission 
of radiation through the greenhouse, includin g the reduction of NIR transmission through 
the roof. Tong et al. (2009) developed a numerical model to determine time-dependent 
temperature distributions based on hourly measured data for solar radiation, indoor air, soil 
and outside temperature, taking into account variable solar radiation and natural convection 
inside the greenhouse during the winter in northern China. 

3.8 Temperature and air exchange 
The effect of solar and thermal radiation is often taken into account by setting specific wall 
or heat fluxes at the physical boundaries of the greenhouse. Radiation transfer within the 
crop itself is still the major concern since it determines the two main physiological crop 
processes: transpiration and photosynthesis. This challenge is now launched and will 
probably receive more attention within the next few years (Bournet and Boulard, 2010). 
Pontikakos et al. (2006) analyzed data obtained from a CFD model, and showed that the 
external boundary temperature is a critical pa rameter in the pattern of internal greenhouse 
temperatures and that for specific external temperatures and wind directions, airspeed 
becomes the crucial parameter. According to Molina et al. (2006), opening vents affect the air 
flow, the ventilation rate and the air temperat ure distribution in a greenhouse; where the 
mean air temperature at the middle varied from 28.2 to 32.9ºC with an outside air 
temperature of 26ºC, there were regions inside the greenhouse that were 13ºC warmer than 
the outside air. Nebbali et al. (2006) used a semi-analytical method to determine the ground 
temperature profile from weather parameters and other characteristics, to help in evaluating 
heat flux exchange between the surface and the air. Rico-García et al. (2008) showed that 
ventilation in greenhouses due to the temperatur e effect produces high air exchange rates; 
however, those air patterns occur near the openings, causing almost no air exchange in the 
central zone of the greenhouse due to a stagnant effect that reduces the wind effect 
throughout the greenhouse. In agreement with the results of Majdoubi et al. (2009), 
convection and radiation are the dominant form s of heat transfer. The measurements show 
that the difference between the air temperature inside and outside the greenhouse is 
strongly linked to solar radiation and secondly to wind speed. However, Chow and Hold 
(2010) obtained the following conclusions from  studying buoyancy forces from thermal 
gradients: 
a. Thermal radiation without air involvement changes air temperature distribution by 

radiating upper zone thermal energy in th e wall towards the lower zone wall, which 
then affects air temperature through conduction and convection; 

b. The inclusion of air absorption increases the effect of radioactive thermal redistribution 
by allowing air to absorb and radiate heat , reducing temperature gradients further; 
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c. Thermal boundary conditions and heat loads affect the predicted absolute temperature 
bounds, but do not affect the temperature distribution. 

Radiation conditions play an important role in  redistributing heat. Atmospheric conditions, 
especially relative humidity, are important for the calculation of radiation and heat transfer. 
Flores-Velázquez (2010) recently found that without overhead natura l ventilation, it is 
possible to find linear relationships between temperature increase and the length of the 
greenhouse respectively, and the fan power that determines the slope of the regression line. 

3.9 Turbulence and buoyancy 
As computing power has increased the complexity and sophistication of CFD models also 
have increased. According to Norton and Sun (2006), the standard k-�Æ turbulence model 
commonly used in CFD models for greenhouses, in some cases provides inadequate results, 
and the choice of turbulence models must be based on the phenomena involved in the 
simulation. Different turbulence models give rise to differences in speed, temperature and 
humidity patterns, confirming the importance  of choosing the model that most closely 
matches the actual conditions of turbulence (Roy and Boulard, 2005). Teitel and Tanny 
(2005) showed that the output of the turbulent he at flux is mainly due to cold air entering 
the greenhouse, which produces hot and cold eddies coming in and out the greenhouse. Roy 
and Boulard (2005) showed that the effects of wind direction on climate parameters inside 
the greenhouse are usually simulated by using different turbulence models available, to 
determine the energy balance between the flow of perspiration and the flow of radiation. 
Under ventilation parameters based on Bernoulli's theorem, Majdoubi et al. (2007), showed 
that bad ventilation performance is not a result of the low value of the greenhouse 
wind �ïrelated ventilation efficiency coefficient, bu t rather, that the low rate of discharge due 
to pressure drop in air flow is generated both by the use of anti-insect screens with small 
openings as an obstruction due to the orientation of the rows of crops. Moreover, Rouboa 
and Monteiro (2007) note that the RNG turbul ence model is best suited to simulate 
microclimates in arc-shaped greenhouses. 
According to Baxevanou et al. (2007), the circulation of air buoyancy effect shows the 
importance of internal temperature gradients,  forced convection resulting from natural 
ventilation predominates. Rico-García et al. (2008) found that applying temperatures as the 
main driven forces for the buoyancy effect pr ovides a simple way to study ventilation and 
inner air patterns. Vera et al. (2010a) observed that differences in temperature and 
ventilation rates strongly influence the movement of air, push ing it through openings where 
space is colder, while creating rising air currents when it is hot. Majdoubi et al. (2009) 
showed that the buoyancy forces induced by air temperature and increased humidity result 
in loops of air between the crop and the roof wi ndows, which in turn tend to accelerate the 
pace of removal of heat and water vapor, enhancing indoor climate. Fidaros et al. (2010) 
studied turbulence in Greek greenhouses and found that external temperature variation is 
very important because internal temperature is  determined by convection induced by the 
input current. The housing area had a higher circulation in the center of the greenhouse near 
the deck and in the corners of the ground, where the effect of the input current is weak. 
Defraeye et al. (2010) used a RANS turbulence model in CFD simulations to evaluate heat 
transfer by forced convection at the surface of a cube immersed in a turbulent boundary 
layer for applications in the atmospheric bo undary layer (ABL), where wind speed is not 
disturbed at a height of 10 m. In a study of airfoil wakes, three turbulence models were 
simulated by Roberts and Cui (2010); the Reynolds Stress Model (RSM) is superior over the 
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k-�Æ model, and when a time-dependent solution  is necessary, Large Eddy Simulation (LES) 
is the desired option. However, LES does require the airfoil geometry to be included in the 
domain because it performs poorly when give n only inlet velocities, turbulence kinetic 
energy and eddy dissipation at the trailing ed ge of the airfoil. According to Bournet and 
Boulard (2010), although they have been used for a long time in both the agriculture and 
environment studies, less empirical approaches to turbulence based on the use of LES have 
never been applied to greenhouse climate modeling and might perhaps be used to look for a 
solution to this complex situation. 
Inside buildings, it is difficult to maintain a thermally stratified space with low ceilings, such 
as in offices and houses. Vera et al. (2010b) studied buoyancy in enclosed spaces, drawing 
the following conclusions: 
a. Rising air currents and the exchange of humidity are closely related to the temperature 

difference between the lower and upper space. Low temperature in the upper space 
promotes the exchange of humidity and ai r flow through the opening; the hotter you 
are, the greater the restriction of air and humidity transport. 

b. The existence of upward air currents when the space is warmer than the bottom is 
caused by local conditions such as non-uniform temperature distri butions in the upper 
space and convective warm currents of the base and the humidity source. 

c. Compared with conditions without mechanical ventilation, ventilation severely restricts 
the flow of air through the opening. 

The main difficulty in the choice of the mode l is that greenhouse systems cover a range of 
length and velocity scales that generally require different modeling approaches (Bournet 
and Boulard (2010).  

3.10 Incorporation crop effects and crop modeling 
The effect of plants on greenhouse ventilation has also been studied in the past. For instance; 
Bournet et al. (2007), based on studies by Nederhoff (1985) and Lee and Short (1998), 
assumed that a crop of 90 cm high and low density decreases between 12 and 15% 
greenhouse ventilation. Dayan et al. (2004) built a representative model of a greenhouse for 
three vertical segments, horizontally oriented to the directions of energy and vapor transfer 
between the segments containing plants, considering the external weather. They concluded 
that Representative Plant Temperatures (RPTs) can be calculated instead of measured. Roy 
and Boulard (2005) developed a 3D CFD model for the characterization of climatic 
conditions in a greenhouse, incorporating five rows of ripe tomatoes as a porous medium 
where the buoyancy, heat and moisture transfer between the crop and air flow inside were 
considered. The heat and moisture transfer coefficients are deduced from the characteristics 
of the laminar boundary layer of the leaf, which are calculated with the velocity of flow in 
the crop. Khaoua et al. (2006) found that under external conditions of 1 ms-1 air velocity and 
30° of temperature, wind speed at crops’ height varies according to the modalities of 
ventilation from the windward 0.1 and 0.5 ms -1 for the leeward side, while temperature 
differences ranged from 2.0 to 6.1 ° C. In a study with tomatoes, Majdoubi et al. (2007) found 
that crop rows oriented perpendicular to air movement reduce the rate of airflow through 
the cultivation in a greenhouse by 50%. According to Baeza et al. (2008), a greenhouse with 
natural ventilation efficiency must combine an  enough number of air changes to remove 
excess of heat, with good circulation of air through the crop. The effect of the crop was 
evaluated by Impron et al. (2007) using a sub-model to determine its effects on ventilation, 
the properties of the cover, and crop transpiration. In agreem ent with Kruger and Pretorius 
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(2007), the temperature and velocity at the plant level are influenced by the arrangement 
and number of windows. A st udy carried out by Sapounas et al. (2007) simulated a tomato 
crop as a porous medium, taking into account the addition of buoyancy to develop a model 
of the pressure drop of air flow due to the cr op. The model depended on the area leaf stage 
of growth and cultivation, under the RANS turbulence model together with the RNG k- �Æ 
turbulence model. The results, validated with experimental measurements obtained at 1.2 m 
inside the canopy; show that the evaporative cooling system is effective with numerical 
parameters, providing a useful tool to improve system efficiency. A study performed by 
Roy et al. (2008) on leaf level through an experimental setup based on Münger cells 
measured the temperature, relative humidity and different heat flows to the leaves of 
soybeans, obtaining minimum stomatal resistance values ranging from 66 to 200 sm-1. 
Teitel et al. (2008b) built a small-scale model and found that wind direction significantly 
affects the ventilation rate and temperature di stribution in crops. A study by von Elsner et 
al. (2008) on the effect of near-infrared (NIR) reflecting pigments in  microclimate and plant 
growth found that a temperature drop up to 4 ° C in a young crop is the result of a 18% 
reduction in the transmission of global radiat ion in spring. At the same time, during the 
rainy season, minimizing transpiration diff erences in temperature and shading reduces 
water requirements in the plan ts, and they observed parthenocarpic fruit rot and yield-
reducing crop. In a tunnel-type greenhouse, a tomato crop was modeled by Bartzanas et al. 
(2008) by designing a porous medium, where they emphasize the influence of the heating 
system on greenhouse microclimate. The climatic behavior of the rows of the tomato crop is 
taken into account using external user defined functions (Baxevanou et al., 2007). According 
to Majdoubi et al. (2009), reorienting crop rows in simple ways improved climatic 
conditions. Endalew et al. (2009) performed CFD modeling of a plant with leaves and 
branches of the canopy, using turbulent energy equations in porous sub-domains created 
around the branches. Fidaros et al. (2010) simulated a greenhouse tomato crop as a porous 
medium so as to model radiation transport by discrete ordinates (DO). According to Teitel et 
al. (2010a), when applying the porous medium approach, the Forchheimer equation is often 
used, which gives rise to  erroneous results with respect to the pressure drop through 
screens. An alternative way to calculate it through several panels of porous media used to 
simulate screens with realistic geometries. Moreover, the crop exerts a mechanical strain 
(drag force) on the flow just above but also interacts through the tran spiration process with 
the temperature and humidity distributions (Bournet and Boulard, 2010). A simple model of 
transpiration of a crop was developed by Sun et al. (2010), who related it to the 
characteristics of ventilation in a greenhouse in eastern China, obtaining a good 
approximation. In general, there have been enormous efforts devoted to the analysis of 
ventilation in greenhouses (Norton, 2007); each new study provides new elements not only 
in the movement of air in the greenhouse but also in the forms it takes due to interactions 
occurring in the environment, such as position, shape and size of windows, and (one of the 
most important), the presence of a crop (Flores-Velázquez, 2010). 

3.11 Humidity 
Roy and Boulard (2005) simulated wind directions  of 0 °, 45 ° and 90 ° with respect to the 
orientation of the greenhouse ridge to determine wind speed, temperature and humidity 
distributions inside the greenhouse, getting a good approximation for the humidity. In 
agreement with Demrati et al. (2007), models allow estimation, with better accuracy, of 
water requirements for a banana crop under cover and improved water saving in regions 
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k-�Æ model, and when a time-dependent solution  is necessary, Large Eddy Simulation (LES) 
is the desired option. However, LES does require the airfoil geometry to be included in the 
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the flow of air through the opening. 

The main difficulty in the choice of the mode l is that greenhouse systems cover a range of 
length and velocity scales that generally require different modeling approaches (Bournet 
and Boulard (2010).  

3.10 Incorporation crop effects and crop modeling 
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assumed that a crop of 90 cm high and low density decreases between 12 and 15% 
greenhouse ventilation. Dayan et al. (2004) built a representative model of a greenhouse for 
three vertical segments, horizontally oriented to the directions of energy and vapor transfer 
between the segments containing plants, considering the external weather. They concluded 
that Representative Plant Temperatures (RPTs) can be calculated instead of measured. Roy 
and Boulard (2005) developed a 3D CFD model for the characterization of climatic 
conditions in a greenhouse, incorporating five rows of ripe tomatoes as a porous medium 
where the buoyancy, heat and moisture transfer between the crop and air flow inside were 
considered. The heat and moisture transfer coefficients are deduced from the characteristics 
of the laminar boundary layer of the leaf, which are calculated with the velocity of flow in 
the crop. Khaoua et al. (2006) found that under external conditions of 1 ms-1 air velocity and 
30° of temperature, wind speed at crops’ height varies according to the modalities of 
ventilation from the windward 0.1 and 0.5 ms -1 for the leeward side, while temperature 
differences ranged from 2.0 to 6.1 ° C. In a study with tomatoes, Majdoubi et al. (2007) found 
that crop rows oriented perpendicular to air movement reduce the rate of airflow through 
the cultivation in a greenhouse by 50%. According to Baeza et al. (2008), a greenhouse with 
natural ventilation efficiency must combine an  enough number of air changes to remove 
excess of heat, with good circulation of air through the crop. The effect of the crop was 
evaluated by Impron et al. (2007) using a sub-model to determine its effects on ventilation, 
the properties of the cover, and crop transpiration. In agreem ent with Kruger and Pretorius 
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(2007), the temperature and velocity at the plant level are influenced by the arrangement 
and number of windows. A st udy carried out by Sapounas et al. (2007) simulated a tomato 
crop as a porous medium, taking into account the addition of buoyancy to develop a model 
of the pressure drop of air flow due to the cr op. The model depended on the area leaf stage 
of growth and cultivation, under the RANS turbulence model together with the RNG k- �Æ 
turbulence model. The results, validated with experimental measurements obtained at 1.2 m 
inside the canopy; show that the evaporative cooling system is effective with numerical 
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measured the temperature, relative humidity and different heat flows to the leaves of 
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growth found that a temperature drop up to 4 ° C in a young crop is the result of a 18% 
reduction in the transmission of global radiat ion in spring. At the same time, during the 
rainy season, minimizing transpiration diff erences in temperature and shading reduces 
water requirements in the plan ts, and they observed parthenocarpic fruit rot and yield-
reducing crop. In a tunnel-type greenhouse, a tomato crop was modeled by Bartzanas et al. 
(2008) by designing a porous medium, where they emphasize the influence of the heating 
system on greenhouse microclimate. The climatic behavior of the rows of the tomato crop is 
taken into account using external user defined functions (Baxevanou et al., 2007). According 
to Majdoubi et al. (2009), reorienting crop rows in simple ways improved climatic 
conditions. Endalew et al. (2009) performed CFD modeling of a plant with leaves and 
branches of the canopy, using turbulent energy equations in porous sub-domains created 
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medium so as to model radiation transport by discrete ordinates (DO). According to Teitel et 
al. (2010a), when applying the porous medium approach, the Forchheimer equation is often 
used, which gives rise to  erroneous results with respect to the pressure drop through 
screens. An alternative way to calculate it through several panels of porous media used to 
simulate screens with realistic geometries. Moreover, the crop exerts a mechanical strain 
(drag force) on the flow just above but also interacts through the tran spiration process with 
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transpiration of a crop was developed by Sun et al. (2010), who related it to the 
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in the movement of air in the greenhouse but also in the forms it takes due to interactions 
occurring in the environment, such as position, shape and size of windows, and (one of the 
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Roy and Boulard (2005) simulated wind directions  of 0 °, 45 ° and 90 ° with respect to the 
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distributions inside the greenhouse, getting a good approximation for the humidity. In 
agreement with Demrati et al. (2007), models allow estimation, with better accuracy, of 
water requirements for a banana crop under cover and improved water saving in regions 
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where water is the main limiting factor for agriculture. Roy et al. (2008) studied moisture on 
the surface of leaves at low light levels; crop transpiration and air flow were integrated into 
a single parameter model of leaf stomatal response to air flow and radiation. Campen (2008) 
showed that climate through a ventilation system is more homogeneous and the control is 
more efficient than with the conventional me thod of steam extraction. Dehumidifiers and 
cooling reduce the overall diff erence in humidity between th e middle and lower areas of a 
greenhouse, as demonstrated by Kim (2008) using a 3D model could identify the 
heterogeneous distribution of relative humi dity in a greenhouse. According to Majdobi et al. 
(2009), an increase in air temperature precedes a more moderate increase in specific 
humidity. 

4. Main results of CFD models in greenhouses 

Many CFD studies are focused on defining the conditions for a suitable environment. There 
has been less work on automation and control variables. Investigations that seek for a 
greater understanding of the interactions amon g climatic variables are increasing. Studies 
such as those of Hooff, 2010; Teittel, 2010 and Fidaros, 2010, evaluating geometries, have 
increased in the last year. Figure 11 shows the frequency of climatic variables studied during 
the period from the year 2005 to 2009 in the studies of CFD models in greenhouses. 
 

 
Fig. 11. Frequency of climatic variables analyzed by CFD models  applied to greenhoses. 

Most studies show multi-variable relationsh ips, of which temperature and air flow are 
predominant. Humidity has b een linked to temperature, while there are still few CO 2 
distribution models. Solar radiation is the subject of investigations that evaluate housing, 
and is also related to the temperature in simulations with a greater degree of realism. 

Studies to determine the influence of windward and leeward wind direction indicate that 
roof vents are of great importance for air renewal, where aperture settings that maximize the 
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number of air renewals are obtained only with windows open to the windward roof 
(Bournet et al., 2007; Kacira, 2008 and Majdoui, 2009). However, the combination of openings 
to the windward and leeward sides homogenizes the temperature inside the greenhouse better 
(Bournet and Khaoua, 2007). There have been many studies to determine a kind of optimal 
geometric design of greenhouses that encourage improvements in weather conditions and the 
use of new technologies such as monitoring systems in real time, allowing improvements in 
automation using Web technology (Pontikakos,  2005). Other studies have focused on the 
evaluation of misting systems (Kim et al., 2007; Gázquez et al. 2008), forced ventilation (Dayan 
et al., 2004, Baeza et al., 2008 and Hughes and Abdul 2010) looking for energy savings. As 
simulation technology and computing power have  improved, accuracy and realism in research 
based on CFD models, has increased as well, by defining more detailed models and by the use 
of textures that define the materials of the facilities. 
The use of insect-proof screens in commercial greenhouses is very important as a means of 
crop protection; even though th ey reduce natural ventilation, by  this, there have been many 
research efforts to reduce its negative influence (Kittas et al., 2005; Harmanto et al., 2006; 
Majdoubi et al., 2007; Teitel et al., 2008a). These studies tested different designs in size of the 
box and tilt and determined the most affected areas within the greenhouse, where the use of 
porous media allowed its CFD simulation. 
Several studies have investigated the influence of solar radiation on temperature and 
relative humidity (Tablada et al. , 2005; Impron et al., 2007, Tong et al., 2009), and the result in 
crop response (Baxevanou et al., 2007). Other studies evaluated the use of pigments (Elsner 
et al., 2008) taking into account the convection, and thermal gradients.  
Most of the recent studies developed 3D CFD models, some of which reported the use of 
models of turbulence and buoyancy, which a ppear more often during the past two years 
(Fidaros, 2010; Defraeye, 2010; Norton, 2010; Majdoubi, 2009). By taking into account 
turbulence, CDF models can make simulations more accurate, in turn increasing the 
processing and memory requirements for computing resources. Norton and Sun (2006) and 
Roy and Boulard (2005) discuss the importance of choosing the turbulence model that best 
meets the conditions of the study. Moreover, the concept of buoyancy appears frequently in 
order to incorporate the effects of growing sp ace on the air flow and temperature gradients 
into the models (Figure 12). 
Many studies consider the growing space, some of which are designed to measure 
phenomena based on their influence on the development and crop yield. Other studies are 
focused on the influence of crops on the other elements, such as temperature, relative 
humidity, CO 2 concentration and air flow, where  it is necessary to model the space 
occupied by the crop by using porous media approach (Fidaros et al ., 2010). Other 
investigations measure biological phenomena such as evapotranspiration and 
Photosynthetically Active solar Radiation (PAR) by using indirect measures of climatic 
variables (Baxevanou, 2007; Sun, 2008). However, some studies do not mention an 
experimental phase aimed at validating the nu merical model. In studies of air flow, the 
experimental methods mostly used are scaled models and unidirecti onal anemometry; the 
tracer gas technique is used less often, as well as three-dimensional anemometry, which is 
considerably more expensive. Studies that have used new methods to assess ventilation 
systems, such as those by Lu (2009), Molina (2010), Endalew (2009), van Henten (2008), 
Mikulka (2010) and Defraeye (2010), have been increasing in the past three years. The main 
question is the validation of these studies because they mainly concern to real scale 
greenhouses, whereas the measurements and characterizations have merely been done on 
scale models. 
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number of air renewals are obtained only with windows open to the windward roof 
(Bournet et al., 2007; Kacira, 2008 and Majdoui, 2009). However, the combination of openings 
to the windward and leeward sides homogenizes the temperature inside the greenhouse better 
(Bournet and Khaoua, 2007). There have been many studies to determine a kind of optimal 
geometric design of greenhouses that encourage improvements in weather conditions and the 
use of new technologies such as monitoring systems in real time, allowing improvements in 
automation using Web technology (Pontikakos,  2005). Other studies have focused on the 
evaluation of misting systems (Kim et al., 2007; Gázquez et al. 2008), forced ventilation (Dayan 
et al., 2004, Baeza et al., 2008 and Hughes and Abdul 2010) looking for energy savings. As 
simulation technology and computing power have  improved, accuracy and realism in research 
based on CFD models, has increased as well, by defining more detailed models and by the use 
of textures that define the materials of the facilities. 
The use of insect-proof screens in commercial greenhouses is very important as a means of 
crop protection; even though th ey reduce natural ventilation, by  this, there have been many 
research efforts to reduce its negative influence (Kittas et al., 2005; Harmanto et al., 2006; 
Majdoubi et al., 2007; Teitel et al., 2008a). These studies tested different designs in size of the 
box and tilt and determined the most affected areas within the greenhouse, where the use of 
porous media allowed its CFD simulation. 
Several studies have investigated the influence of solar radiation on temperature and 
relative humidity (Tablada et al. , 2005; Impron et al., 2007, Tong et al., 2009), and the result in 
crop response (Baxevanou et al., 2007). Other studies evaluated the use of pigments (Elsner 
et al., 2008) taking into account the convection, and thermal gradients.  
Most of the recent studies developed 3D CFD models, some of which reported the use of 
models of turbulence and buoyancy, which a ppear more often during the past two years 
(Fidaros, 2010; Defraeye, 2010; Norton, 2010; Majdoubi, 2009). By taking into account 
turbulence, CDF models can make simulations more accurate, in turn increasing the 
processing and memory requirements for computing resources. Norton and Sun (2006) and 
Roy and Boulard (2005) discuss the importance of choosing the turbulence model that best 
meets the conditions of the study. Moreover, the concept of buoyancy appears frequently in 
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question is the validation of these studies because they mainly concern to real scale 
greenhouses, whereas the measurements and characterizations have merely been done on 
scale models. 



Applied Computational Fluid Dynamics 54

 
Fig. 12. Degree of realism and accuracy in the CFD models for greenhouse climate. 

CFD modeling is an area of knowledge that in recent years has developed enormously 
through the development of software and hard ware, which has contributed to research on 
natural ventilation a greater understanding of the interactions between the variables that 
make up the climate inside greenhouses. In the past five years, CFD simulation has become 
increasingly realistic and detailed, obtaining more accurate solutions. However, their use 
requires depth and extensive knowledge of climatic variables, fluid dynamics and 
turbulence. Simulating more accurately requires more processing power, so research tends 
to use CFD models together with other tools. Further studies are required to incorporate 
more realistic crops beyond a porous medium, taking into account the role of gas exchange, 
which is necessary for an understanding of the physiology and phenology of crops. There is 
still a need to develop high-precision systems in greenhouses, and CFD is a powerful tool 
for defining parameters with high precision, in order to control better the greenhouse 
environment. 

5. Validation procedures for CFD models of greenhouse environment 

5.1 Models and experimental validation 
According to Sase (2006), recent progresses in CFD techniques have accelerated a more 
detailed analysis of air movement in combination with verification tests. However, studies 
in this area are required in order to address the detailed design of each element involved in 
the greenhouse climate, highlighti ng the difficulty involved in the analysis of air movement 
inside a greenhouse (Flores-Velázquez, 2010). The quality of the CFD models predictions is 
often evaluated from the agreement with experimental data. Nevertheless, no standard 
procedure exists yet in order to properly assess the accuracy of the simulations, and the type 
of comparison often differs from one study to  the next (Bournet and Boulard, 2010). Figure 
13 summarizes the main approaches used in the recent past to validate the CFD models of 
the greenhouse environment. 
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The use of porous media models to simulate the pressure drop across flow boundaries, such 
as insect screens and fences, is very popular and must be validated experimentally. New 
technologies such as particle image velocimetry have worked properly to complement 
predictions; field solutions may include biolog ical responses increasing the realism of the 
simulations (Norton et al. , 2007). According to Rouboa and Monteiro (2007), improvements 
could be achieved by incorporating nighttime transpiration and optimizing the size of the 
mesh elements to lower computation time. Recent progress offers the opportunity to build a 
grid that fits the physical boun daries of the structures studied much more realistically than a 
Cartesian structured grid, which closely fo llow the contour of the solid boundaries. 
However, they require verification of the mesh ing quality to obtain accurate data and an 
appropriate computational converge nce (Bournet and Boulard, 2010).  

5.2 Statistical models 
The statistical models developed by Pontikakos et al. (2006) are less computationally 
expensive than the original CFD model, and therefore, they could be used for real-time 
estimates of temperature and flow rate in a greenhouse.  

5.3 Model types 
In a small-scale model developed by Teitel et al. (2008b), wind direction significantly 
affected the ventilation rate and temperature distribution in crops. Chen et al. (2010) 
evaluated seven types of models (analytical, empirical, experimental small-scale, pilot-scale, 
multi-area network and CFD to predict the ventila tion rate in crops, obtaining the following 
conclusions: 
a. The analysis of the model can give an overall assessment of a ventilation system if flow 

can be approximated to obtain a solution. 
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b. The empirical model has similar abilities to the model of analysis, but develops a 
database. 

c. The small-scale model can be useful to examine the complex problems of ventilation if a 
similarity of flow can be maintained between the model and reality. 

d. The large-scale model is the most reliable in predicting the efficien cy of ventilation, but 
is expensive and time consuming. 

e. The multi-zone model is a useful tool for the design of the ventilation of an entire 
building, but cannot provide detailed flow information in a room. 

f. The zone model can be useful when a user has prior knowledge of the flow in a room. 
g. The CFD model provides more detailed info rmation on the performance of ventilation 

and is the most sophisticated. 
However, the model must be validated by corresponding experimental data and the user 
must have depth knowledge of fluid mechanic s and numerical technique. Therefore, the 
choice of an appropriate model depends on the problem to be solved. 

5.4 Finite Element vs. Finite Volume 
In a study by Molina et al. (2010), on the effectiveness of the Finite Element Method (FEM) 
and Finite Volume Method (FVM) for two-dimensional incompressible turbulent flow in 
ventilation rates, it was found that the FEM requires twice the computation time and 10 
times more memory storage than FVM. FVM software (ANSYS/FLUENT v 6.3.) is the most 
frequently used CFD package in ventilation  research, and only few papers using FEM 
software (ANSYS/FLOTRAN v. 11.0) have been published. CFD simulations have been 
compared to experimental data for 12 cases corresponding to three greenhouse types. The 
experimental greenhouses were chosen to represent a large range of ventilation situations: 
buoyancy effect in a mono-span greenhouse with adiabatic walls, as well as buoyancy and 
wind effect in a multi-span greenhouse and ventilation. 

6. Looking into the future 

Advances in telecommunications such as wireless networking and Internet technology (TCP 
/ IP) facilitate the monitoring of environmen tal conditions in greenhouses. Pontikakos et al. 
(2005) designed a Web-based application for real-time predictive modeling of temperature 
and air velocity patterns, which consists of a user interface, interpolation process data 
generated by CFD and an output interface.  
A lighting systems model with different opti cal properties was developed by Mikulka et al. 
(2010) who shows various settings for the R-FEM method in the CFX environment.  
CFD ventilation space still tends to be a slow process today, while the computation time for 
the ventilation system and control simulation strategy is negligible. Sun and Wang (2010) 
found that the test method is more effectiv e than the simplified numerical models, which 
require more powerful computers. Stavrakakis et al. (2010) concluded that Artificial Neural 
Networks coupled with CFD models are a powe rful computational tool to evaluate the 
energy savings of various architectural designs. 
Currently, CFD studies that mainly considered natural ventilation, increasing the realism of 
simulations by adding features such as the modeling of the crop inside greenhouse. 
However, it is still necessary to model crop physiological processes such as respiration and 
transpiration that define the terms of CO 2 and relative humidity mainly in crop space (De la 
Torre-Gea and Rico-García, 2010). 

Advances in Computational Fluid Dynamics Applied to the Greenhouse Environment 57 

7. References 

Ali, A.A.A.; Nabil, M.G. & Mahmoud, A.H (2009). Effect of natural ventilation and wind 
direction on the thermal performance of a building ceiling, Proceedings Of ISES 
World Congress 2007,Vol. I-V, Springer,  No. 2, pp. 436-440. 

Anderson, J.D. (1995). Computational Fluid Dynamics. ISBN: 978-3-540-85055-7, McGraw-
Hill, US. 

Baeza, E.J.; Perez-Parra, J.J.; Lopez, J.C. & Montero, J.I. (2008). CFD simulation of natural 
ventilation of a parral greenhouse with a baffle device below the greenhouse vents. 
Acta Horticulturae, No. 801, pp. 885-892. 

Bakker, J.C.; Adams, S.R.; Boulard, T. & Montero, J.I. (2008). Innovative technologies for an 
efficient use of energy. Acta Horticulturae, No. 801, pp. 49-62. 

Bartzanas, T.; Tadj, N.; Draoui, B. & Kittas, C. (2008). Numerical and experimental analysis 
of convective heat transfer in a heated greenhouse. Acta Horticulturae, No. 801, pp. 
847-854. 

Baxevanou, C.; Bartzanas, T.; Fidaros, D. & Kittas, C. (2008). Solar radiation distribution in a 
tunnel greenhouse. Acta Horticulturae, No. 801, pp. 855-862. 

Bournet, P.E.; Ould Khaoua, S.A.; Boulard, T.; Migeon, C. & Chassériaux, G. (2007). Effect of 
roof and side opening combinations on the ventilation of a greenhouse using 
computer simulation. American Society of Agricultural and Biological Engineers, No. 
50, pp. 201�ï212. 

Bournet, P.E. & Ould Khaoua, S.A. (2007). Predicted effects of roof vent combinations on the 
climate distribution in a glasshouse considering radioactive and convective heat 
transfers. Acta Horticulturae, No. 801, pp. 925-932. 

Bournet, P.E. & Boulard, T. (2010). Effect of ventilator configuration on the distributed 
climate of greenhouses: A review of experimental and CFD studies. Computers and 
Electronics in Agriculture, No. 74, pp. 195–217. 

Campen, J.B. (2008). Vapor removal from the greenhouse using forced ventilation when 
applying a thermal screen. Acta Horticulturae, No. 801, pp. 863-868. 

Chen, Q. (2009). Ventilation performance prediction for buildings: a method overview and 
recent applications. Building and Environment, No. 44, pp. 848-858. 

Chen, Q; Lee, K.; Mazumdar, S.; Poussou, S.; Wang, L.; Wang, M. & Zhang, Z. (2010). 
Ventilation performance prediction for buildings: model assessment. Building and 
Environment, No. 45, pp. 295–303. 

Chow, K.; & Hold, A.E. (2010). On the influence of boundary conditions and thermal 
radiation on predictive accuracy in nume rical simulations of indoor ventilation. 
Building and Environment, No 45, pp. 437–444. 

Dayan, J.; Dayan, E.; Strassberg, Y. & Presnov, E. (2004). Simulation and control of  
ventilation rates in greenhouses. Mathematics and Computers in Simulation, No. 65, 
pp. 3-17.  

Defraeye, T.; Blocken, B. & Carmeliet, J. (2010). CFD analysis of convective heat transfer at 
the surfaces of a cube immersed in a turbulent boundary layer. Int. J. Heat Mass 
Tran., pp.297-308. 

De la Torre-Gea, G. & Ríco-García, E. (2010). Crop Under Greenhouse Simulations as Porous 
Media in Computational Fluid Dynamics Models. Proceedings of  The 5th symposium 
of engineering, Queretaro State University, Queretaro, Mexico, November 2010. 



Applied Computational Fluid Dynamics 56

b. The empirical model has similar abilities to the model of analysis, but develops a 
database. 

c. The small-scale model can be useful to examine the complex problems of ventilation if a 
similarity of flow can be maintained between the model and reality. 

d. The large-scale model is the most reliable in predicting the efficien cy of ventilation, but 
is expensive and time consuming. 

e. The multi-zone model is a useful tool for the design of the ventilation of an entire 
building, but cannot provide detailed flow information in a room. 

f. The zone model can be useful when a user has prior knowledge of the flow in a room. 
g. The CFD model provides more detailed info rmation on the performance of ventilation 

and is the most sophisticated. 
However, the model must be validated by corresponding experimental data and the user 
must have depth knowledge of fluid mechanic s and numerical technique. Therefore, the 
choice of an appropriate model depends on the problem to be solved. 

5.4 Finite Element vs. Finite Volume 
In a study by Molina et al. (2010), on the effectiveness of the Finite Element Method (FEM) 
and Finite Volume Method (FVM) for two-dimensional incompressible turbulent flow in 
ventilation rates, it was found that the FEM requires twice the computation time and 10 
times more memory storage than FVM. FVM software (ANSYS/FLUENT v 6.3.) is the most 
frequently used CFD package in ventilation  research, and only few papers using FEM 
software (ANSYS/FLOTRAN v. 11.0) have been published. CFD simulations have been 
compared to experimental data for 12 cases corresponding to three greenhouse types. The 
experimental greenhouses were chosen to represent a large range of ventilation situations: 
buoyancy effect in a mono-span greenhouse with adiabatic walls, as well as buoyancy and 
wind effect in a multi-span greenhouse and ventilation. 

6. Looking into the future 

Advances in telecommunications such as wireless networking and Internet technology (TCP 
/ IP) facilitate the monitoring of environmen tal conditions in greenhouses. Pontikakos et al. 
(2005) designed a Web-based application for real-time predictive modeling of temperature 
and air velocity patterns, which consists of a user interface, interpolation process data 
generated by CFD and an output interface.  
A lighting systems model with different opti cal properties was developed by Mikulka et al. 
(2010) who shows various settings for the R-FEM method in the CFX environment.  
CFD ventilation space still tends to be a slow process today, while the computation time for 
the ventilation system and control simulation strategy is negligible. Sun and Wang (2010) 
found that the test method is more effectiv e than the simplified numerical models, which 
require more powerful computers. Stavrakakis et al. (2010) concluded that Artificial Neural 
Networks coupled with CFD models are a powe rful computational tool to evaluate the 
energy savings of various architectural designs. 
Currently, CFD studies that mainly considered natural ventilation, increasing the realism of 
simulations by adding features such as the modeling of the crop inside greenhouse. 
However, it is still necessary to model crop physiological processes such as respiration and 
transpiration that define the terms of CO 2 and relative humidity mainly in crop space (De la 
Torre-Gea and Rico-García, 2010). 

Advances in Computational Fluid Dynamics Applied to the Greenhouse Environment 57 

7. References 

Ali, A.A.A.; Nabil, M.G. & Mahmoud, A.H (2009). Effect of natural ventilation and wind 
direction on the thermal performance of a building ceiling, Proceedings Of ISES 
World Congress 2007,Vol. I-V, Springer,  No. 2, pp. 436-440. 

Anderson, J.D. (1995). Computational Fluid Dynamics. ISBN: 978-3-540-85055-7, McGraw-
Hill, US. 

Baeza, E.J.; Perez-Parra, J.J.; Lopez, J.C. & Montero, J.I. (2008). CFD simulation of natural 
ventilation of a parral greenhouse with a baffle device below the greenhouse vents. 
Acta Horticulturae, No. 801, pp. 885-892. 

Bakker, J.C.; Adams, S.R.; Boulard, T. & Montero, J.I. (2008). Innovative technologies for an 
efficient use of energy. Acta Horticulturae, No. 801, pp. 49-62. 

Bartzanas, T.; Tadj, N.; Draoui, B. & Kittas, C. (2008). Numerical and experimental analysis 
of convective heat transfer in a heated greenhouse. Acta Horticulturae, No. 801, pp. 
847-854. 

Baxevanou, C.; Bartzanas, T.; Fidaros, D. & Kittas, C. (2008). Solar radiation distribution in a 
tunnel greenhouse. Acta Horticulturae, No. 801, pp. 855-862. 

Bournet, P.E.; Ould Khaoua, S.A.; Boulard, T.; Migeon, C. & Chassériaux, G. (2007). Effect of 
roof and side opening combinations on the ventilation of a greenhouse using 
computer simulation. American Society of Agricultural and Biological Engineers, No. 
50, pp. 201�ï212. 

Bournet, P.E. & Ould Khaoua, S.A. (2007). Predicted effects of roof vent combinations on the 
climate distribution in a glasshouse considering radioactive and convective heat 
transfers. Acta Horticulturae, No. 801, pp. 925-932. 

Bournet, P.E. & Boulard, T. (2010). Effect of ventilator configuration on the distributed 
climate of greenhouses: A review of experimental and CFD studies. Computers and 
Electronics in Agriculture, No. 74, pp. 195–217. 

Campen, J.B. (2008). Vapor removal from the greenhouse using forced ventilation when 
applying a thermal screen. Acta Horticulturae, No. 801, pp. 863-868. 

Chen, Q. (2009). Ventilation performance prediction for buildings: a method overview and 
recent applications. Building and Environment, No. 44, pp. 848-858. 

Chen, Q; Lee, K.; Mazumdar, S.; Poussou, S.; Wang, L.; Wang, M. & Zhang, Z. (2010). 
Ventilation performance prediction for buildings: model assessment. Building and 
Environment, No. 45, pp. 295–303. 

Chow, K.; & Hold, A.E. (2010). On the influence of boundary conditions and thermal 
radiation on predictive accuracy in nume rical simulations of indoor ventilation. 
Building and Environment, No 45, pp. 437–444. 

Dayan, J.; Dayan, E.; Strassberg, Y. & Presnov, E. (2004). Simulation and control of  
ventilation rates in greenhouses. Mathematics and Computers in Simulation, No. 65, 
pp. 3-17.  

Defraeye, T.; Blocken, B. & Carmeliet, J. (2010). CFD analysis of convective heat transfer at 
the surfaces of a cube immersed in a turbulent boundary layer. Int. J. Heat Mass 
Tran., pp.297-308. 

De la Torre-Gea, G. & Ríco-García, E. (2010). Crop Under Greenhouse Simulations as Porous 
Media in Computational Fluid Dynamics Models. Proceedings of  The 5th symposium 
of engineering, Queretaro State University, Queretaro, Mexico, November 2010. 



Applied Computational Fluid Dynamics 58

Endalew, A.M.; Hertog, M.; Gebrehiwot, M.G.; Baelmans, M.; Ramon, H.; Nicolaï, B.M. & 
Verboven, P. (2009). Modelling airflow wi thin model plant canopies using an 
integrated approach. Computers and Electronics in Agriculture, No. 66, pp. 9-24. 

Fidaros, D.K.; Baxevanou, C.A.; Bartzanas, T. & Kittas, C. (2010). Numerical simulation of 
thermal behavior of a ventilated arc greenhouse during a solar day. Renewable 
Energy, No. 35, pp. 1380-1386.  

Flores-Velázquez, J. (2010). Climate analysis in the main models of greenhouses in Mexico 
(mesh shade and Baticenital multitunnel) using CFD. PhD Tesis, Almeria 
University, Spain. 

Flores-Velázquez, J. & Montero J.I. (2008). Computational fluid dynamics CFD study of 
large-scale screenhouse. Acta Horticulturae, No. 797, pp. 117-122. 

Flores-Velázquez, J.; Montero, J.I; Baeza, E.J.; Lopez, J.C.; Bonachela, S. & Pérez-Parra, J.J. 
(2009). Analysis of mechanical ventilation in a three span greenhouse using 
computational fluid dynamics (CFD). Acta Horticulturae No. 893, pp. 653-660. 

Flores-Velázquez, J.; Mejía, E.; Montero, J.I.; & Rojano, A. (2011). Numerical analysis of the 
inner climate in a mechanically-ventilated greenhouse with three spans. Acepted in 
Agrociencia.  

Gan, G. (2009). CFD modelling of transparent bubble cavity envelopes for energy efficient 
greenhouses. Building and Environment, No. 44, pp.  2486–2500. 

Gan, G. (2010). Impact of computational domain on the prediction  of buoyancy-driven 
ventilation cooling. Building and Environment, No. 45, pp. 1173–1183. 

Hughes, B.R. & Ghani, S.A.A. (2010). A numerical investigation into the effect of windvent 
louvre external angle on passive stack ventilation performance. Building and 
Environment, No. 45, pp. 1025–1036. 

Iglesias, N.; Montero, J.I.; Muñoz, P. & Antón, A. (2009). Study for the night weather and the 
use of double cover roof as a passive alternative to increase temperature in 
greenhouses through a model based in computational fluid dynamics (CFD). 
Horticultura Argentina, No. 28, pp. 18-23. 

Impron, I.; Hemming, S. & Botb, G.P.A. (2007). Simple greenhouse climate model as a design 
tool for greenhouses in tropical lowland. Biosystems Engineering, No. 98, pp. 79-89. 

Kacira, M.; Sase, S.; Ikeguchi, A.; Ishii, M.; Giacomelli, G. & Sabeh, N. (2008). Effect of vent 
configuration and wind speed on three-di mensional temperature distributions in a 
naturally ventilated multi-span gree nhouse by wind tunnel experiments. Acta 
Horticulturae, No. 801, pp. 393-401.  

Khaoua, S.A.O.; Bournet, P.E.; Migeon, C.; Boulard, T. & Chassériaux, G. (2006). Analysis of 
greenhouse ventilation efficiency based on computational fluid dynamics. 
Biosystems Engineering, No. 95, pp. 83–98. 

Katsoulas, N.; Bartzanas, T.; Mermier, M. & Kittas, C. (2006). Effect of vents opening and 
insect screen on greenhouse ventilation. Biosystems Engineering., No. 94, pp. 427-
436. 

Kim, K.; Giacomelii, G.A.; Yoon, J.Y.; Sase, S.; Son, J.E.; Nam, S.W. & Lee, I.B. (2007). CFD 
modeling to improve the design of a fog system for cooling greenhouses. Japan 
Agricultural Research Quarterly, No. 41, pp. 283-290.  

Kim, K.; Yoona, J.Y.; Kwonb, H.J.; Hana, J.H.; Sonc, J.E.; Namd, S.W.; Giacomelli, G.A. & 
Lee, I.B. (2008). 3-d cfd analysis of relative humidity distribution in greenhouse 

Advances in Computational Fluid Dynamics Applied to the Greenhouse Environment 59 

with a fog cooling system and refrigerative dehumidifiers. Biosystems Engineering, 
No. 100, pp. 245-255. 

Kim, T.; Kim, K. & Ki m, B.S. (2010). A wind tunnel experiment and cfd analysis on airflow 
performance of enclosed-arcade markets in korea. Building And Environment, No. 
45, pp. 1329-1338. 

Kruger, S. & Pretorius, L. (2007). The effect of ventilator configurations in naturally 
ventilated greenhouse applications. Proceedings of 10th Uk Heat Transfer National 
Conference, Edinburgh, Scotland, September, pp. 10-11. 

Majdoubi, H.; Boulard, T.; Hanafi, A.; Bekkaoui, A.; Fatnassi, H.; Demrati, H.; Nya, M. & 
Bouirden, L. (2007). Natural ventilation performance of a large greenhouse 
equipped with insect screens. American Society of Agricultural and Biological 
Engineers, No. 50, pp. 641-650. 

Majdoubi, H.; Boulard, T.; Fatnassi, H. & Bouirden, L. (2009). Airflow and microclimate 
patterns in a one-hectare canary type greenhouse: an experimental and CFD 
assisted study. Agricultural and Forest Meteorology, No. 149, pp. 1050–1062. 

Mercado-Luna, A.; Rico-García, E.; Lara-Herrera, A.; Soto-Zarazúa, G.; Ocampo-Velázquez, 
R.; Guevara-González, R.; Herrera-Ruiz, G. & Torres-Pacheco, I. (2010). Nitrogen 
determination on tomato ( Lycopersicon esculentum Mill.) seedlings by color image 
analysis (RGB). African Journal of Biotechnology, No. 9,Vol. 33, pp. 5326-5332. 

Mikulka, J; Kriz, T.; Kroutilova, E. & Fiala, P.  (2010). Numerical modeling of light sources with 
R-Fem method in CFX environment. Piers Proceedings, March 22-26, pp. 424-427. 

Molina-Aiz, F.D.; Valera, D.L.; Pena, A.A.; Alvarez,  A.J. & Gil, J.A. (2006). Analysis of the 
effect of rollup vent arrangement and wind speed on Almería-type greenhouse 
ventilation performance using Computational Fluid Dynamics. Acta Horticulturae, 
No. 719, pp. 173-180. 

Molina, F.D.; Fatnassi, H.; Boulard, T.; Roy, J.C. & Valera, D.L. (2010).  Comparison of finite 
element and finite volume methods for simulation of natural ventilation in 
greenhouses. Computers and Electronics in Agriculture, No. 72, pp. 69-86. 

Nebbali, R.; Makhlouf, S.; Boulard, T. & Roy, J.C. (2006). A dynamic model for the 
determination of thermal boundary conditions in the ground of a greenhouse. Acta 
Horticulturae, No. 719, pp. 295-302.   

Norton, T. & Sun, D.W. (2006). Computational Fluid Dynamics (C FD) an effective and 
efficient  design and analysis tool for the food industry: a  review. Trends in Food 
Science & Technology, No. 17, pp. 600-620. 

Norton, T.; Sun, D.W.; Grant, J.; Fallon, R. & Dodd, V. (2007). Applications of Computational 
Fluid Dynamics (CFD) in the modeling and design of ventilation systems in the 
agricultural industry: a review. Bioresource Technology, No. 98, pp. 2386-2414.  

Norton, T.; Grant, J.; Fallon, R. & Sun, D.W. (2009). Assessing the ventilation effectiveness of 
naturally ventilated livestock buildings under wind dominated conditions using 
Computational Fluid Dynamics. Biosystems Engineering, No. 103, pp. 78–99. 

Norton, T.; Grant, J.; Fallon, R. &, Sun, D.W. (2010a). Optimising the ventilation 
configuration of naturally ventilated livestock buildings for improved indoor 
environmental homogeneity. Building And Environment, No. 45, pp. 983–995. 

Norton, T.; Grant, J.; Fallon, R. & Sun, D.W. (2010b). Assessing the ventilation performance 
of a naturally ventilated livestock building with different eave opening conditions. 



Applied Computational Fluid Dynamics 58

Endalew, A.M.; Hertog, M.; Gebrehiwot, M.G.; Baelmans, M.; Ramon, H.; Nicolaï, B.M. & 
Verboven, P. (2009). Modelling airflow wi thin model plant canopies using an 
integrated approach. Computers and Electronics in Agriculture, No. 66, pp. 9-24. 

Fidaros, D.K.; Baxevanou, C.A.; Bartzanas, T. & Kittas, C. (2010). Numerical simulation of 
thermal behavior of a ventilated arc greenhouse during a solar day. Renewable 
Energy, No. 35, pp. 1380-1386.  

Flores-Velázquez, J. (2010). Climate analysis in the main models of greenhouses in Mexico 
(mesh shade and Baticenital multitunnel) using CFD. PhD Tesis, Almeria 
University, Spain. 

Flores-Velázquez, J. & Montero J.I. (2008). Computational fluid dynamics CFD study of 
large-scale screenhouse. Acta Horticulturae, No. 797, pp. 117-122. 

Flores-Velázquez, J.; Montero, J.I; Baeza, E.J.; Lopez, J.C.; Bonachela, S. & Pérez-Parra, J.J. 
(2009). Analysis of mechanical ventilation in a three span greenhouse using 
computational fluid dynamics (CFD). Acta Horticulturae No. 893, pp. 653-660. 

Flores-Velázquez, J.; Mejía, E.; Montero, J.I.; & Rojano, A. (2011). Numerical analysis of the 
inner climate in a mechanically-ventilated greenhouse with three spans. Acepted in 
Agrociencia.  

Gan, G. (2009). CFD modelling of transparent bubble cavity envelopes for energy efficient 
greenhouses. Building and Environment, No. 44, pp.  2486–2500. 

Gan, G. (2010). Impact of computational domain on the prediction  of buoyancy-driven 
ventilation cooling. Building and Environment, No. 45, pp. 1173–1183. 

Hughes, B.R. & Ghani, S.A.A. (2010). A numerical investigation into the effect of windvent 
louvre external angle on passive stack ventilation performance. Building and 
Environment, No. 45, pp. 1025–1036. 

Iglesias, N.; Montero, J.I.; Muñoz, P. & Antón, A. (2009). Study for the night weather and the 
use of double cover roof as a passive alternative to increase temperature in 
greenhouses through a model based in computational fluid dynamics (CFD). 
Horticultura Argentina, No. 28, pp. 18-23. 

Impron, I.; Hemming, S. & Botb, G.P.A. (2007). Simple greenhouse climate model as a design 
tool for greenhouses in tropical lowland. Biosystems Engineering, No. 98, pp. 79-89. 

Kacira, M.; Sase, S.; Ikeguchi, A.; Ishii, M.; Giacomelli, G. & Sabeh, N. (2008). Effect of vent 
configuration and wind speed on three-di mensional temperature distributions in a 
naturally ventilated multi-span gree nhouse by wind tunnel experiments. Acta 
Horticulturae, No. 801, pp. 393-401.  

Khaoua, S.A.O.; Bournet, P.E.; Migeon, C.; Boulard, T. & Chassériaux, G. (2006). Analysis of 
greenhouse ventilation efficiency based on computational fluid dynamics. 
Biosystems Engineering, No. 95, pp. 83–98. 

Katsoulas, N.; Bartzanas, T.; Mermier, M. & Kittas, C. (2006). Effect of vents opening and 
insect screen on greenhouse ventilation. Biosystems Engineering., No. 94, pp. 427-
436. 

Kim, K.; Giacomelii, G.A.; Yoon, J.Y.; Sase, S.; Son, J.E.; Nam, S.W. & Lee, I.B. (2007). CFD 
modeling to improve the design of a fog system for cooling greenhouses. Japan 
Agricultural Research Quarterly, No. 41, pp. 283-290.  

Kim, K.; Yoona, J.Y.; Kwonb, H.J.; Hana, J.H.; Sonc, J.E.; Namd, S.W.; Giacomelli, G.A. & 
Lee, I.B. (2008). 3-d cfd analysis of relative humidity distribution in greenhouse 

Advances in Computational Fluid Dynamics Applied to the Greenhouse Environment 59 

with a fog cooling system and refrigerative dehumidifiers. Biosystems Engineering, 
No. 100, pp. 245-255. 

Kim, T.; Kim, K. & Ki m, B.S. (2010). A wind tunnel experiment and cfd analysis on airflow 
performance of enclosed-arcade markets in korea. Building And Environment, No. 
45, pp. 1329-1338. 

Kruger, S. & Pretorius, L. (2007). The effect of ventilator configurations in naturally 
ventilated greenhouse applications. Proceedings of 10th Uk Heat Transfer National 
Conference, Edinburgh, Scotland, September, pp. 10-11. 

Majdoubi, H.; Boulard, T.; Hanafi, A.; Bekkaoui, A.; Fatnassi, H.; Demrati, H.; Nya, M. & 
Bouirden, L. (2007). Natural ventilation performance of a large greenhouse 
equipped with insect screens. American Society of Agricultural and Biological 
Engineers, No. 50, pp. 641-650. 

Majdoubi, H.; Boulard, T.; Fatnassi, H. & Bouirden, L. (2009). Airflow and microclimate 
patterns in a one-hectare canary type greenhouse: an experimental and CFD 
assisted study. Agricultural and Forest Meteorology, No. 149, pp. 1050–1062. 

Mercado-Luna, A.; Rico-García, E.; Lara-Herrera, A.; Soto-Zarazúa, G.; Ocampo-Velázquez, 
R.; Guevara-González, R.; Herrera-Ruiz, G. & Torres-Pacheco, I. (2010). Nitrogen 
determination on tomato ( Lycopersicon esculentum Mill.) seedlings by color image 
analysis (RGB). African Journal of Biotechnology, No. 9,Vol. 33, pp. 5326-5332. 

Mikulka, J; Kriz, T.; Kroutilova, E. & Fiala, P.  (2010). Numerical modeling of light sources with 
R-Fem method in CFX environment. Piers Proceedings, March 22-26, pp. 424-427. 

Molina-Aiz, F.D.; Valera, D.L.; Pena, A.A.; Alvarez,  A.J. & Gil, J.A. (2006). Analysis of the 
effect of rollup vent arrangement and wind speed on Almería-type greenhouse 
ventilation performance using Computational Fluid Dynamics. Acta Horticulturae, 
No. 719, pp. 173-180. 

Molina, F.D.; Fatnassi, H.; Boulard, T.; Roy, J.C. & Valera, D.L. (2010).  Comparison of finite 
element and finite volume methods for simulation of natural ventilation in 
greenhouses. Computers and Electronics in Agriculture, No. 72, pp. 69-86. 

Nebbali, R.; Makhlouf, S.; Boulard, T. & Roy, J.C. (2006). A dynamic model for the 
determination of thermal boundary conditions in the ground of a greenhouse. Acta 
Horticulturae, No. 719, pp. 295-302.   

Norton, T. & Sun, D.W. (2006). Computational Fluid Dynamics (C FD) an effective and 
efficient  design and analysis tool for the food industry: a  review. Trends in Food 
Science & Technology, No. 17, pp. 600-620. 

Norton, T.; Sun, D.W.; Grant, J.; Fallon, R. & Dodd, V. (2007). Applications of Computational 
Fluid Dynamics (CFD) in the modeling and design of ventilation systems in the 
agricultural industry: a review. Bioresource Technology, No. 98, pp. 2386-2414.  

Norton, T.; Grant, J.; Fallon, R. & Sun, D.W. (2009). Assessing the ventilation effectiveness of 
naturally ventilated livestock buildings under wind dominated conditions using 
Computational Fluid Dynamics. Biosystems Engineering, No. 103, pp. 78–99. 

Norton, T.; Grant, J.; Fallon, R. &, Sun, D.W. (2010a). Optimising the ventilation 
configuration of naturally ventilated livestock buildings for improved indoor 
environmental homogeneity. Building And Environment, No. 45, pp. 983–995. 

Norton, T.; Grant, J.; Fallon, R. & Sun, D.W. (2010b). Assessing the ventilation performance 
of a naturally ventilated livestock building with different eave opening conditions. 



Applied Computational Fluid Dynamics 60

Computers and Electronics in Agriculture, No. 71, pp. 7-21.Norton, T.; Grant, J.; Fallon, 
R. & Sun, D.W. (2010c). A Computational Fluid Dynamics study of  air mixing in a 
naturally ventilated livestock building with different porous eave opening 
conditions. Biosystems Engineering, No. 106, pp. 125-137.Norton, T.; Grant, J.; Fallon, 
R. & Sun, D.W. (2010d). Improving the representation of thermal boundary 
conditions of livestock during CFD modeling of the indoor environment. Computers 
and Electronics in Agriculture, article in press. 

Omer, A.M. (2009) Constructions, applications and the environment of greenhouses. African 
Journal of Biotechnology, No. 8, Vol. 25, pp. 7205-7227. 

Pontikakos, C.; Ferentinos, K.P. & Tsiligiridis, T.A. (2005). Web-based estimation model of 
natural ventilation efficiency in greenhouses using 3D Computational Fluid 
Dynamics. In Proceedings of the International Congress on Information Technologies in 
Agriculture, Food and Environment, October: 12-14. 

Pontikakos, C.; Ferentinos, K.P.; Tsiligiridis, T. A. & Sideridis, A.B. (2006). Natural 
ventilation efficiency in a twin-span greenhouse using 3D Computational Fluid 
Dynamics. Of The 3rd International Conference on Information and Communication 
Technologies in Agriculture, September: 20-23. 

Rico-García, E.; Reyes-Araiza, J.L. & Herrera-Ruiz, G.  (2006). Simulations of the climate in 
two different greenhouses. Acta Horticulturae, No. 719, pp. 325-332.  

Rico-García, E.; López-Cruz, I.L.; Herrera-Ruiz, G.; Soto-Zarazua, G.M. & Castaneda-
Miranda, R. (2008). Effect of temperature on greenhouse natural ventilation under 
hot conditions: Computational Fluid Dynamics simulations. Journal of Applied 
Sciences, No. 8, pp. 4543-4551.  

Rico-García, E. (2008). Climate Modeling Greenhouse: Natural Ventilation. PhD Tesis, 
Queretaro State University, México. 

Roberts, R.A. & Cui, J. (2010). Selection of the simulation domain of turbulent flow around and 
airfoil. Engineering Aplications of Computational Fluid Mechanics, No. 4, pp. 441-449. 

Rodríguez, N.Y. (2006). Fundamental Equations of Fluid Dynamics. Universidad de la 
Habana, Facultad de Matemática y Computación, Ciudad de la Habana, Cuba. 

Romero-Gómez, P.; Choi, C.Y. & Lopez-Cruz, I.L. (2010). Enhancement of the greenhouse 
air ventilation rate under climat e conditions of central Mexico. Agrociencia No. 44, 
pp. 1-15. 

Romero-Gómez, P.; López-Cruz, I.L. & Choi, C.Y. (2008). Analysis of greenhouse natural 
ventilation under the environmental conditions of central México. Transactions of the 
ASABE, Vol. 51(5), pp. 1753-1761. 

Rousseau, T. (2008). Structure design and indirect adaptive ge neral predictive temperature 
control of a class of passive HVAC. WSEAS Transactions On Systems and Control, 
No. 3, pp. 493-502. 

Rouboa, A. & Monteiro, E. (2007). Computational Fluid Dynamics an alysis of greenhouse 
microclimates by heated underground tubes. Journal of Mechanical Science and 
Technology, No. 21, Vol 12, pp. 2196-2204. 

Roy, J.C. & Boulard, T. (2005). CFD prediction of the natural ventilation in a tunnel-type 
greenhouse: influence of wind direction and sensibility to turbulence models. Acta 
Horticulturae, No. 691, pp. 457-464.  

Advances in Computational Fluid Dynamics Applied to the Greenhouse Environment 61 

Roy, J.C.; Vidal, C.; Fargues, J. & Boulard, T. (2008). CFD based determination of 
temperature and humidity at leaf surface. Computers and Electronics in Agriculture, 
No. 61, pp. 201-212.  

Sapounas, A.A.; Nikita-Martzopoulou, C.; Bartzan as, T. & Kittas, C. (2007).  Aspects of CFD 
modeling of fan and pad evaporative cooling system in a greenhouses. International 
Journal of Ventilation. No. 6, pp. 379-388. 

Sase, S. (2006). Air movement and climate uniformity in ventilated greenhouses. Acta 
Horticulturae, No. 719, pp. 313-324.  

Seo, I.H.; Lee, I.B.; Moon, O.K.; Kim, H.T.; Hwang, H.S.; Hong, S.W.; Bitog, J.P.; Yoo, J.I.; 
Kwon, K.S.; Kim, Y.H. & Han, J.W. (2009). Improvement of the ventilation system 
of a naturally ventilated broiler house in the cold season using computational 
simulations. Biosystems Engineering, No. 104, pp. 106-117. 

Stavrakakis, G.M.; Zervas, P.L.; Sarimveis, H. & Markatos, N.C. (2010). Development of a 
computational tool to quantify architectu ral-design effects on thermal comfort in 
naturally ventilated rural houses. Building and Environment, No. 45, pp. 65–80. 

Sun, H.; Yang, J. & Wang, X. (2010). CFD based determination of crop transpiration in local 
greenhouses in eastern china. On  4th International Conference, Bioinformatics and 
Biomedical Engineering, pp. 1-4.  

Sun, Z. & Wang, S. (2010). A CFD-based test method for control of indoor environment and 
space ventilation. Building and Environment, No. 45, pp. 1441–1447. 

Tablada, A.; Blocken, B.; Carmeliet, J.; De Troyer, F. & Verschure, H. (2005).The influence of 
courtyard geometry on air flow and th ermal comfort: CFD and thermal comfort 
simulations. Proceedings of 22nd Conference on Passive and Low Energy Architecture, 
No.1, pp. 75-80. 

Teittel, M.; & Tanny, J. (2005). Heat fluxes and airflow patterns through roof windows in a 
naturally ventilated enclosure. Flow, Turbulence and Combustion, No. 74, Vol. 1, 
pp.: 21-47. 

Teitel, M.; Liron, O; Haim, Y. & Seginer, I.  (2008a). Flow through inclined and concertina-
shape screens. Acta Horticulturae, No. 801, pp. 99-106.  

Teittel, M.; Ziskind, G.; Liran, O.; Dubovsky, V. & Letan, R. (2008b). Effect of wind direction 
on greenhouse ventilation rate, airflow pa tterns and temperature distributions. 
Biosystems Engineering, No. 101, pp. 351-369. 

Teitel, M.; Dvorkin, D.; Haim, Y.; Tanny, J. & Seginer, I. (2009). Comparison of measured 
and simulated flow through screens: effects of screen inclination and porosity. 
Biosystems Engineering, No. 104, pp. 404-416. 

Teittel, M. (2010). Using Computational Fluid Dynamics Simulations to determine pressure 
drops on woven screens. Biosystems Engineering, No. 105, pp. 172-179. 

Tong, G.; Christopher, D.M. & Li, B. (2009). Numerical modelling of temperature variations 
in a chinese solar greenhouse. Computers and Electronics in Agriculture, No. 68, pp. 
129-139. 

Van Hoff, T. & Blocken, B. (2010). Coupled urban wind flow and indoor natural ventilation 
modelling on a high-resolution grid: a case study for the amsterdam arena stadium. 
Environmental Modelling & Software, No. 25, pp. 51 – 65. 



Applied Computational Fluid Dynamics 60

Computers and Electronics in Agriculture, No. 71, pp. 7-21.Norton, T.; Grant, J.; Fallon, 
R. & Sun, D.W. (2010c). A Computational Fluid Dynamics study of  air mixing in a 
naturally ventilated livestock building with different porous eave opening 
conditions. Biosystems Engineering, No. 106, pp. 125-137.Norton, T.; Grant, J.; Fallon, 
R. & Sun, D.W. (2010d). Improving the representation of thermal boundary 
conditions of livestock during CFD modeling of the indoor environment. Computers 
and Electronics in Agriculture, article in press. 

Omer, A.M. (2009) Constructions, applications and the environment of greenhouses. African 
Journal of Biotechnology, No. 8, Vol. 25, pp. 7205-7227. 

Pontikakos, C.; Ferentinos, K.P. & Tsiligiridis, T.A. (2005). Web-based estimation model of 
natural ventilation efficiency in greenhouses using 3D Computational Fluid 
Dynamics. In Proceedings of the International Congress on Information Technologies in 
Agriculture, Food and Environment, October: 12-14. 

Pontikakos, C.; Ferentinos, K.P.; Tsiligiridis, T. A. & Sideridis, A.B. (2006). Natural 
ventilation efficiency in a twin-span greenhouse using 3D Computational Fluid 
Dynamics. Of The 3rd International Conference on Information and Communication 
Technologies in Agriculture, September: 20-23. 

Rico-García, E.; Reyes-Araiza, J.L. & Herrera-Ruiz, G.  (2006). Simulations of the climate in 
two different greenhouses. Acta Horticulturae, No. 719, pp. 325-332.  

Rico-García, E.; López-Cruz, I.L.; Herrera-Ruiz, G.; Soto-Zarazua, G.M. & Castaneda-
Miranda, R. (2008). Effect of temperature on greenhouse natural ventilation under 
hot conditions: Computational Fluid Dynamics simulations. Journal of Applied 
Sciences, No. 8, pp. 4543-4551.  

Rico-García, E. (2008). Climate Modeling Greenhouse: Natural Ventilation. PhD Tesis, 
Queretaro State University, México. 

Roberts, R.A. & Cui, J. (2010). Selection of the simulation domain of turbulent flow around and 
airfoil. Engineering Aplications of Computational Fluid Mechanics, No. 4, pp. 441-449. 

Rodríguez, N.Y. (2006). Fundamental Equations of Fluid Dynamics. Universidad de la 
Habana, Facultad de Matemática y Computación, Ciudad de la Habana, Cuba. 

Romero-Gómez, P.; Choi, C.Y. & Lopez-Cruz, I.L. (2010). Enhancement of the greenhouse 
air ventilation rate under climat e conditions of central Mexico. Agrociencia No. 44, 
pp. 1-15. 

Romero-Gómez, P.; López-Cruz, I.L. & Choi, C.Y. (2008). Analysis of greenhouse natural 
ventilation under the environmental conditions of central México. Transactions of the 
ASABE, Vol. 51(5), pp. 1753-1761. 

Rousseau, T. (2008). Structure design and indirect adaptive ge neral predictive temperature 
control of a class of passive HVAC. WSEAS Transactions On Systems and Control, 
No. 3, pp. 493-502. 

Rouboa, A. & Monteiro, E. (2007). Computational Fluid Dynamics an alysis of greenhouse 
microclimates by heated underground tubes. Journal of Mechanical Science and 
Technology, No. 21, Vol 12, pp. 2196-2204. 

Roy, J.C. & Boulard, T. (2005). CFD prediction of the natural ventilation in a tunnel-type 
greenhouse: influence of wind direction and sensibility to turbulence models. Acta 
Horticulturae, No. 691, pp. 457-464.  

Advances in Computational Fluid Dynamics Applied to the Greenhouse Environment 61 

Roy, J.C.; Vidal, C.; Fargues, J. & Boulard, T. (2008). CFD based determination of 
temperature and humidity at leaf surface. Computers and Electronics in Agriculture, 
No. 61, pp. 201-212.  

Sapounas, A.A.; Nikita-Martzopoulou, C.; Bartzan as, T. & Kittas, C. (2007).  Aspects of CFD 
modeling of fan and pad evaporative cooling system in a greenhouses. International 
Journal of Ventilation. No. 6, pp. 379-388. 

Sase, S. (2006). Air movement and climate uniformity in ventilated greenhouses. Acta 
Horticulturae, No. 719, pp. 313-324.  

Seo, I.H.; Lee, I.B.; Moon, O.K.; Kim, H.T.; Hwang, H.S.; Hong, S.W.; Bitog, J.P.; Yoo, J.I.; 
Kwon, K.S.; Kim, Y.H. & Han, J.W. (2009). Improvement of the ventilation system 
of a naturally ventilated broiler house in the cold season using computational 
simulations. Biosystems Engineering, No. 104, pp. 106-117. 

Stavrakakis, G.M.; Zervas, P.L.; Sarimveis, H. & Markatos, N.C. (2010). Development of a 
computational tool to quantify architectu ral-design effects on thermal comfort in 
naturally ventilated rural houses. Building and Environment, No. 45, pp. 65–80. 

Sun, H.; Yang, J. & Wang, X. (2010). CFD based determination of crop transpiration in local 
greenhouses in eastern china. On  4th International Conference, Bioinformatics and 
Biomedical Engineering, pp. 1-4.  

Sun, Z. & Wang, S. (2010). A CFD-based test method for control of indoor environment and 
space ventilation. Building and Environment, No. 45, pp. 1441–1447. 

Tablada, A.; Blocken, B.; Carmeliet, J.; De Troyer, F. & Verschure, H. (2005).The influence of 
courtyard geometry on air flow and th ermal comfort: CFD and thermal comfort 
simulations. Proceedings of 22nd Conference on Passive and Low Energy Architecture, 
No.1, pp. 75-80. 

Teittel, M.; & Tanny, J. (2005). Heat fluxes and airflow patterns through roof windows in a 
naturally ventilated enclosure. Flow, Turbulence and Combustion, No. 74, Vol. 1, 
pp.: 21-47. 

Teitel, M.; Liron, O; Haim, Y. & Seginer, I.  (2008a). Flow through inclined and concertina-
shape screens. Acta Horticulturae, No. 801, pp. 99-106.  

Teittel, M.; Ziskind, G.; Liran, O.; Dubovsky, V. & Letan, R. (2008b). Effect of wind direction 
on greenhouse ventilation rate, airflow pa tterns and temperature distributions. 
Biosystems Engineering, No. 101, pp. 351-369. 

Teitel, M.; Dvorkin, D.; Haim, Y.; Tanny, J. & Seginer, I. (2009). Comparison of measured 
and simulated flow through screens: effects of screen inclination and porosity. 
Biosystems Engineering, No. 104, pp. 404-416. 

Teittel, M. (2010). Using Computational Fluid Dynamics Simulations to determine pressure 
drops on woven screens. Biosystems Engineering, No. 105, pp. 172-179. 

Tong, G.; Christopher, D.M. & Li, B. (2009). Numerical modelling of temperature variations 
in a chinese solar greenhouse. Computers and Electronics in Agriculture, No. 68, pp. 
129-139. 

Van Hoff, T. & Blocken, B. (2010). Coupled urban wind flow and indoor natural ventilation 
modelling on a high-resolution grid: a case study for the amsterdam arena stadium. 
Environmental Modelling & Software, No. 25, pp. 51 – 65. 



Applied Computational Fluid Dynamics 62

Vera, S.; Fazio, P. & Rao, J. (2010a). Interzonal air and moisture transport through large 
horizontal openings in a full-scale tw o-story test-hut: part 2 – CFD study. Building 
and Environment No. 45, pp. 622–631. 

Vera, S.; Fazio, P. & Rao, J. (2010b). Interzonal air and moisture transport through large 
horizontal openings in a full-scale two-st ory test-hut: part 1 – experimental study. 
Building and Environment, No. 45, pp. 1192–1201. 

4

Fluid Dynamics Analysis of
a Space Vehicle Entering

the Mars Atmosphere 

Antonio Viviani 1 and Giuseppe Pezzella2 
1Seconda Università degli Studi di Napoli, Aversa 

2Centro Italiano Ricerche Aerospaziali, Capua  
Italy 

1. Introduction 

This paper reports the results of design analyses of two Manned Braking Systems (MBS) 
entering the Mars atmosphere, with the aim of supporting design studies of a planetary 
entry system. Two lifting body configurations with rounded edge delta-like cross section 
have been analyzed. The preliminary aerodynamic and aerothermodynamic analyses have 
considered flight conditions compatible with a manned mission entering the Mars 
atmosphere. However, neither the mission archit ecture needed to reach Mars from Earth or 
neighbour Earth space, nor surface exploration have been addressed.  
All the design analyses have been performed at several levels. Indeed, vehicle aerodynamic 
assessment has been extensively addressed through simplified design approach as, e.g., 
hypersonic panel methods (HPM); then, a number of fully three-dimensional computational 
fluid dynamics (CFD) simulations, both with  Euler and Navier-Stokes approximations, of 
the hypersonic flowfield past the entry vehicle have been performed. 
The results herein provided have been obtained for a Mars entry scenario compliant with an 
approach to the red planet both by direct  planetary entry and entry after aerobraking 
(Polishchuk et al., 2006) (Viviani and Pezzella, 2009). These results may be used to provide 
numerical data for understanding requiremen ts for the human exploration of Mars.  

2. Computational flowfield analysis 

CFD analyses have been performed to assess the aerothermal environment that the MBS 
experiments during descent, thus evaluating several surface loading distributions (e.g., 
pressure and heat flux). To this aim, several fully three-dimensional numerical 
computations, both for perfect and chemically  reacting gas approximation, have been 
performed.  
The vehicle configurations, under investigatio n in this work, are shown in Fig. 1 These 
lifting bodies feature an aerodynamic configur ation with a compact body about 8 [m] long 
with a rounded edge delta-like cross section (Hanley et al., 1964). A very preliminary 
internal layout for a crew of four astr onauts is also reported in Fig. 1. 
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Table 1. CFD freestream conditions   

Therefore, thirteen CFD numerical simulations have been performed. As one can see, CFD 
computations (both Euler and Navier-Stokes) have been performed, both in trajectory-based 
and space-based design approaches (Hanley et al., 1964). Several Mach numbers and 
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different angles of attack (�D) have been investigated and compared each other. The Fluent 
code together with user defined functions (UDFs), developed in order to simulate mixtures 
of gas in thermo-chemical non-equilibrium, have been used for CFD computations with a 
non-equilibrium chemical model suitable for Martian atmosphere (Gupta et al., 1996) (Mack 
et al., 2008) (Kustova et al., 2009). 
For the reacting gas computations, the Martian atmosphere has been considered as a 
mixture of 95.7% carbon-dioxide, 1.6% Argon and 2.7% nitrogen. The flow has been 
modelled as a reacting gas mixture of 9 species (Ar, CO2, N2, O2, CO, NO, N, O, C) involved 
in the chemical reactions of Table 2 (Park et al., 1994) (Anderson, 1989). The reaction 
mechanism and the related chemical kinetics, taken into account in the present work, are 
summarized in Table 2, where M is the reacting partner (third body) that can be any of the 
nine reacting species of the gas mixture. 
Non-equilibrium computations have been performed since one of the most challenging 
problem facing the design of atmospheric entry vehicle is the phenomenon of “real gas 
behaviour”. At hypersonic speeds, the shock wave produced ahead of the vehicle suddenly 
elevates the gas temperature in the shock layer. So the gas thermal energy may be 
comparable with the energy associated with a whole range of gas chemical processes such 
as: molecular vibrational excitation; dissociatio n of atmospheric molecules into their atomic 
forms; formation of other chemical species through recombination reactions; and ionisation 
of both molecular and atomic species (Park et al., 1994). 
 
 

Reaction Third Body 
M

Ar

[cm3mol-1s-1]
�Er dT

[K]

2CO M CO O M�� � o � � � �CO2,CO,N2,O2,NO 6.9x1021 -1.5 63275

Ar 6.9x1020   

C,N,O 1.4x1022

CO M C O M�� � o � � � � CO2,CO,N2,O2,NO 2.3x1020 -1.0 129000

Ar 2.3x1019   

C,N,O 3.4x1020   

2N M N N M�� � o � � � � CO2,CO,N2,O2,NO 7.0x1021 -1.6 113200

Ar 7.0x1021   

C,N,O 3.0x1022   

2O M O O M�� � o � � � � CO2,CO,N2,O2,NO 2.0x1021 -1.5 59750

Ar 3.0x1021   

C,N,O 3.0x1022   

NO M N O M�� � o � � � � CO2,C,N,O,NO  1.1x1017 0.0 75500

Ar 5.0x1015   

CO,N2,O2 5.0x1015   

C2+M �o  C+C+M All 2.0x1021 -1.5 59750

NCO+M �o  CO+N+M All 6.3x1016 -0.5 24000

2NO O N O�� � o � � 8.4x1012 0.0 19450

2N O NO N�� � o � � 6.4x1017 -1.0 38370

2CO O C O�� � o � � 3.9x1013 -0.18 69200

2 2CO O CO O�� � o � � 2.1x1013 0.00 27800
 

Table 2. Reactions mechanism and rate parameters (Park et al., 1994). 
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Therefore, the gas mixture has to be considered in thermal and chemical non-equilibrium. 
Finally, the CFD analysis of the MBS have been preceded by a code validation phase 
performed considering the available numeri cal and experimental data for the Mars 
Pathfinder probe at entry peak heating condit ions, as summarized in (Viviani et al., 2010) 
(Gnoffo et al., 1998) (Gnoffo et al., 1996) (Mitcheltree et al., 1995).  

2.2 Numerical results  
The aerodynamic analysis of MBS is shown in term of lift (C L), drag (CD) and pitching 
moment (CMy) coefficients which are calculated according to Eq. (1) and Eq. (2), respectively. 
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The reference parameters Lref (e.g., longitudinal reference length) and Sref (e.g., reference 
surface) are the vehicle length (e.g., 8 m) and planform area (e.g., 32 m2). The pitching 
moment is computed from the vehicle nose (i.e. 0, 0, 0). Engineering based aerodynamic 
analysis has been extensively performed by using a 3D Panel Methods code developed by 
CIRA, namely HPM (Viviani and Pezzella, 2009). This tool, at high supersonic and 
hypersonic speeds, is able to accomplish the aerodynamic and aerothermodynamic analyses 
of a complex re-entry vehicle configuration by using simplified approaches as local surface 
inclination methods and approximate bounda ry-layer methods, respectively. The SIM 
typical of hypersonics are based on Newtonian, Modified Newtonian, and Prandtl-Mayer 
theories (Anderson, 1989). Typical surface meshes of the MBS, used for the engineering level 
computations, are shown in Fig. 2. 
 
 

 
 

Fig. 2. Example of panel mesh for engineering-based aerodynamic analysis. 

MBS aerodynamic results, provided by engineering-based analysis, cover �D ranging from 0 
to 50 deg. Present CFD computations for the MBS have been carried out on a 3-D multiblock 
structured grid close to that shown in Fig. 3. The grid consists of about 20 blocks and 900.000 
cells (half body). Both computational domains are tailored for the free-stream conditions of 
Table 1. The distribution of surface grid points has been dictated by the level of resolution 
desired in various areas of the vehicle such as the stagnation region and the base fillet one, 
according to the computational scopes. Fig. 3 shows also a close-up view of the 3-D mesh on 
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the vehicle surface and pitch plane. Grid refinement in strong gradient regions of flowfield 
has been made through a solution adaptive approach. 
 
 
 

          
Fig. 3. Example of computational mesh domains for Euler CFD simulations 

The preliminary results of CFD simulations pe rformed so far are summarized hereinafter. 
For example, Fig. 6 shows the static temperature contours on the vehicle symmetry plane 
and static pressure contours on vehicle surface at M�f =20 and �D=20 deg, considering the 
Mars atmosphere as a reacting gas mixture. As shown, the MBS bow shock structure around 
the descent vehicle can be appreciated as well.  
 
 
 

    

Fig. 4. Results for M�f =20 and �D=20 deg. (Left) static temperature field on vehicle symmetry 
plane; (right) static pressure contour on vehicle surface for non-equilibrium reacting gas 

At the same flight conditions, Fig. 5 reports on  chemical dissociation of the flow in the shock 
layer considering the contours of CO2 mass fraction on MBS pitch plane. As a consequence, 
flow dissociation determines a large density ratio �H across the strong bow shock compared 
with a flow of the same gas where no dissociation takes place (Viviani and Pezzella, 2009) 
(Anderson, 1989). This results in a thinner shock layer around the entry vehicle (e.g., lower 
stand-off distance).  
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the vehicle surface and pitch plane. Grid refinement in strong gradient regions of flowfield 
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Under conditions where dissociation exists, the aerodynamics of vehicle depends 
primarily on shock density ratio. In fact, the change of aerodynamic characteristics is the 
result of change in surface pressure acting on the vehicle forebody (Gnoffo et al., 1998) 
(Viviani et al., 2010). 
 

 

Fig. 5. Results for M�f =20 and �D=20 deg. Contours of CO2 mass fraction  

Moreover, Fig. 6 shows CFD results for M�f =21 and �D=40 deg. The left side reports pressure 
coefficient contours (Cp) on vehicle surface and on two cross sections; whereas on the right 
Cp contours on vehicle surface and Mach number contours on three cross sections have been 
shown. 
 

     
 

Fig. 6. Results for M�f =21 and �D=40 deg. (Left) pressure coefficient contours (Cp) on vehicle 
surface and on two cross sections; (right) Cp contours on vehicle surface and Mach number 
contours on three cross sections 

The curves of lift and drag coefficients are shown in Fig. 7. Those curves collect MBS 
aerodynamic coefficients compared with available numerical data both for perfect gas and 
reacting gas approximations, reported in order to highlight accuracy of both numerical and 
engineering-based results (Viviani et al., 2010).  
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Fig. 7. CL and CD versus �D. Comparison between panel methods and CFD results for perfect 
and reacting gas approximations. 

As one can see, engineering and numerical data compare very well, thus confirming that 
engineering-based estimations represent reliable preliminary aerodynamics of a Mars entry 
vehicle. Moreover, real gas effects increase the aerodynamic drag coefficient whereas the lift 
is only slightly influenced. 
As far as CFD results for the second configuration are concerned, Fig. 8 shows the Mach 
number contour field that takes place around the vehicle when it is flying at the peak 
heating conditions of entry by EO (e.g., M �f =22, �D=40 deg, and H=44.20 km).  
In particular, the left side of Fig. 8 shows the Mach contour field on the vehicle pitch plane 
while at the right side of Fig. 8 gives an id ea of the bow shock shape that envelopes the 
vehicle since the Mach field is reported on three different flowfield cross sections.  
As shown, a thin shock layer envelopes the entry vehicle windside wi th a strong expansion 
that characterizes the flow at the end of the vehicle.  
 
 

  
Fig. 8. Mach contours on the vehicle pitch plane and three flowfield cross sections at the 
EOPH conditions.  
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The CO mass fraction field around the vehicle for the same freestream conditions is shown 
in Fig. 9 where some streamtraces colored by Mach number are also reported. 
 

 
Fig. 9. CO mass fraction at the EOPH conditions on three cross sections with streamtraces 
colored by Mach number 

As shown the CO concentration reaches its maximum value close to the body. Fig. 10 shows 
the temperature comparison among non-equilibrium  flow (right side of pilot) and perfect 
gas computation, evaluated at three flowfield cr oss sections (x=1.5 [m], 5.5 [m] and 9.5 [m]). 
It is clearly evident how real gas phenomena affect the vehicle shock layer, thus confirming 
all the conclusions highlighted before. 
 

 
Fig. 10. Temperature comparison between non-equilibrium flow (right side of pilot) and 
perfect gas computation at x=1.5 [m], 5.5 [m] and 9.5 [m] flowfield cross sections   
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Finally, the curves of lift, drag, and pitching moment coefficients are shown in Fig. 11.  
Real gas effects increase both drag and pitching moment coefficients, whereas the lift is only 
slightly influenced. Vehicle aerodynamics is also summarized in the table of Fig. 11.  
 
 

 
 

Fig. 11. Lift, Drag and pitching moment coefficients versus �D. Comparison between panel 
methods and CFD results for perfect and non-equilibrium gas computations. 

3. Conclusion 

The paper deals with the flowfield analysis of two braking systems for manned exploration 
mission to Mars.  
A number of fully 3D Navier-Stokes and Euler CFD computations of the hypersonic 
flowfield past two lifting body vehicles have been performed for several freestream 
conditions of a proposed Mars entry loadin g environment. These evaluations have been 
aimed at carrying out only a preliminary desi gn of the MBS configuration, in compliance 
with the Phase-A design level.  
The range between Mach 2 and Mach 26 has been analyzed, to provide both aerodynamic 
databases according to both the space-based and trajectory-based design approaches. 
Numerical results show that real gas effects increase both the aerodynamic drag and 
pitching moment coefficient, whereas the lift is only slightly influenced. 
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1. Introduction 

Accidents in closed-space traffic object do force for further investigation of a flow 
phenomena – that might be a consequence of such large-scale events. Benefit that almost 
directly would be coming out of this investigative approach is an optimal method for 
artificial ventilation, that must  find mirroring in a annual stat istics on covered roads[1, 2].  
For such an investigative task, Computational Fluid Dynamics, the CFD offers ever stronger 
growing engineering tool. Once[3] passing throug h it´s first sophisticated developments[4], 
the zone-model approach was not capable for solving the problems like those were treated 
by the field models for CFD-research. Generally, field-models are based on the full solution 
of the fundamental physical laws of energy- conservation, where the computational domain 
of explored large-scale phenomenon is divided in thousands of smaller control volumes; 
where mathematical mechanism after it´s discretization are “translated” into programme-
steps for computer handling. Today[5, 6], the CFD-society enjoys this software-development 
that started in 1960-ies  and was certainly followed by the hardware development between 
mid ´80-s and mid ´90-s. Together, this computational mechanism [7-11] both hardware and 
software, can cope with computational domains with few thousands cells offering very 
satisfying results [1, 12] were accomplished attempts are done in both validating and 
exploring area of CFD. Modern field-model codes engaged in CFD-research, supported by 
today´s powerful hardware, can cope with domains made out of several hundred thousands 
cells. Some computational codes[13] applied for tunnel-fires, are taking in account simple 
one-step chemistry for combustion modelling, an d the reaction rate is won from a the eddy 
break-up mixing model[14]. This approach is suitable for turbulent diffusion flames as well 
– one of a characteristic of large-scale fires, where the rate of reaction is controlled by a 
mixing of fuel with oxidant (air). In such a step, solved would be (the time-averaged[15]), 
turbulence-modelled conservation-equations for mass, momentum, energy and species of 
combustion. The k-�Æ turbulence model with extra source terms accounting for the effect of 
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– one of a characteristic of large-scale fires, where the rate of reaction is controlled by a 
mixing of fuel with oxidant (air). In such a step, solved would be (the time-averaged[15]), 
turbulence-modelled conservation-equations for mass, momentum, energy and species of 
combustion. The k-�Æ turbulence model with extra source terms accounting for the effect of 
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buoyancy in turbulent mixing would be a pplied in such numerical approach. Similar 
principle[2] in those sophisticated software, on e can find[16] in the closed set of coupled 
equations that are again discretised and solved onto a three-dimensional finite-volume 
Cartesian mesh. In the latest phases of on-going software development several general 
purpose computer-programs for analysis of fluid flow – were developed[17] – that can 
handle both steady and transient flows. Anyhow , all of these research attempts (after their 
validation[18]), can document a good capability of the numerical approaches used in 
investigative treating both the reactive flows as well as large-scale fluid flow – especially in 
enclosed traffic objects.  

2. Mathematical model 

(In several reports, proceedings and papers, there was “no time” to mention the mathematic 
and numerical mechanism – due to the characteristic of those publishing media. Now, the 
opportunity here n will be used for the presentation of involved mathematic tool).   
Applied explanation of the flow phenomena in the study[19] is explained by the Reynolds 
Averaged Navier-Stokes (RANS) equations, having turbulence treated by the k- �H model[20], 
representing the major characteristic of the applied CFD-investigation-tool of the FLUENT; 
and handling the buoyancy by applying the Bo ussinesq approximation. This approach, is 
not affected by fluctuation of initial conditions, offering more accurate presentation of the 
time dependent flow – particularly the distribu tion of the gaseous combustion products[21]. 
Since the investigations in the observed underground-space facilities have shown that the 
Mach Number was varying in the tolerance of the order between 0.003 and 0.022; such a flow 
can be presumed as incompressible[22]. So assumed as incompressible, the fluid while 
crossing the reaction front, doesn´t undergo thermal-caused expansion and the reaction makes 
no impact onto flow-velocity. Further assump tion, to have a planar propagation front of 
combustion in a motionless fluid, leads to the application of the Boussinesq approximation[23] 
without external forces[24]. Boussinesq buoyancy model is corresponding to the infinitely 
small difference of density between combusted fluid and fuel. Here, the flow velocity obeys 
the incompressible Navier-Stokes equation with  a temperature-dependent force term[24]. The 
change of temperature 0 1�d �dT  is described by an advection-reaction-diffusion equation. 
For this to-be-investigated incompressible gaseous reactive flow at low velocity, the 
governing equations of the combustion-induced flow read: 
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Here, we recognise iv , jv  as average velocity components, T  as averaged local temperature, 
�U as density, t  as time and ix , jx  as space coordinates. The R(T) = ¼  T (1 – T) stands for 
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reaction rate[24] where the reciprocal value of reaction time-scale is represented by 1/T and �U 
is here again a constant average density. TemperatureT will be used as expression for 
reaction-progress-variable as well, whose purpose is to distinguished burned, unburned and 
partially burned state, provid ing facile interpretation of flame propagation. The term �D� � � 'ig T  
denotes buoyancy, treated according to the Boussinesq approximation, where �' T  is showing 
the difference between local and reference temperature. The symbol g denotes the gravity and 
�D is coefficient of the thermal linear deformation. The mode l for the unknown Reynolds 
stress[25], ,�W�wij s is related to the local strain rate: 
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where we distinguish between Newtonean stress ( ) 2�W �P� ij N i jS  featuring molecular 
viscosity; and turbulent Reynolds stress ( ) 2� W � P� ij T T ijS  featuring turbulent viscosity 
recognising again ijS as local strain stress rate reads: 
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Here we recognise the turbulent viscosity:  
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The applied k-�H model[26] is a two-equation eddy viscosity model [27, 28] uses transport 
equations for these two variables[29]. One of these equations governs the distribution through 
the field of k, the local kinetic energy of the  fl uctuating motion. The other one is explaining a 
turbulence characteristic of different dimensions, the energy dissipation rate �H [30].  
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The dP , the production term for the squared shear frequency is: 
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where � ’ � � � ’ TV V  is the 2-norm matrix. The constants are given: C1 = 0.126, C2 = 1.92, Cµ = 
0.09, C�H��= 0.07. The variable N denotes the Brunt-Väisälä frequency, with the N 2, related 
following squared buoyancy: 
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Here is constant 1�V � t and following expressions of eddy coefficients vv , �Ov  should include 

the stability parameters to account for the turb ulence damping in the stratified fluid flows: 
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where �Ob =10-6 and the following stability coefficients �DN  and C3 can be expressed as: 
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During these investigations, the wall shear stress was obtained from the logarithmic law of 
wall (“wall function”) for the distance from  the wall, y, the von Karman constant �N=0,41 and 

the constant C=9,793:     
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Energy transfer within the computational domain  of such non-premixed turbulent flow in 
tunnel cavity is govern ed by next equation: 
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where contribution to the energy budget, characterised throug h turbulent thermal 
conductivity �Jt  is performed through the heat conduction and diffusion combined in term 
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, accompanied by the heat-increase component 
hQ  due to the chemical reaction 

rate R of a species n and it’s molar mass M: 
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In the governing energy equation is total enth alpy H based onto particular enthalpy of the 
nth species Hn and it’s mass fraction Yn    
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having so species n characterised through it’s thermal capacity cp,n and nth enthalpy 

,� �³
ref

T

n p n
T

h c dT  with referent temperature 293,15� refT K  that makes an impact on the 

formation enthalpy �� ��0
,n ref nh T . 

Air Movement Within Enclosed Road-Objects with Contra-Traffica CFD-Investigation 77 

The radiative transfer equation (RTE) for an absorbing, emitting and scattering medium at 
the position 

�G
r  in the direction 

�G
s  reads: 
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The applied Discrete Ordinate approach for tr eating the radiation considers the RTE in the 
direction 

�G
s as a field equation, allowing  the modelling of non-gray radiation, using the gray-

band model. So, for the spectral intensity ( , )�O
�G�G

I r s the RTE can be written as: 
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Here is 
�G
r  a position vector and 

�G
s  a direction vector. I denotes the radiation intesity, i.e. 

radiation intensity �OI for a certain wawe-lenght �O. The radiation intensity for the black 
body reads �ObI . Scattering coefficient is represented by �Vs  and Stefan-Bolzman-constant 
reads �V=5.672x10-8W/m²K 4. �)  stands for phase function, T is local temperature and x is 
refraction index. Path length is s and '

�G
s denotes direction vector. '�: stands for solid angle 

and a is absorption coefficient, i.e. absorption coefficient for a particular wave-length �Oa . 
So will the RTE be integrated over each wave-length-interval �O resulting in transport 
equation for entity I �O�'�O������containing the radiant energy of the wave-length �'�O. The total 
intensity ( , )
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I r s in each direction 
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The weighted-sum-of grey-gases model (WSGGM), that was applied in this study for 
handling the irradiance in the complicated phenomenon of the confined combustion[31] 
presents a reasonable compromise between the oversimplified grey gas model and a 
complete model which takes into account particular absorption bands. Within the Discrete 
Ordinate approach, where the soot generation[32] was described by the Magnussen 
model[28], the basic assumption of the WSGGM means that the emissivity E of the any nth 
gray gas characterised by pSUM, the sum of it´s partial pressures p and the absorption �N 
within the computational domain ov er a distance d is presented by: 
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Here ,E na denotes the emissivity weighting factor for the n th gray gas and �� ��1 �N���� npde  is 
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where polynomial coefficient ,E nb , depending on the gas temperature emissivity is obtained 

experimentally. The coefficients ,E nb and �Nn are slowly changing for broad range of the 
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where �Ob =10-6 and the following stability coefficients �DN  and C3 can be expressed as: 
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During these investigations, the wall shear stress was obtained from the logarithmic law of 
wall (“wall function”) for the distance from  the wall, y, the von Karman constant �N=0,41 and 

the constant C=9,793:     
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Energy transfer within the computational domain  of such non-premixed turbulent flow in 
tunnel cavity is govern ed by next equation: 
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where contribution to the energy budget, characterised throug h turbulent thermal 
conductivity �Jt  is performed through the heat conduction and diffusion combined in term 
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, accompanied by the heat-increase component 
hQ  due to the chemical reaction 

rate R of a species n and it’s molar mass M: 
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In the governing energy equation is total enth alpy H based onto particular enthalpy of the 
nth species Hn and it’s mass fraction Yn    
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having so species n characterised through it’s thermal capacity cp,n and nth enthalpy 
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The radiative transfer equation (RTE) for an absorbing, emitting and scattering medium at 
the position 

�G
r  in the direction 

�G
s  reads: 
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The applied Discrete Ordinate approach for tr eating the radiation considers the RTE in the 
direction 

�G
s as a field equation, allowing  the modelling of non-gray radiation, using the gray-
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Here is 
�G
r  a position vector and 

�G
s  a direction vector. I denotes the radiation intesity, i.e. 

radiation intensity �OI for a certain wawe-lenght �O. The radiation intensity for the black 
body reads �ObI . Scattering coefficient is represented by �Vs  and Stefan-Bolzman-constant 
reads �V=5.672x10-8W/m²K 4. �)  stands for phase function, T is local temperature and x is 
refraction index. Path length is s and '

�G
s denotes direction vector. '�: stands for solid angle 

and a is absorption coefficient, i.e. absorption coefficient for a particular wave-length �Oa . 
So will the RTE be integrated over each wave-length-interval �O resulting in transport 
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The weighted-sum-of grey-gases model (WSGGM), that was applied in this study for 
handling the irradiance in the complicated phenomenon of the confined combustion[31] 
presents a reasonable compromise between the oversimplified grey gas model and a 
complete model which takes into account particular absorption bands. Within the Discrete 
Ordinate approach, where the soot generation[32] was described by the Magnussen 
model[28], the basic assumption of the WSGGM means that the emissivity E of the any nth 
gray gas characterised by pSUM, the sum of it´s partial pressures p and the absorption �N 
within the computational domain ov er a distance d is presented by: 
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where polynomial coefficient ,E nb , depending on the gas temperature emissivity is obtained 

experimentally. The coefficients ,E nb and �Nn are slowly changing for broad range of the 
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pressure (0.001 10� d � dbar p bar) and temperature ( 600 2400�d �dK T K ) which simplifies 
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The combustion – the chemistry development is explained by fast chemistry assumption 
including the prePDF [33] and in  the ideal stoichiometric conditions the reaction runs as 
foolows:  

 � � � �7 16 2 2 2 2 211 3,76 7 8 41,36���� �� �•�•�•�•�•�• � o � � � � � � � 'ignition energyC H O N CO H O N H  (26) 

However, in a case of unfulfilled combustion, soot is influencing the radiation absorption. 
Employed generalised model estimates the effect of the soot onto the radiative heat transfer 
by determining an effective absorption coefficient for soot. In this case, absorption 
coefficient is a sum of the one for the pure gas ga  and that one for the pure soot sa : 

 �� � ��s g s ga a a  (27) 

The ga is obtained from presented WSGGM approach and  

 �� ��1 1 2000�U� � ª � � � � � º�¬ �¼s m Ta b b T  (28) 

with m²
kg1 1232,4� b  and  K

44,8 10��� # � ˜1
Tb , where �Um  denotes soot density. 

3. Numerical approach 

Discretizing the governing equations in both space and time[28, 34] while choosing the 
numerical method of the standard finite volumes [22, 34, 35], the CFD-tool is “adapted” for 
the time-dependent modelling of the explored  event. The spatial discretization of time-
dependent equations within here-employed segregated solution method are linearized in an 
implicit way. Since variables described the flow by their value at the centre of a single mesh-
cell in explored computational domain, the sy stem of linear equations occurs, containing 
mentioned unknown variable at the cell cent re as well as their unknown values in 
neighbour cells. A scalar transport-equation within such method is also used to discretize 
the momentum equations; in the same mode for the pressure-field (if cell-face mass-fluxes 
were known). This applies for velocity-field as well. In case that the pressure-field and face 
mass fluxes are not known, applied commercial software of FLUENT [28] uses a co-located 
scheme, whereby the local values for pressure and velocity are stored at centres of a single 
mesh-cell. A need for interfacial values includes an application of an interpolation scheme to 
compute pressure and velocity out of mesh-cell values. The integration over the observed 
control-volume, where is a mesh-cell in a computational domain, can be performed yielding 
the discretised equation for the mass-flux through a control-surface – a mesh-face on the 
mentioned mesh-volume. Procedure of the segregated solver that follows as a mechanism in 
this research, the continuity equation, is used as an equation for pressure as well[28]. 
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However, the pressure does not appear for an incompressible flow in explicit way, since the 
density is not directly related to pressure . However, through the application of the SIMPLE -
algorithm-family[34] during this investigation (within the commercial software package of 
FLUENT) the won values for pressure were introduc ed into the continuity equation and in 
this way supported the pressure-velocit y coupling. This was done through the NITA -
algorithm for the unsteady.. Further, the SIMPLE uses a relationship between velocity and 
pressure corrections to enforce mass conservation and to obtain the pressure field. So, 
executing these numerical steps, the equations can express the state for each other cell in the 
computational grid, the mesh. This will result  in a set of algebraic equations with a 
coefficient-matrix. In this way the segregat ed solver is “updating” variable-field by 
considering all the cells of the domain in th e same time, solving the governing equations 
sequentially (segregated one from another). What follows are the iterations of the solution-
loop before one wins the converged solution. Subsequently, the next field of another 
variable will be solved by again considering entire cells at the same time, etc. Finally, 
determining of the boundary conditions relied on some previous done studies [19, 36] that 
were basis for the estimation. 

4. Objects of investigation - Two different tunnel-shapes 

Today´s major two shapes of the underground tr affic (road) facilities that are having their 
cross-section as a “horse-shoe” and rectangular shape – we explored here. And according to 
the final use, these traffic covered object, were taken as very frequently used ones. 
Additionally, those tunnels (one, having bifurcation – is going under Slovenian Capital of 
Ljubljana, and another is situated in a curvy valley of the river Bosna, between Bosnian cities 
of Travnik and Zenica) are “offering” interest ing geometry for a CFD-based investigation; 
such is air-movement and the movements of air-pollutants and other gaseous products (in 
accidental situations).  

4.1 The “Sentvid” tunnel 
As mentioned, the northern tube of tunnel “Sen tvid” (undergoing the city of Ljubljana) was 
investigated with the CFD-approach, where the “chimney-e ffect” was expected (coming 
from bifurcated part of the elevating trek, wh ich comes out, up to the city-streets) Although 
well performed acquisition of data during the 3,5MW-fire-experiment, Slovenian Road 
Administration (DARS) was not able and/or a llowed to organize the test for longitudinal 
ventilation in case of 40MW-fire event. In this scenario, during it´s func tioning, the artificial 
ventilation should response by the 2nd minute, securing so the area of accident, by 
suppressing the temperatures that can provoke concrete-destruction. Therefore, a CFD-
based approach towards this important question  was here an optimal choice. Particularly 
because of the fact that the “Sentvid” tunnel is having a change from it´s rectangular cross-
section´s shape (in it´s old part) into it´s new part that has “horse-shoe” shape of the cross-
section (when one is “rising” from it´s wester n exit to Ljubljana). Further characteristic of 
this investigated north-tube is that the west ern exit (towards city  of Kranj) is lying 
geodetically lower then it`s Entrance from Ljubljana. So is the natural air-flow always 
confronted with the traffic-flow  which is always against it. 
Going about 50m in the north tube away from the interchange between the old-part of the 
“Sentvid” towards it´s new (“horse-shoe”-shaped) part – the presumed accidental fire-place 
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However, in a case of unfulfilled combustion, soot is influencing the radiation absorption. 
Employed generalised model estimates the effect of the soot onto the radiative heat transfer 
by determining an effective absorption coefficient for soot. In this case, absorption 
coefficient is a sum of the one for the pure gas ga  and that one for the pure soot sa : 
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Discretizing the governing equations in both space and time[28, 34] while choosing the 
numerical method of the standard finite volumes [22, 34, 35], the CFD-tool is “adapted” for 
the time-dependent modelling of the explored  event. The spatial discretization of time-
dependent equations within here-employed segregated solution method are linearized in an 
implicit way. Since variables described the flow by their value at the centre of a single mesh-
cell in explored computational domain, the sy stem of linear equations occurs, containing 
mentioned unknown variable at the cell cent re as well as their unknown values in 
neighbour cells. A scalar transport-equation within such method is also used to discretize 
the momentum equations; in the same mode for the pressure-field (if cell-face mass-fluxes 
were known). This applies for velocity-field as well. In case that the pressure-field and face 
mass fluxes are not known, applied commercial software of FLUENT [28] uses a co-located 
scheme, whereby the local values for pressure and velocity are stored at centres of a single 
mesh-cell. A need for interfacial values includes an application of an interpolation scheme to 
compute pressure and velocity out of mesh-cell values. The integration over the observed 
control-volume, where is a mesh-cell in a computational domain, can be performed yielding 
the discretised equation for the mass-flux through a control-surface – a mesh-face on the 
mentioned mesh-volume. Procedure of the segregated solver that follows as a mechanism in 
this research, the continuity equation, is used as an equation for pressure as well[28]. 
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However, the pressure does not appear for an incompressible flow in explicit way, since the 
density is not directly related to pressure . However, through the application of the SIMPLE -
algorithm-family[34] during this investigation (within the commercial software package of 
FLUENT) the won values for pressure were introduc ed into the continuity equation and in 
this way supported the pressure-velocit y coupling. This was done through the NITA -
algorithm for the unsteady.. Further, the SIMPLE uses a relationship between velocity and 
pressure corrections to enforce mass conservation and to obtain the pressure field. So, 
executing these numerical steps, the equations can express the state for each other cell in the 
computational grid, the mesh. This will result  in a set of algebraic equations with a 
coefficient-matrix. In this way the segregat ed solver is “updating” variable-field by 
considering all the cells of the domain in th e same time, solving the governing equations 
sequentially (segregated one from another). What follows are the iterations of the solution-
loop before one wins the converged solution. Subsequently, the next field of another 
variable will be solved by again considering entire cells at the same time, etc. Finally, 
determining of the boundary conditions relied on some previous done studies [19, 36] that 
were basis for the estimation. 

4. Objects of investigation - Two different tunnel-shapes 

Today´s major two shapes of the underground tr affic (road) facilities that are having their 
cross-section as a “horse-shoe” and rectangular shape – we explored here. And according to 
the final use, these traffic covered object, were taken as very frequently used ones. 
Additionally, those tunnels (one, having bifurcation – is going under Slovenian Capital of 
Ljubljana, and another is situated in a curvy valley of the river Bosna, between Bosnian cities 
of Travnik and Zenica) are “offering” interest ing geometry for a CFD-based investigation; 
such is air-movement and the movements of air-pollutants and other gaseous products (in 
accidental situations).  
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investigated with the CFD-approach, where the “chimney-e ffect” was expected (coming 
from bifurcated part of the elevating trek, wh ich comes out, up to the city-streets) Although 
well performed acquisition of data during the 3,5MW-fire-experiment, Slovenian Road 
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ventilation in case of 40MW-fire event. In this scenario, during it´s func tioning, the artificial 
ventilation should response by the 2nd minute, securing so the area of accident, by 
suppressing the temperatures that can provoke concrete-destruction. Therefore, a CFD-
based approach towards this important question  was here an optimal choice. Particularly 
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section´s shape (in it´s old part) into it´s new part that has “horse-shoe” shape of the cross-
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this investigated north-tube is that the west ern exit (towards city  of Kranj) is lying 
geodetically lower then it`s Entrance from Ljubljana. So is the natural air-flow always 
confronted with the traffic-flow  which is always against it. 
Going about 50m in the north tube away from the interchange between the old-part of the 
“Sentvid” towards it´s new (“horse-shoe”-shaped) part – the presumed accidental fire-place 
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is situated. In order to produce thermal load of 40MW heat release, from the surface that 
corresponds to the dimensions of the used pan in the experiment (1m x 2m) the mass flux of 
the inflammable agent (the heptane) was set to 0.889kg/s (as same as during the CFD-based 
investigation of the artifici al accidental fire-case.  
The northern tube of “Sentvid”, with the slop e of 2,2 %, has two major main-curves with a 
Radius of 4000m and 1500m, where the “horse-shoe” cross-section determines the first 
1080m of the tunnel. Starting as a three-lane tunnel, after the bifurcation (on the 720th meter 
of its length, going from Ljublj ana-entrance) the “main stream” of  the  tunnel “continues” as 
a two-lane traffic communication towards Kranj-exit; and the bifurcated “horse-shoe-
shaped” tunnel-line elevates and exites to the point of about 12m above the road-level of the 
main tunnel-stream, with the length of a furt her 400m and a change from an one-lane to the 
two-lane “horse-shoe” cross-section. Therefore, the Aspect-Ratio changed in this tunnel:  for 
three-lanes part Ap =1,707  to the rectangular and other horse-shoe-shaped part with two 
lanes with Ap = 1,32. Tunnel-entrance as open (pressure) boundary was used for initializing 
computational values for the velocity and pressure in the computational-domain since the 
global temperature was set to the 300K. The tunnel housing, tunnel road and tunnel walls, 
were presumed to be heat transparent. 

4.2 The “Vranduk” tunnel 
Another tunnel which was object of interest and it is in a well active use in the road-
network through the Highlands of Bosnia and Herzegovina – is a motorway-tunnel of 
“Vranduk-2” that is binding two Bosnian citi es of Travnik and Zenica. “Vranduk-2” was 
chosen because of the it´s geometry, made in the road-curve of radius of r=1000m after 
about 80m straight road through it, where  it´s cross-section, in a shape of a “horse-shoe”, 
has an almost constant aspect ratio of (As=1.49). In it´s length of 1067m, the explored tube 
of “Vranduk-2” has a denivelation between ge odetically higher, eastern entrance from 
Zenica-side downwards to exit at the Travnik-side of 8.37m. For this CFD-based 
investigation, the tunnel-entrance and -exit were characterised as open (pressure) 
boundaries. The drop i.e. increase of 1.48Pa at the entrance and tunnel-exit, respectively, 
as well as overall air-movement of 1.1m/s were used for initializing the values in 
computational domain for the velocity and pr essure, since the global temperature was set 
to the 300K. The fuel “pool” – the simulated fire-place, has been determined by the 
constant max flux rate of 0,889kg/m²s[37] having hydraulic diameter of 1,333m for a 
40MW-heptane fire[38]. The tunnel housing, tu nnel road and tunnel walls as well, were 
presumed to be heat-transparent fences of the investigated “Vranduk-2” tunnel-tube; and 
this especially – because of the-type of the soil, where tunnel situated[39]. This decision 
was based on so-far research-experience, but also on the reality-oriented investigation on 
modern tunnel-construction, that obeys the th ermal conductivity of a rock where through 
a tunnel would be built. Particularly for th e “Vranduk-2” tunnel, that was built in the 
carstic area, in the Bosnian Highlands, the specific thermal conductivity of such rocks ( �O 
=2,3W/mK)[39, 54]. 

4.3 Computational domain 
The area in which the computation with applied mathematical model and subsequent 
performed numerical discretization, was the very volume, that can take a fluid (an air, or 
in case of accidental fire, the combustion gaseous products) i.e. the  housing of the tunnel. 
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Therefore there are two computational domains to be distinguished: the “Sentvid” 
underground highway-facility that undergoes the Slovenian Capital of Ljubljana; and the 
“Vranduk-2” tunnel-tube - both of them as the traffic communications, very frequently 
used. 

4.3.1 The Slovenian tunnel 
While meshing the Slovenian tunnel, two kinds of  grids (having two kind of characteristic 
basic cells) were applied. So, in the area of the domain where the major fluid-mechanic and 
thermodynamic occurrences are expected, the unstructured tetrahedral mesh was installed. 
In this part, where the pool with the mentione d fuel flux rate of 0,899kg/s is situated and 
the pool-surface temperature is 500K, a combined asymmetric mesh was employed. This 
mesh has different density, having characteristic cell size of 60mm up to 200mm from one 
side of the middle-plane of the Tunnel. Such approach was about to approve that the gained 
solution is mesh-independent. The other parts of the 1470m-long tunnel with alternating 
surface of the cross-section is meshed with unstructured penta-hedral mesh, following the 
explained general image of the asymmetric mesh. The entire computational domain is 
meshed with round 4.400.000 cells. 
 
 
 

 
 
 

Fig. 4.2.1-1. Both north and south tube of the Sentvid tunnel 

As mentioned, the tunnel-housing as well as the tunnel-road in the computational domain 
were defined as heat-transparent walls and fluid-domain is air with the ambient conditions 
and no movement. The entrance as well as the tunnel-exit, are defined as open-pressure 
boundaries. All of these facts were used for the initialisation. 
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4.3 Computational domain 
The area in which the computation with applied mathematical model and subsequent 
performed numerical discretization, was the very volume, that can take a fluid (an air, or 
in case of accidental fire, the combustion gaseous products) i.e. the  housing of the tunnel. 
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Therefore there are two computational domains to be distinguished: the “Sentvid” 
underground highway-facility that undergoes the Slovenian Capital of Ljubljana; and the 
“Vranduk-2” tunnel-tube - both of them as the traffic communications, very frequently 
used. 

4.3.1 The Slovenian tunnel 
While meshing the Slovenian tunnel, two kinds of  grids (having two kind of characteristic 
basic cells) were applied. So, in the area of the domain where the major fluid-mechanic and 
thermodynamic occurrences are expected, the unstructured tetrahedral mesh was installed. 
In this part, where the pool with the mentione d fuel flux rate of 0,899kg/s is situated and 
the pool-surface temperature is 500K, a combined asymmetric mesh was employed. This 
mesh has different density, having characteristic cell size of 60mm up to 200mm from one 
side of the middle-plane of the Tunnel. Such approach was about to approve that the gained 
solution is mesh-independent. The other parts of the 1470m-long tunnel with alternating 
surface of the cross-section is meshed with unstructured penta-hedral mesh, following the 
explained general image of the asymmetric mesh. The entire computational domain is 
meshed with round 4.400.000 cells. 
 
 
 

 
 
 

Fig. 4.2.1-1. Both north and south tube of the Sentvid tunnel 

As mentioned, the tunnel-housing as well as the tunnel-road in the computational domain 
were defined as heat-transparent walls and fluid-domain is air with the ambient conditions 
and no movement. The entrance as well as the tunnel-exit, are defined as open-pressure 
boundaries. All of these facts were used for the initialisation. 
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Fig. 4.2.1-2. North tube of the “Stentvid” tunnel in computational domain 

 
 

 

 
 
 

Fig. 4.2.1-3. Meshing – the near-bifurcation zone 
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4.3.2 The Bosnian tunnel 
The mesh of this computational domain is also determined by tetrahedral-,  pentahedral- 
and hexahedral-cells of a random structure. In th is case a denser grid was also applied in the 
area around the fire-pool, having so more grid-points to support the major fluid-mechanic 
and thermodynamic occurrences. Such unstructured mesh was installed in whole 
computational domain. However, the subseque nt parts of the 1067m long tunnel with non-
alternating cross-section, are also meshed with unstructured pentahedral and hexahedral 
cells in the explained way, having increased cells sizes from 400mm up to 800mm – as one 
gains on distance from fire pool, towards th e tunnel-exit and entrance. The pool with the 
fuel had a flux-rate of 0,899kg/s as well, and the pool-surface temperature is set also to 
500K. Middle-plane of the Tunnel was goin g throughout the domain following the 
curvature of this cavity.  
The tunnel-housing and the tunnel-road were in  the computational domain defined as non-
adiabatic walls as well; and fluid-domain is air, with the ambient conditions and fluid-
movement of 1,1m/s as natural dr aft. The entrance from the side of the city of Zenica as well 
as the tunnel-exit at the Travnik-side, are in this case also defined as open-pressure 
boundaries with the mentioned pressure-decrease i.e. pressure surplus of 1.48Pa. 
 
 
 
 
 

 
 
 
 

 

Fig. 4.2.2-1. The computational domain “Vranduk-2” 

4,985,683 Cells 
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Fig. 4.2.2-2. The unstructured mesh in “Vranduk-2”, at one fourth of it’s length 

 
 

 
 

Fig. 4.2.2-3. “Vranduk-2”-exit towards city of Zenica meshed randomly -  pentahedral cells  
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5. Discussion of the observed phenomena – Bosnian tunnel 

Although applied onto the scaled model in physical experiment, a well defining the 
phenomena of the confined accidental thermal load (while flame was impinging up to the 
tunnel-ceiling), was introduced by Kurioka et. al.[41] as well as the additional characteristic 
phenomenon of the “rolling”,  when fire in enclosure[41] is “leaving” the original 
combustion-place. In this light it is to distin guish two major groups of the flame-shapes in 
enclosure: the ones, that impinge on the tunnel roof and the others that, influenced by the 
longitudinal air-stream, that do not. During the CFD-investigations of the large-scale flow 
phenomena, in both of the tunnels, one could recognise obviously the first ones, where such 
art of the large-scale flame could be cause for stronger damage on the Reinforced Concrete 
tunnel-construction.  

5.1 The “Sentvid” highway-tunnel 
The unwanted effect of the large-scale accidental fire can be noticed during the numerical 
experiment in the north tube of “Sentvid”, where in first simulated scenario, the 
employment of the longitudinal ventilation set was not foreseen. This built-in system should 
react by the 2nd minute of such accidental thermal load, where until then the Reinforced-
Concrete-Construction of a tunnel ought to withstand the thermal load.  
 
 
 

 
 
 

Fig. 5.1-1. A view to a part of the computational domain for the north tube of the “Sentvid”-
highway-tunnel. In right part of the sketch, “c oming” from the East, on e can notice the begin 
of the bifurcation zone, marked through the pa rt of the grid, after which highway-exit-trek 
is rising right up to the surface and left part is “continuing” towards the West. At the very 
end of this highway-section, in this part of  computational domain, the modelled fire-place 
was set. The artificial ventilation was not employed yet. 
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Fig. 5.1-2. “Standing” in the bifurcation zone  of the north tube in “Sentvid”. After the 2 nd 
minute, , the spreading of the volatile comb ustion products is not confronting with 
longitudinal ventilation and it is rising towards  the higher geodetic position at the eastern 
tunnel-entrance is established, while the fire-place (in the bottom of this CFD-recorded 
moment) is forcing the hot gases to reach the western tunnel-exit. 

 

 
Fig. 5.1-3. Observed computational domain in the north tube of the “Sentvid-highway-tunnel: 
On the iso-surfaces that present draft-velocity of 4m/s due to the ventilation towards western 
exit, as well as on the central plane, the back-layering phenomenon is to be noticed. Since the 
flow of the ventilated air is still not entirely established, the movement of the hot gaseous 
products in 22nd second of accidental combustion is reaching the interchange between old and 
new tunnel-part - here made recognizable by the mesh-display of this tunnel-part (and just 
above it – although totally separated – is highway-tunnel-exit to the “surface”).  
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Having firstly no artifi cial ventilation, the surroundings in northern cavern of the “Sentvid”-
tunnel in first 22s during the numerically performed investigation (with applied �N���H 
turbulence model) supported the expected phenomenon of natural buoyancy towards the 
higher geodetic position. However, the set dr aft into the computational domain, caused by 
mentioned artificial ventilation  (and according to the real-case scenario, due to the traffic-
flow in opposite direction) is providing that the axis of the flame is pushed away, down the 
tunnel-“slope”. This is because of the relative weak buoyancy, compared to the mentioned 
forced longitudinal air-movement[41]. As one moves further of the fire-source, towards the 
western tunnel-exit, the buoyancy  gains on the strength due to the increased temperature, as 
we observe an impinging of the flame. 
The aim of the to-be-employed ventilation in such accidental event is not to contribute to the 
extinguishing, but to limit the unwanted ther mal load of a 40MW-fire and to conquer the 
distribution of hot gaseous products and their negative impact. This urged occurrence can be 
noticed in record of the 88th second of numerical modelling on establishment of the accidental 
fire and propagation of it´s consequences (Figure 5.1-4), where one can notice additional 
agreement with the approaches in some physical simulations[42,46] as well. So, the flame 
and/or hot gas-current do not impinge on the tunnel ceiling, but (enveloped by the ventilation 
stream) are heading towards “Sentvid ’s” western (and geodetically lower) exit. The stream of 
the hot gases is losing the temperature through the convection-mechanism, the buoyant effect 
is becoming weaker and the damaging of the Reinforced-Concrete-Construction is limited. 
Although still present, back-layering along the ceiling is falling down since the gaseous 
combustion products are being mixed with the c ooler fan-air (Fig. 5.1-4) However, the tunnel 
road remains under the unwanted impact of the thermal load. 
 
 

 
Fig. 5.1-4. The CFD-record of the 88th second: on the iso-surfaces of the 4m/s-velocity-
magnitude, displayed temperatures coming from  the accidental fire-event are not to pose 
any threat to the RC-construction of the tunnel. The thermal energy, demonstrated to the 
surroundings by the convection and irradian ce, is being transferred. However, the 
accidental thermal load is further-on negative ly influencing the material of tunnel-road.  
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Additional size of the impact of longitudinal artificial ventilation offers a view of the fire-place 
(Fig 5.1-5) in the 120th second of this accidental-event. In this large-scale reactive flow – the 
mixing processes and the chemical reactions with their physical consequences are more 
expressed. So, on the central plane (that intersects the fire) with the established temperature-
fields, one can notice the “hotspots”, occurred, due to the fluctu ations in the combustion. This 
is to be understood as a constructive interference of the buoyancy with the longitudinal flow 
(towards the western lower geodetic position) - wherever the buoyant forces are stronger than 
convection of the fire plume and hot gas-stream, which is in the near-fire-area. These 
occurrences do present in this phase of the fire-development already a dangerous point for the 
construction of the tunnel body (Fig. 5.1-5). Further observation of the temperature-impact is 
holding however no proof for interaction between the cavern-curvature and the distribution of 
the large-scale fire consequences (Fig. 5.1-3, -4, -5) and combined plots of the temperature with 
velocity iso-surfaces did not point up to expected “chimney effect” due to the tunnel´s 
bifurcation and tube of the exit-trek. In it´s 120 th second, the employed longitudinal ventilation 
has appear as successful enveloping of the large-scale-fire event and it’s negative consequences 
throughout the “Sentvid´s” north-cavern.  
 

 
Fig. 5.1-5. The CFD-record of the 120th second: on the central plane that goes through the 
fire, displayed temperatures coming from the ac cidental-event are not to pose any threat to 
the RC-construction of the tunnel , since the fire-event is fully enveloped by the ventilated 
air-stream. The thermal energy, demonstrated to the surroundings, is being transferred into 
the air-flow. However, the accidental thermal load is further negatively influencing the 
material of the tunnel-road (here: a view towar ds the eastern entrance: far in the sketch in 
bifurcation zone. Above the fire-place, we see the tunnel exit) 

5.2 The “Vranduk-2” road-tunnel 
Situation in the cavern of “Vranduk-2” fo recasted by the CFD-modelling, can be 
understood, up to the most important way, by th e comparison of the simulated, developing 
fire-event of 40MW thermal-power, in it´s 25 th and 119nd second, during which, this non-
premixed combustion was going on, firstly with out any ventilation in the tunnel. Employed 
LES turbulence-model was capable of demonstrating the fire shape and since we had 
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confinement of this motorway- tunnel in both of the cases of CFD-based exploring - the 
temperature zones were also easily recognizable. So, the expected negative impact, we saw 
in “Sentvid” northern tube – was displayed in the “Vranduk-2” as well, pointing to the fact 
that even in the 25th second (in case of scenario with non-ventilated tunnel cavern) the 
temperature level, for the RC-construction to decay, was unfortunately easily reached.  
 

 
Fig. 5.2-1. In spite of the “dominance” of th e iso-surface of 1800-K it is obvious that the 
thermal load of up to 40MW, that comes from  accidental-fire in “V randuk-2”, will be 
negatively impacting the RC-construction (here: in  the area of the fire-place, made visible by 
it´s mesh, looking at the tunnel-ceiling “from below”,  we can see the eastern tunnel exit in 
far-part of the sketch) 
 

 
Fig. 5.2-2. The iso-surfaces of the performed temperatures due to the simulated large-scale 
non-premixed combustion do di scover in first 25 seconds spreading of the negative thermal 
impact, along the “Vranduk-2” ceiling and the escorting tunnel body (the light blue-
greenish temperature-area is a limit for a start of RC-decay due to the exposure to the 
accidental thermal load of 850 K). Far in this sketch one can notice the eastern-exit towards 
the city of Zenica. The canyon of the river Bosna is on the left-hand side 
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Fig. 5.2-3. The CFD-plotted iso-surface for the temperature of 600K is showing the velocities 
of the gaseous combustion products, as their spreading was forecasted throughout the 
cavern of “Vranduk-2”. In spite of natural dr aft towards the geodetically higher positioned 
eastern exit (far at the bottom of the sketch) in the 119th second, the employed LES-
turbulence model forecasted also the back–layering towards the western cavern-exit. 

 
 

 
 

Fig. 5.2-4. The central control plane is intersecting the fire-place and pointing at the 
temperature zones. The displayed mesh is bordering the zone where thermal load can cause 
concrete destruction. Far down in the sketch one can see the western tunnel-entrance. 

After 120s of modelling with CFD-tool on the scenario of a large-scale confined fire in 
“Vranduk-2” cavern – the artificial ventilation was employed. This forced air-flow was 
coming from the seven pairs of fans fixed to the ceiling along the tunnel-body, where each 
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of fourteen of them produced a longitudinal ai r-velocity of 39.1 m/s. As well as in case of 
“Sentvid” - also here is aim of such forced fl uid-flow to envelope the existing non-premixed 
combustion (and it´s consequences) and limit the possible damages to the RC-construction. 
 
 

 
 

Fig. 5.2-5. The highest CFD-forecasted temperature is displayed already in the 25th second 
(modelled with employed LES-turbulence a pproach). Due to the energy transferring 
mechanism of convection, the heat is transmitted to the tunnel-ceilin g and the iso-surfaces 
are pointing to the temperature decrease towards the tunnel body 

 
 

 
 

Fig. 5.2-6. In the 2nd minute of the employed ventilation (as simulated scenario was 
suggesting) the large scale fire and it´s unwanted thermal load are suppressed 
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concrete destruction. Far down in the sketch one can see the western tunnel-entrance. 

After 120s of modelling with CFD-tool on the scenario of a large-scale confined fire in 
“Vranduk-2” cavern – the artificial ventilation was employed. This forced air-flow was 
coming from the seven pairs of fans fixed to the ceiling along the tunnel-body, where each 
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of fourteen of them produced a longitudinal ai r-velocity of 39.1 m/s. As well as in case of 
“Sentvid” - also here is aim of such forced fl uid-flow to envelope the existing non-premixed 
combustion (and it´s consequences) and limit the possible damages to the RC-construction. 
 
 

 
 

Fig. 5.2-5. The highest CFD-forecasted temperature is displayed already in the 25th second 
(modelled with employed LES-turbulence a pproach). Due to the energy transferring 
mechanism of convection, the heat is transmitted to the tunnel-ceilin g and the iso-surfaces 
are pointing to the temperature decrease towards the tunnel body 

 
 

 
 

Fig. 5.2-6. In the 2nd minute of the employed ventilation (as simulated scenario was 
suggesting) the large scale fire and it´s unwanted thermal load are suppressed 
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Fig. 5.2-7. The air-fans, looking towards the eastern exit of the “Vranduk-2” – And while the 
high temperature-zones of the fire were visible in first sketches,  on the iso-surface for the 
10m/s, the displayed temperature-zone is fully enveloping the near-fire-place. The 
accidental thermal load (deep in the sketch) is carried away by the forced air-flow   
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Fig. 5.2-8. Looking deeper into zones of the longitudinal ventilation – here the velocity of the 
forced air-flow of 13m/s is displaying the enveloping of the thermal influence in the 120th 
second of artificial air-flow . Looking towards the western en trance of “Vranduk-2” one can 
notice (deep down in the sketch) the velocity zones (blue) that are surrounding the air-fan 
pairs and “coming” towards the fire-place.  

By performing this CFD-based study on covered traffic-objects of the given geometric 
characteristics within an existing road-infrast ructure, the investigation on the accidental 
fire event was conducted according to the both planned scenarios of several 
experimental[33, 42, 44, 45] and computer aided[46-48] research[49, 50] research 
approaches. A “provocation” to conduct this research, was this specific geometry of the 
objects of interest, expecting new answers due to the possible impact of a reality-oriented 
traffic-enclosure (that was imbedded into a computational domain) onto this large-scale 
combustion and escorting occurrencesThe CFD-demonstration in this attempt, pointed 
that the geometric characteristic of explored tunnels was not “strong enough” to give 
major influence to the propagation of the combustion consequences in the first 120s of 
non-ventilated space – as well as in the case of 120s-long ventilation time of the 
mentioned caverns. However in the near-fire place one was able to notice the asymmetric 
distribution of the gaseous products in “Vra nduk-2“ motorway-tunnel, over the tunnels´ 
ceiling and temperature´s iso-surfaces.  
Giving the small mosaic-stone to the entire urge in the community; which is researching on 
large-scale confined fires, with the results of this research-attempt, it would be the intention 
of the presented study to address both the civil-engineering sector[51, 52] and enlarge data-
base for the medical health-protection[53]. 
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1. Introduction   

The simulation of fluid flow in  e.g. air channels, pipes, porous media and turbines has been 
the emphasis of many research projects and optimization processes in the academic and 
industrial community during the last years. A key advantage of the calculation of fluid flow 
through a given geometry when compared to th e experimental determination is the efficient 
identification of disadvantages of the current st ate and the fast cycle of change in geometry 
and analysis of its effects. This saves time and costs and furthermore opens up new fields of 
research and development. There are, however, few drawbacks of the new optimisation and 
research methods. The numerically obtained results need validation before it can be stated 
whether they are correct or misrepresent the true state. In some cases, such as the 
optimisation of existing systems,  the experience of the user may be sufficient to evaluate the 
calculated flow pattern. In the case of the prediction of flow in new geometries or process 
conditions, the numerical result can be validated only by measuring the flow pattern at 
representative process conditions (flow velocity, pressure, and temperature). For non-
moving geometries, many measurements have been conducted in order to determine the 
flow behaviour in various geometries an d for different process conditions. These 
measurements are readily available for the evaluation of new simulations. However, only 
little research has been conducted to evaluate the flow conditions in centrifuges, especially 
at high rotational speeds. The reason for the lack of experimental data lies in the difficult 
conditions for the measurement in the centrifuga l field with high circumferential velocities 
and pressure gradients. For low rotational speeds, the flow patterns have been determined 
by an electrolytic technique (Glinka, 1983) and visualised by adding  ink to the flowing 
liquid (Bass, 1959; 1959; 1962). 
The emphasis of the work presented is the evaluation of the efficiency of the acceleration 
geometry and the prediction of the axial flow profile in the centrifuge. In centrifugation 
technology, the prediction of the separation effi ciency is often restricted to the cut size, the 
smallest particle size that can settle on the bowl wall at certain operating conditions. In a 
centrifuge, the highest velocities occur in tangential direction but, due to the throughput, a 
secondary flow in the axial direction appears. The tangential velocity creates the centrifugal 
force acting on the particles and the flow in the axial direction determines the residence time 
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measurements are readily available for the evaluation of new simulations. However, only 
little research has been conducted to evaluate the flow conditions in centrifuges, especially 
at high rotational speeds. The reason for the lack of experimental data lies in the difficult 
conditions for the measurement in the centrifuga l field with high circumferential velocities 
and pressure gradients. For low rotational speeds, the flow patterns have been determined 
by an electrolytic technique (Glinka, 1983) and visualised by adding  ink to the flowing 
liquid (Bass, 1959; 1959; 1962). 
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of particles in the bowl. Thus it is necessary to know the flow patterns in a centrifuge in 
order to calculate its separation capability. Often the predicted cut size of a centrifuge 
diverges from the real separation efficiency due to the fact that the assumptions of the 
analytical models are not strictly valid for industrial process conditions. The deviation is 
caused by the complex shape and internal assemblies of industrial solid bowl centrifuges, 
which create complex flow patterns. Hence estimating these flow patterns, as well as 
measuring them, is complicated. 
In rotating machinery, the fluid flow is most ly turbulent, but in centrifuges the degree of 
turbulence is difficult to determine. Furtherm ore it may vary throughout the different zones 
of the geometry. For example, at the inlet of a continuous centrifuge, high shear rates and 
intensive mixing occur due to the high tangential velocity gradient. Hence a solver that 
incorporates equations to solve turbulent flow ha s to be used to obtain accurate predictions. 
Behind the inlet zone, the liquid flows undist urbed until the continuous phase leaves the 
centrifuge via an overflow weir or another discharge system. In this zone, the degree of 
turbulence depends on the geometry of the outlet system and the velocity gradients at the 
outlet. This example shows how complicated it is to gain the basis for the selection of an 
appropriate simulation method. Thus it is advisa ble to choose a model that is as precise as 
possible, but with an affordable computational demand. Various models have been 
developed to predict turbulent flow, but the co des were initially not designed to solve the 
Navier-Stokes equation in a rotating reference frame. Modifications were made over the 
years to include rotating systems and phenomena, e.g. the modified k-�Æ model “k- �Æ-RNG”. 
Since then, only little work has been conducted to evaluate the accuracy of the various 
turbulence models when applied to centrifu ges. The work presented compares several 
models such as the k-�Æ RNG, the k-�^ , the Reynolds Stress Model (RSM) and the large-eddy 
simulation (LES) for predicting flow pattern in centrifuges. Furthermore the computational 
demand is evaluated and compared for differ ent mesh sizes and types. The nomographs 
presented help to estimate the computational time for a given problem and computer 
system depending on the model and mesh. 
Since with increasing fill level the sediment interacts with the flow pattern and reduces the 
capacity of the centrifuge, the sediment build-up  must be included in the calculation of the 
separation efficiency and the determination of the flow pattern for tubular centrifuges. For 
calculation of the settling particles, diverse approaches are available. In this study, a 
Lagrange formulation has been chosen for calculation of the particle trajectories. In order to 
investigate the sediment build-up, particle–parti cle interactions must be considered. For this 
purpose, it is appropriate to apply the Di screte Element Method (DEM) (Cundall & Strack, 
1979), originally developed for calculating the flow of bulk granular materials and then 
extended to the entire particle processing technology. This method accounts for particle-
particle and particle-wall interactions by means of various contact models. However this 
method is limited because it does not account for hydrodynamic forces (drag, lift, torque), 
which play a vital role in e.g. centrifuges. Hence the simulation of the multiphase flow in 
centrifuges requires a coupling of the DEM with computational fluid dynamics (CFD). The 
flow pattern and particle trajectories must be calculated in an alternating scheme. First, the 
flow pattern is determined using CFD and afterwards, the motion of the particles is 
calculated using DEM adding the hydrodyn amic forces to the contact forces.  
The advantage of the numerical simulation of th e complex multiphase flow in centrifuges is 
that the flow, the particle trajectories and th eir deposition are represented accurately. It 
allows a detailed description of the flow and particle behaviour for various operating 
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conditions, which is of  high importance for the design and optimization of centrifuges and 
other apparatus in solid-liquid separation. 
This work focuses on the prediction and validat ion of the results of flow patterns in solid 
bowl centrifuges of different kind. The centrifuges operate within a range of 1000 up to 
40000 rpm and with throughputs between 0.1 and 6 l/min. The article highlights the 
issues that will occur if flow behaviour has to be calculated in a rotating confinement 
using commercial software. Detailed results show the variation of the flow patterns 
achieved using different models and the possibilities to run a sanity check for the 
calculated flow pattern. 

2. Solid bowl centrifuges 

The centrifugal separation of particles in a suspension is one of the most common problems 
appearing in industrial processes such as waste water, mining and mineral processing, 
biotechnology, solid-fuel, pharmaceutical, chemical and food industry. Solid bowl 
centrifuges are widely used in the pharmaceut ical and fine chemicals industry. The tubular 
bowl centrifuge has been providing the basis for all centrifuge designs. A scheme of a 
typical state of the art tubular bowl centrifuge is shown in Figure 1. 
 

 
Fig. 1. Tubular bowl centrifuge (CEPA Z41G) 
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Starting with a rotating cylinder, modifica tions were made, leading to the disc stack 
centrifuge, screen scroll centrifuge and various other types. The basic design still has its 
applications. Due to the lean cylinder, high ro tational speeds are possible. One of the first 
high speed centrifuges was the Sharples superfuge (Saunders, 1948; Taylor, 1946) that has 
been modified and adapted by various compan ies. Applications range from laboratory 
purposes to the production of pharmaceuticals in an industrial sc ale. New centrifuge 
designs were developed allowing the extension of the techniques to the industrial 
manufacture of new products such as vaccines (Anderson et al., 1969; Brantley et al., 1970; 
Perardi & Anderson, 1970; Perardi et al., 1969). The application of most high-speed centrifuges 
is limited by the solids capacity of the rotor. Du e to the lean design, the solids capacity usually 
does not exceed a few kilograms. For most products that are processed in such centrifuges, the 
small capacity does not increase the production costs significantly because the value of the 
final product exceeds the cost of labour and machinery by an order of magnitude. This is the 
reason why most research has been conducted in the field of process optimization, e.g. in 
sterilisation, product recovery, and operator safe ty. Optimisation of the flow pattern in the 
tubular centrifuge has not yet been the focus of research. 
The advantages of this type of centrifuge are the high centrifugal numbers and the simple 
geometry as compared to e.g. disc stack centrifuges. Tubular bowl centrifuges reach 
centrifugal numbers up to 40000 g. Their stability is due to their relatively high length to 
diameter aspect ratio in the range of approximately 4 to 7. There are other types of solid 
bowl basket centrifuges with conical or tubular bowls but smaller length to diameter aspect 
ratios, usually below 0.75 (Leung, 1998) such as overflow centrifuges. Sometimes radial or 
vertical compartments as well as blades are included to improve the separation efficiency. 
Up to now, the flow pattern in existing ce ntrifuges has been analysed and compared to 
some theories describing the fluid flow in rota ting geometries (Glinka, 1983; Golovko, 1969; 
Gösele, 1968; 1974; Schaeflinger & Stibi, 1991; Schaeflinger, 1991; Trawinski, 1959). Using the 
determined axial flow pattern, the authors developed various analytical models for 
calculation of the cut size. Since it was not possible to measure or predict the tangential 
velocity, corrections were made to take into account insufficient tangential acceleration. 
These empirical corrections were often only valid for a specific centrifuge. 
Moreover, the cut size depends not only on the tangential and axial flow but also on the 
density difference �¦�Ò between the solids and the liquid, the viscosity of the suspension �Í 
and the geometry of the rotor as stated in Equation (1). The geometric parameters are the 
length of the rotor L, the ra dius of the overflow weir r weir  and the radius of the bowl r bowl : 
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Modifications were made because the observed separation efficiency of the test rig often was 
not in good agreement with si mple theoretical approaches. These modifications included 
certain levels of turbulence, boundary layer flow and inhomogeneous flow in the 
acceleration and discharge zones (Bass, 1959; 1959; 1962; Sokolow, 1971; Zubkov & Golovko, 
1968; 1969). The different flow patterns in centrifuges are explained in detail in Chapter 2.1. 
The assumption that the entire length L is available for the deposition of particles is only 
valid for an ideal tangential acceleration of the feed so that no turbulent inlet area is present 
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and a rotor without any settled particles that ma y interact with the flow pattern. In fact, the 
length L is reduced by up to 30 % due to the effects of the inlet. With increasing fill level, the 
sediment interacts with the flow pattern and re duces the free length L so that the cut size of 
the centrifuge increases (Spelter et al., 2010). Therefore the sediment build-up has to be 
included in the calculation of the separation  efficiency and the determination of the flow 
pattern for tubular centrifuges. 

2.1 Flow pattern 
There are two limiting cases for the flow pattern in solid bowl centrifuges. Either the entire 
volume is passed by the feed or the main axial fluid flow takes place in a thin layer on top of 
a stagnant but rotating pool. The two different  flow patterns are schematically shown in 
Figure 2. When a boundary layer flow is present, the geometric constant rbowl  in Equation 1 
has to be replaced by the radius where the stagnant pool begins (rboundary layer ). 
When starting building centrifuges and evaluating the separation performance, it was 
assumed that the proportion of th e volume in which significant axial fluid velocities occur, 
further referred to as active volume V ac or area Aac, is nearly as high as the entire volume of 
the centrifuge, Vac=100 % (Horanyi & Nemeth, 1971). Other researchers realised that the 
active volume of the centrifuge is significantl y smaller than the capacity of the centrifuge 
(Vac<<100 %) and developed the boundary layer theory (Bass, 1959). Today, most 
researchers who work with solid bowl centrifuges support the boundary layer theory. 
 

 
Fig. 2. Flow pattern in solid bowl centrifuges 

Recent studies by the authors have confirmed the validity of this theory for industrial solid 
bowl and tubular bowl centrifuges (Romani Fe rnandez & Nirschl, 2009; Spelter & Nirschl, 
2010; Spelter et al., 2010). Nevertheless it is important to pay attention to the acceleration 
geometry of the centrifuge and the influence of th e settled particles on the flow pattern. In 
many centrifuges, the feed enters the rotor via a cone or a jet hitting a distributor plate. The 
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acceleration and discharge zones (Bass, 1959; 1959; 1962; Sokolow, 1971; Zubkov & Golovko, 
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Fig. 2. Flow pattern in solid bowl centrifuges 
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liquid is not accelerated to the tangential velocity of the pool surface and thus hits the 
surface with a certain velocity gradient. The ro tating pool accelerates the incoming liquid to 
the angular velocity. The pressure gradient in the rotating liquid stabilises the flow pattern 
and reduces the mixing of the feed and the rotating pool in radial direction. Thus a 
stratification of the liquid in radial layers occu rs from the inlet and the liquid flows axially at 
the liquid-gas interface in a boundary layer. The flow is eased by the reduced friction at the 
interface between liquid and gas. The flow pattern will be different if the liquid is not fed to 
the pool surface or if intensive mixing occurs at the inlet. This is the case for some tubular 
centrifuges, as long as no sediment is present. Figure 3 a) shows the inlet geometry of a 
tubular bowl centrifuge as it was used in previous studies. The metal structure accelerates 
the incoming liquid to a certain rotational speed and significant mixing of incoming and 
rotating liquid occurs. The rigid body rotation is reached after a few centimetres behind the 
inlet. Figure 3 b) shows the acceleration geometry after 5 minutes of centrifugation. The 
settled yeast cells block a significant section of the inlet geometry and thus impede intensive 
mixing and acceleration. This has been observed for various minerals and biological 
products (Stahl et al., 2008) and is detectable by measuring the residence time and 
separation efficiency in the centrifuge at diffe rent fill levels. The growth of the sediment will 
change the flow pattern significantly if it reac hes the active area. This may not be the case 
for industrial scale solid bowl centrifuges but has to be included in the calculations of the 
separation efficiency in tubular bowl centrifuges. 
 

 
Fig. 3. Inlet geometry of tubular bowl centrifuge  – a) empty rotor; b) with sediment after 5 
min of centrifugation at 15000 rpm; c) as “b” but at 40000 rpm 

2.2 Rotor geometry 
Other inlet systems have been analysed in a recent research project (Spelter, et al. 2011). The 
liquid is accelerated by rotating inlet pipes an d the outlet of these pipes is below the pool 
surface. This minimises the lag of the tangential velocity of the incoming liquid significantly 
and the trapping of air in the fluid. This feeding system may be used in existing centrifuges 
in order to enhance the separation efficiency by reducing the axial section where the 
tangential velocity gradient re duces the effective centrifugal force on the settling particles. 
Figure 4 shows a simplified scheme of the rotor of the test rig. The test rig is operated with 
two different rotor setups. Either the centrifuge  runs using both cylinders, further referred 
to as tandem setup, or without the inner glass cylinder, further referred to as overflow 
setup. The tandem setup is similar to the one applied in hi gh-performance centrifuges used 
for the production of vaccines. In these centrifu ges, the outer rotor is often made of titanium 
and the inner one of plastic, e.g. Noryl®. The liquid enters the cylinder halfway between 
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inner and outer cylinder at a radius of 42 mm at the top. The inlet is marked with an arrow 
and the height of the inlet is further referred to as H=0 mm. Both cylinders and the feed 
pipes rotate with the same revolutions per minute . There is no air in the system as the void 
is entirely filled with water. The liquid leaves the centrifuge at two outlet bores at a radius of 
36 mm. In the overflow setup, only  the outer cylinder is used and thus an air core is present. 
The liquid leaves the centrifuge via the two outlet bores at 36 mm and via two additional 
outlet bores at a radius of 30 mm, which adjust the minimum pool level. The two bores at 
36 mm can be sealed. The height of the outlet is at H=170 mm, the overall length of the 
cylinder is 200 mm. 
Depending on the pressure drop at the outlet bores, the water level rises above the radius of 
the weir. The superelevation is the equilibri um of pressure drop, rotational speed and 
throughput. With higher rotational speed and lower throughput the el evation is close to 
zero. With increasing throughput and lower rota tional speeds, the centrifuge can be entirely 
filled. In the test rig, the maximum elevation is limited by a bore (radius 12.5 mm) that is 
necessary for the measurement of the flow pattern with Laser Doppler Anemometry 
(Spelter, et al. 2011). Once this radius is reached by the liquid, it over flows the circular weir 
without hindrance.  
 

 
Fig. 4. Simplified scheme of the setups of the centrifuge test rig - oute r rotor made of carbon 
fibre reinforced plastic, inner one made of tempered glass - a) additional outlet for overflow 
setup; b) outlet for tandem setup 

3. Mathematical formu lation of the fluid 
To describe the flow pattern, it is necessary to determine the velocity components in all of 
the spatial directions considered as well as the pressure and, in the case of compressible 
flow, the density at any time and position in the domain. This chapter summarizes the 
mathematical methodol ogy used to calculate these parameters. 
The conservation equations of the fluid mechanics, conservation of mass, momentum and 
energy, can be obtained by means of a balance around an infinitesimally small fluid 
element. The continuity equati on, which is derived from th e mass conservation, describes 



 
Applied Computational Fluid Dynamics 

��

102 

liquid is not accelerated to the tangential velocity of the pool surface and thus hits the 
surface with a certain velocity gradient. The ro tating pool accelerates the incoming liquid to 
the angular velocity. The pressure gradient in the rotating liquid stabilises the flow pattern 
and reduces the mixing of the feed and the rotating pool in radial direction. Thus a 
stratification of the liquid in radial layers occu rs from the inlet and the liquid flows axially at 
the liquid-gas interface in a boundary layer. The flow is eased by the reduced friction at the 
interface between liquid and gas. The flow pattern will be different if the liquid is not fed to 
the pool surface or if intensive mixing occurs at the inlet. This is the case for some tubular 
centrifuges, as long as no sediment is present. Figure 3 a) shows the inlet geometry of a 
tubular bowl centrifuge as it was used in previous studies. The metal structure accelerates 
the incoming liquid to a certain rotational speed and significant mixing of incoming and 
rotating liquid occurs. The rigid body rotation is reached after a few centimetres behind the 
inlet. Figure 3 b) shows the acceleration geometry after 5 minutes of centrifugation. The 
settled yeast cells block a significant section of the inlet geometry and thus impede intensive 
mixing and acceleration. This has been observed for various minerals and biological 
products (Stahl et al., 2008) and is detectable by measuring the residence time and 
separation efficiency in the centrifuge at diffe rent fill levels. The growth of the sediment will 
change the flow pattern significantly if it reac hes the active area. This may not be the case 
for industrial scale solid bowl centrifuges but has to be included in the calculations of the 
separation efficiency in tubular bowl centrifuges. 
 

 
Fig. 3. Inlet geometry of tubular bowl centrifuge  – a) empty rotor; b) with sediment after 5 
min of centrifugation at 15000 rpm; c) as “b” but at 40000 rpm 

2.2 Rotor geometry 
Other inlet systems have been analysed in a recent research project (Spelter, et al. 2011). The 
liquid is accelerated by rotating inlet pipes an d the outlet of these pipes is below the pool 
surface. This minimises the lag of the tangential velocity of the incoming liquid significantly 
and the trapping of air in the fluid. This feeding system may be used in existing centrifuges 
in order to enhance the separation efficiency by reducing the axial section where the 
tangential velocity gradient re duces the effective centrifugal force on the settling particles. 
Figure 4 shows a simplified scheme of the rotor of the test rig. The test rig is operated with 
two different rotor setups. Either the centrifuge  runs using both cylinders, further referred 
to as tandem setup, or without the inner glass cylinder, further referred to as overflow 
setup. The tandem setup is similar to the one applied in hi gh-performance centrifuges used 
for the production of vaccines. In these centrifu ges, the outer rotor is often made of titanium 
and the inner one of plastic, e.g. Noryl®. The liquid enters the cylinder halfway between 

Computational Fluid Dynamics (CFD) and  
Discrete Element Method (DEM) Applied to Centrifuges 

��

103 
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pipes rotate with the same revolutions per minute . There is no air in the system as the void 
is entirely filled with water. The liquid leaves the centrifuge at two outlet bores at a radius of 
36 mm. In the overflow setup, only  the outer cylinder is used and thus an air core is present. 
The liquid leaves the centrifuge via the two outlet bores at 36 mm and via two additional 
outlet bores at a radius of 30 mm, which adjust the minimum pool level. The two bores at 
36 mm can be sealed. The height of the outlet is at H=170 mm, the overall length of the 
cylinder is 200 mm. 
Depending on the pressure drop at the outlet bores, the water level rises above the radius of 
the weir. The superelevation is the equilibri um of pressure drop, rotational speed and 
throughput. With higher rotational speed and lower throughput the el evation is close to 
zero. With increasing throughput and lower rota tional speeds, the centrifuge can be entirely 
filled. In the test rig, the maximum elevation is limited by a bore (radius 12.5 mm) that is 
necessary for the measurement of the flow pattern with Laser Doppler Anemometry 
(Spelter, et al. 2011). Once this radius is reached by the liquid, it over flows the circular weir 
without hindrance.  
 

 
Fig. 4. Simplified scheme of the setups of the centrifuge test rig - oute r rotor made of carbon 
fibre reinforced plastic, inner one made of tempered glass - a) additional outlet for overflow 
setup; b) outlet for tandem setup 

3. Mathematical formu lation of the fluid 
To describe the flow pattern, it is necessary to determine the velocity components in all of 
the spatial directions considered as well as the pressure and, in the case of compressible 
flow, the density at any time and position in the domain. This chapter summarizes the 
mathematical methodol ogy used to calculate these parameters. 
The conservation equations of the fluid mechanics, conservation of mass, momentum and 
energy, can be obtained by means of a balance around an infinitesimally small fluid 
element. The continuity equati on, which is derived from th e mass conservation, describes 
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the temporal change of mass in the volume element as the net rate of flow mass into the 
element across its boundaries. In the case of the incompressible flow considered here, the 
continuity equation simplifies to 

 0v � �˜�’
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. (2) 

In an analogous way, the momentum equation can be determined based on the conservation 
of momentum in all of the spatial directions co nsidered. Newton’s second law states that the 
rate of change of momentum of a fluid element equals the sum of the forces acting on the 
volume element. These forces can be surface forces, such as viscous forces and shear and 
normal stresses, or mass forces, such as gravity and centrifugal forces. For incompressible 
and Newtonian fluids in turbulent regime, th e resulting momentum conservation equation 
follows to be 
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where �Õt represents the tensor of turbulences and F other additional forces that can be 
included expressed as volumetric forces. All terms from Equation (3), the Reynolds-
averaged Navier-Stokes equation (RANS), are discretized and calculated for each volume 
cell with the exception of �Õt, which is modelled. The RANS equation together with the 
continuity equation form an equation syst em of four differential equations with four 
unknown variables, the flow velocities u, v, w in x, y and z direction, respectively and the 
pressure p, which can be numerically calculated. This equation will be used for simulation 
of the centrifugal flow when on ly one phase is considered. For the cases where the liquid 
pool rotates around an air core, a multiphase approach must be used in order to simulate 
both, the air and the liquid. Th e presence of solid particles is ignored for flow simulation 
purposes, which is an acceptable assumption for low solid concentrations of the 
suspensions, as is the case in the present study.  

3.1 Two-phase approach 
The Volume of Fluid method (VOF) (Hirt & Nich ols, 1981) is an interface tracking method 
that simulates the gas-liquid multiphase flow . This method is a simple and efficient 
formulation designed to track the interface of tw o phases that do not interpenetrate with a 
relatively small number of interfaces. Hence it  is often used to simulate the gas-liquid 
multiphase flow in industrial devices (Brennan, 2003; Brennan et al., 2007; Li et al., 1999; 
Mousavian & Najafi, 2009). VOF introduces a variable �D which takes values from zero to one 
and represents the volume fraction of one of the phases in each cell. A continuity 
conservation equation is solved for each phase 
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Using the VOF method, a single momentum equation, the Reynolds-averaged Navier-Stokes 
equation, is solved throughout the domain, and the resulting velocity field is shared among 
the phases. The dependency on the volume fraction is implemented by using volume-
averaged values for the density �U and viscosity �P, as explained in Equations 6 - 8. 
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3.2 Turbulence models 
Due to high velocities and complex flow areas, most of the flow patterns of interest in 
process engineering, aviation, and automotive engineering become unstable above certain 
Reynolds numbers and, thus turbulences emerge. Turbulent eddies appear at very 
different time and length scales and are always three-dimensional. The kinetic energy 
stored in the rotational movement of the larg e eddies is passed to smaller eddies, until 
they disappear by energy dissipation. A turbul ent flow is characterized by a chaotic and 
random fluctuation of the flow properties  velocity and pressure. The conservation 
equations are able to capture the physics of the fluctuation motion, but in order to solve 
all the vortex structures of a turbulent flow, an extremely fine grid and very small time 
steps would be necessary. The memory and the computing power required for the so-
called Direct Numerical Simulation (DNS) can only be provided by supercomputers. For 
that reason, turbulence is usually modelled  with different mathematical approaches. A 
large-eddy simulation (LES) performs a filtering of the fluctuating flow quantities. The 
small eddies have a common behaviour and are nearly isotropic, while large eddies are 
more anisotropic and their behaviour is stro ngly influenced by the geometry of the 
domain, the boundary conditions and the body forces. Thus larger eddies are directly 
calculated, while fine structures are modelled. As a result, the computational demand 
decreases regarding to the DNS but it is nonetheless high in comparison with the 
approaches modelling all the turbulence scales. 
The flow variables can be represented as the sum of a time-averaged size and an additional 
fluctuation: 

 'ppp;'www;'vvv;'uuu ��� ��� ��� ��� . (9) 

The substitution of these expressions in the momentum conservation equation for 
incompressible flows and the subsequent temporal averaging yield to the Reynolds-
averaged conservation equations. In the modified continuity equation, the velocity 
component is just replaced by the time-averaged variable. In the Reynolds-averaged Navier-
Stokes equation (RANS), the fluctuation velocities appear in an additional tensor, the 
Reynolds stresses tensor �Õt:  
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the temporal change of mass in the volume element as the net rate of flow mass into the 
element across its boundaries. In the case of the incompressible flow considered here, the 
continuity equation simplifies to 
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rate of change of momentum of a fluid element equals the sum of the forces acting on the 
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where �Õt represents the tensor of turbulences and F other additional forces that can be 
included expressed as volumetric forces. All terms from Equation (3), the Reynolds-
averaged Navier-Stokes equation (RANS), are discretized and calculated for each volume 
cell with the exception of �Õt, which is modelled. The RANS equation together with the 
continuity equation form an equation syst em of four differential equations with four 
unknown variables, the flow velocities u, v, w in x, y and z direction, respectively and the 
pressure p, which can be numerically calculated. This equation will be used for simulation 
of the centrifugal flow when on ly one phase is considered. For the cases where the liquid 
pool rotates around an air core, a multiphase approach must be used in order to simulate 
both, the air and the liquid. Th e presence of solid particles is ignored for flow simulation 
purposes, which is an acceptable assumption for low solid concentrations of the 
suspensions, as is the case in the present study.  

3.1 Two-phase approach 
The Volume of Fluid method (VOF) (Hirt & Nich ols, 1981) is an interface tracking method 
that simulates the gas-liquid multiphase flow . This method is a simple and efficient 
formulation designed to track the interface of tw o phases that do not interpenetrate with a 
relatively small number of interfaces. Hence it  is often used to simulate the gas-liquid 
multiphase flow in industrial devices (Brennan, 2003; Brennan et al., 2007; Li et al., 1999; 
Mousavian & Najafi, 2009). VOF introduces a variable �D which takes values from zero to one 
and represents the volume fraction of one of the phases in each cell. A continuity 
conservation equation is solved for each phase 
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Using the VOF method, a single momentum equation, the Reynolds-averaged Navier-Stokes 
equation, is solved throughout the domain, and the resulting velocity field is shared among 
the phases. The dependency on the volume fraction is implemented by using volume-
averaged values for the density �U and viscosity �P, as explained in Equations 6 - 8. 
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3.2 Turbulence models 
Due to high velocities and complex flow areas, most of the flow patterns of interest in 
process engineering, aviation, and automotive engineering become unstable above certain 
Reynolds numbers and, thus turbulences emerge. Turbulent eddies appear at very 
different time and length scales and are always three-dimensional. The kinetic energy 
stored in the rotational movement of the larg e eddies is passed to smaller eddies, until 
they disappear by energy dissipation. A turbul ent flow is characterized by a chaotic and 
random fluctuation of the flow properties  velocity and pressure. The conservation 
equations are able to capture the physics of the fluctuation motion, but in order to solve 
all the vortex structures of a turbulent flow, an extremely fine grid and very small time 
steps would be necessary. The memory and the computing power required for the so-
called Direct Numerical Simulation (DNS) can only be provided by supercomputers. For 
that reason, turbulence is usually modelled  with different mathematical approaches. A 
large-eddy simulation (LES) performs a filtering of the fluctuating flow quantities. The 
small eddies have a common behaviour and are nearly isotropic, while large eddies are 
more anisotropic and their behaviour is stro ngly influenced by the geometry of the 
domain, the boundary conditions and the body forces. Thus larger eddies are directly 
calculated, while fine structures are modelled. As a result, the computational demand 
decreases regarding to the DNS but it is nonetheless high in comparison with the 
approaches modelling all the turbulence scales. 
The flow variables can be represented as the sum of a time-averaged size and an additional 
fluctuation: 
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The substitution of these expressions in the momentum conservation equation for 
incompressible flows and the subsequent temporal averaging yield to the Reynolds-
averaged conservation equations. In the modified continuity equation, the velocity 
component is just replaced by the time-averaged variable. In the Reynolds-averaged Navier-
Stokes equation (RANS), the fluctuation velocities appear in an additional tensor, the 
Reynolds stresses tensor �Õt:  
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The description of a turbulent flow with th e RANS equation requires modelling of these 
tensor terms. The most complex classical turbulence model is the Reynolds Stress Model, 
RSM, (Launder et al., 1975), which uses transport equations to model each of the elements of 
the stress tensor and in addition an equation for the dissipation rate of the turbulences. This 
means that five additional transport equation s are required in two-dimensional flows and 
seven in three-dimensional flow. This way, the directional effects of the Reynolds stress field 
can be taken into account. This model is recommended for flows with complex strain fields, 
such as highly swirling flows, or significant bo dy forces. However, the computational cost of 
RSM is often unaffordable.  
An effective method to reduce the modelling effort is to apply the Boussinesq approach, 
Equation (11). This approach introduces the eddy viscosity or  turbulent viscosity �Í t, which 
represents the momentum and energy transport by diffusion by the eddies or turbulent 
fluctuations. Thus the Reynolds stresses can be calculated as the viscous stresses and only 
this new variable �Ít must be modelled. 
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One of the most common turbulence models for the determination of �Í t is the k-�Æ model 
(Launder & Spalding, 1974). This model introduces two variables to calculate �Ít, the 
turbulent kinetic energy k, and its dissipation rate �Æ: 
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where C�Í represents a semi-empirical dimensionless constant. The temporal and spatial 
changes of both variables are described with a transport equation which includes not just 
the convection and diffusion but also the creation of turbulence and its dissipation by using 
several source and sink terms. This advantage justifies the additional expense of the 
transport equation turbulence models compar ed to algebraic turbulence models, which 
presume that the turbulence only depends on local conditions. The disadvantage of the k-�Æ 
model is that it assumes the turbulences to be isotropic, which is not strictly true in most of 
the flows. This model, well established and most widely validated, has already been used to 
simulate the flow in cyclones and centrifuges; although in its development this model 
assumes a fully turbulent flow, which is only partially applicable to centrifuges. 
The k-�Æ renormalization group model, k- �Æ RNG, (Yakhot & Orszag, 1986) is an extension of 
the standard k-�Æ model that takes into account the effect of swirl on the turbulence by means 
of an extra source term in the transport eq uations. Thus the k-�Æ RNG model exhibits a higher 
accuracy for swirling flows. The RNG procedur e systematically removes the small scales of 
motion from the governing equations by expressing their effects in terms of larger scale 
motions and a modified viscosi ty (Versteeg & Malalasekera, 2007). While the standard k- �Æ 
model is appropriate for high-Reynolds-number flows, the RNG theory accounts for low-
Reynolds-number effects. Thus this model is more reliable for a wider class of flows than the 
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standard k-�Æ model. The k-�Æ RNG model has been succeeding for previous simulations of 
the flow in centrifuges by other groups and in our own research group (Romani Fernandez 
& Nirschl, 2009; Spelter & Nirschl, 2010). 
The k-�Ú model (Wilcox, 1988), like the k-�Æ model, uses two equations to describe turbulence. 
Instead of the dissipation rate �Æ, the specific dissipation or turbulent frequency �Ú=k/ �Æ is 
introduced in this model. The turbulent visc osity is then given by Equation (13). The 
accuracy of the model depends on the undisturbed velocity of the fluid outside the 
boundary layer which is subject to large fluctuations. This dependence can lead to 
significant errors in the calculation (Bardina et  al., 1997). Due to the strong dissipation of the 
turbulence on the wall, no special treatment of the boundary layer at the wall is necessary. 
This feature is desired for the exact calculation of the flow near the wall. 
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Comparing the turbulence models, the k- �Ú model, as a two-equation model, has a similar 
range of strengths and weaknesses as the k- �Æ model. RSM is complex, but it is generally 
accepted as the simplest kind of model with the potential to describe all mean flow 
properties and Reynolds stresses without case-by-case adjustment. RSM is by no means as 
comprehensively validated as the k-�Æ model and due to the high computational cost it is 
not as widely used in industrial flow simulations as the k- �Æ model. LES, due to the 
inherent unsteady nature, is much more computationally expensive than the k- �Æ and k-�Ú 
models. However, compared to RSM it was proved that it requires only twice the 
computational demand of RSM (Ferziger, 1977) as cited in (Versteeg & Malalasekera, 
2007). This is not a big difference taking into account the solution accuracy and the ability 
of LES to resolve certain time-dependent features. In order to investigate the applicability 
of the different turbulence models to the simulation of the flow pattern in centrifugal 
field, different approaches, the k- �Æ RNG model, the k-�Ú model, the RSM, and the LES, 
were used in this work. 

3.3 Boundary conditions, discretization schemata and solver 
In order to simplify the simulation, the air is considered as an incompressible gas. This is a 
reasonable assumption for the operation conditions of atmospheric pressure and for a non-
temperature dependent problem. The fluid is defined as an incompressible Newtonian one 
with the density and viscosity of water. 
The inlet velocity is set to match the desired volume flux. Using a turbulence model, also the 
turbulence quantities of the inlet flow must be specified. The input of fixed values for k and 
�Æ or k and �Ú are difficult to estimate. Thus these parameters are usually obtained as a 
function of the turbulence intensity and a ch aracteristic length which must be set at the 
boundaries (Paschedag, 2004). For the multiphase simulations, a value of one was given to 
the volume fraction of water at the inlet. A st atic pressure of 101325 Pa (1 atmosphere) is set 
as ambient condition for the outlet, defined as  a pressure outlet. Sometimes, there is a 
backflow through the pressure ou tlet in order to obey the mass conservation. Therefore it is 
recommended to set realistic conditions for a possible backflow to avoid convergence 
problems. For the cases presented, only backflow of air is allowed. 
It is possible to reduce the computational demand by dividing the geometry into periodic 
sections. The flow pattern is calculated in one of these segments with periodic conditions at 
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The description of a turbulent flow with th e RANS equation requires modelling of these 
tensor terms. The most complex classical turbulence model is the Reynolds Stress Model, 
RSM, (Launder et al., 1975), which uses transport equations to model each of the elements of 
the stress tensor and in addition an equation for the dissipation rate of the turbulences. This 
means that five additional transport equation s are required in two-dimensional flows and 
seven in three-dimensional flow. This way, the directional effects of the Reynolds stress field 
can be taken into account. This model is recommended for flows with complex strain fields, 
such as highly swirling flows, or significant bo dy forces. However, the computational cost of 
RSM is often unaffordable.  
An effective method to reduce the modelling effort is to apply the Boussinesq approach, 
Equation (11). This approach introduces the eddy viscosity or  turbulent viscosity �Í t, which 
represents the momentum and energy transport by diffusion by the eddies or turbulent 
fluctuations. Thus the Reynolds stresses can be calculated as the viscous stresses and only 
this new variable �Ít must be modelled. 
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One of the most common turbulence models for the determination of �Í t is the k-�Æ model 
(Launder & Spalding, 1974). This model introduces two variables to calculate �Ít, the 
turbulent kinetic energy k, and its dissipation rate �Æ: 
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where C�Í represents a semi-empirical dimensionless constant. The temporal and spatial 
changes of both variables are described with a transport equation which includes not just 
the convection and diffusion but also the creation of turbulence and its dissipation by using 
several source and sink terms. This advantage justifies the additional expense of the 
transport equation turbulence models compar ed to algebraic turbulence models, which 
presume that the turbulence only depends on local conditions. The disadvantage of the k-�Æ 
model is that it assumes the turbulences to be isotropic, which is not strictly true in most of 
the flows. This model, well established and most widely validated, has already been used to 
simulate the flow in cyclones and centrifuges; although in its development this model 
assumes a fully turbulent flow, which is only partially applicable to centrifuges. 
The k-�Æ renormalization group model, k- �Æ RNG, (Yakhot & Orszag, 1986) is an extension of 
the standard k-�Æ model that takes into account the effect of swirl on the turbulence by means 
of an extra source term in the transport eq uations. Thus the k-�Æ RNG model exhibits a higher 
accuracy for swirling flows. The RNG procedur e systematically removes the small scales of 
motion from the governing equations by expressing their effects in terms of larger scale 
motions and a modified viscosi ty (Versteeg & Malalasekera, 2007). While the standard k- �Æ 
model is appropriate for high-Reynolds-number flows, the RNG theory accounts for low-
Reynolds-number effects. Thus this model is more reliable for a wider class of flows than the 
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standard k-�Æ model. The k-�Æ RNG model has been succeeding for previous simulations of 
the flow in centrifuges by other groups and in our own research group (Romani Fernandez 
& Nirschl, 2009; Spelter & Nirschl, 2010). 
The k-�Ú model (Wilcox, 1988), like the k-�Æ model, uses two equations to describe turbulence. 
Instead of the dissipation rate �Æ, the specific dissipation or turbulent frequency �Ú=k/ �Æ is 
introduced in this model. The turbulent visc osity is then given by Equation (13). The 
accuracy of the model depends on the undisturbed velocity of the fluid outside the 
boundary layer which is subject to large fluctuations. This dependence can lead to 
significant errors in the calculation (Bardina et  al., 1997). Due to the strong dissipation of the 
turbulence on the wall, no special treatment of the boundary layer at the wall is necessary. 
This feature is desired for the exact calculation of the flow near the wall. 
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range of strengths and weaknesses as the k- �Æ model. RSM is complex, but it is generally 
accepted as the simplest kind of model with the potential to describe all mean flow 
properties and Reynolds stresses without case-by-case adjustment. RSM is by no means as 
comprehensively validated as the k-�Æ model and due to the high computational cost it is 
not as widely used in industrial flow simulations as the k- �Æ model. LES, due to the 
inherent unsteady nature, is much more computationally expensive than the k- �Æ and k-�Ú 
models. However, compared to RSM it was proved that it requires only twice the 
computational demand of RSM (Ferziger, 1977) as cited in (Versteeg & Malalasekera, 
2007). This is not a big difference taking into account the solution accuracy and the ability 
of LES to resolve certain time-dependent features. In order to investigate the applicability 
of the different turbulence models to the simulation of the flow pattern in centrifugal 
field, different approaches, the k- �Æ RNG model, the k-�Ú model, the RSM, and the LES, 
were used in this work. 

3.3 Boundary conditions, discretization schemata and solver 
In order to simplify the simulation, the air is considered as an incompressible gas. This is a 
reasonable assumption for the operation conditions of atmospheric pressure and for a non-
temperature dependent problem. The fluid is defined as an incompressible Newtonian one 
with the density and viscosity of water. 
The inlet velocity is set to match the desired volume flux. Using a turbulence model, also the 
turbulence quantities of the inlet flow must be specified. The input of fixed values for k and 
�Æ or k and �Ú are difficult to estimate. Thus these parameters are usually obtained as a 
function of the turbulence intensity and a ch aracteristic length which must be set at the 
boundaries (Paschedag, 2004). For the multiphase simulations, a value of one was given to 
the volume fraction of water at the inlet. A st atic pressure of 101325 Pa (1 atmosphere) is set 
as ambient condition for the outlet, defined as  a pressure outlet. Sometimes, there is a 
backflow through the pressure ou tlet in order to obey the mass conservation. Therefore it is 
recommended to set realistic conditions for a possible backflow to avoid convergence 
problems. For the cases presented, only backflow of air is allowed. 
It is possible to reduce the computational demand by dividing the geometry into periodic 
sections. The flow pattern is calculated in one of these segments with periodic conditions at 
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the intersecting planes. The periodic surfaces were defined with a periodic boundary 
condition which uses the flow conditions at one of the periodic surfaces as its cells were the 
adjacent cells of the other periodic plane. The rotational periodicity must be taken into 
account and the rotation axis must be defined. Due to the rotational nature of the system, it 
is helpful to use a rotating reference frame to perform the calculations. The side and top 
walls of the bowl, as well as the inlet accelerator, all defined with no-slip condition, rotate 
with the same angular veloci ty as the reference frame. 
Another problem emerging from the use of turbulence models is the treatment of 
turbulent quantities at the wall s. Despite the turbulent flow, there always exists a laminar 
sublayer at the wall followed by a transient region until the flow can be considered as 
turbulent. A common approach is to create a first layer of cells next to the wall with a 
width including the entire viscous sublayer and the transition layer. In this layer, 
standard wall functions (Paschedag, 2004), most widely used for industrial flows, can be 
applied. The wall functions define values for the velocity field and the turbulent 
quantities suitable as boundary conditions for the solution in the second cells layer, where 
the turbulence is fully developed. This approach is particularly suitable for flows with 
larger spatial extent in which the thickness of the boundary layer at the wall is small 
compared to the extension of the whole domain. To choose the thickness of the first layer, 
the criterion of the y+ value (Equation 14) is often used. The value of y+ is a function of 
the first layer thickness y, the shear stress at the wall �Õw, and the physical properties of the 
fluid density �U and viscosity �Í . Values of y+ between 30 and 100 allow the use of standard 
wall functions. For details concerni ng the exact formulation of the y + and standard wall 
functions, the reader is referred to (ANSYS, 2009) which is based on (Launder & Spalding, 
1974).  
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The k-�0 model and the RSM need these wall functions in order to calculate the turbulent 
properties near the wall. The k-�Ú model does not require wall-damping functions, because 
the value of turbulence kinetic energy at th e wall is set to zero and for the turbulent 
frequency �Ú a hyperbolic variation at the near-w all grid point is applied (Wilcox, 1988). 
The discretization schema used for the velocity and the turbulent variables is set to first-
order upwind, due to the convective nature of the flow in centrifugal field and to avoid 
convergence problems. For the volume fraction, the Geo-Reconstruct method (ANSYS, 
2006) is applied in order to obtain a sharp interface between both phases. For the interface 
between two fluids, this method assumes a linear slope, which is calculated with a 
piecewise linear approach. The variable pressure was discretized with the PRESTO! 
(PREssure STaggering Option) scheme recommended for high speed rotating flows 
(ANSYS, 2009). If velocities and pressure values are both defined at the centres of the 
cells, a highly non-uniform pressure field can act like a uniform field in the discretized 
momentum equations (Versteeg & Malalasekera, 2007). A solution to this problem is to 
use a staggered grid to calculate the pressure via a discrete continuity balance. In the 
staggered grid, the values of pressure in the centre are known and these are the values at 
the interfaces in the normal grid. 
The temporal discretization of the transport properties was performed using a first-order 
implicit method. However, using the VOF mode l, the time step for the variable volume 
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fraction is refined with respect to the general time step based on the maximal Courant 
number allowed for this variable. The Courant number, also called Courant-Froudel-Lewy 
number (CFL), Equation 15, is a dimensionless number that compares the time step of the 
calculation to the characteristic time needed by a fluid element to cross a cell. In some 
explicit time discretization methods, the crit erion CFL<1 (Oertel & Laurien, 2003) is imposed 
to achieve stability in the numerical calculatio n. An explicit schema limited by a Courant 
number of 0.25 was applied for the volume fraction. 
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The simulations were performed with the commercial software ANSYS FLUENT with the 
versions 6.3.26, 12.0.16, 12.1.2 and 13.0, which are comparable. An overview of the type of 
solver used by ANSYS can be found in (Kelecy, 2008). The solver used is an unsteady, 
segregated pressure-based solver. The segregated pressure-based algorithm solves the 
conservation equations sequentially. Because these equations are coupled, the solution loop 
must be carried out iteratively in order to ob tain a converged numerical solution. Pressure 
and velocity were coupled either with the SIMPLE algorithm, Semi-Implicit Method for 
Pressure Linked Equations, or with the PISO schema, which stands for Pressure Implicit 
with Splitting of Operators an d is available for unsteady calculations. The PISO pressure-
velocity coupling algorithm has one predictor step and two corrector steps, extending the 
pressure correction procedure of the commonly used SIMPLE algorithm with a further 
corrector step (Versteeg & Malalasekera, 2007). The SIMPLE algorithm is a guess-and-
correct procedure which uses a Poisson’s equation, developed from the continuity 
condition, for the pressure correction. 

4. Simulated flow in solid bowl centrifuges 

The previously published simulations of a tubular bowl centrifuge were carried out two-
dimensionally (Spelter & Nirschl, 2010); hence it was not possible to include the real 
acceleration geometry in the model. For the work presented, all simul ations were run three-
dimensionally, including the acceleration and discharge geometry, and were compared with 
experimental data. The flow pattern was pred icted for a tubular bowl centrifuge with a 
feeding system similar to the one used in a recent published work (Spelter, et al. 2011). The 
experimental data has been obtained by Laser Doppler Anemometry, a non-invasive 
technique for the determination of flow velocities.  

4.1 Prediction of the flow pattern (k- �L RNG model, transient solution) - tandem setup 
Figure 5 shows the tangential velocity profiles for four different rotational speeds at a 
constant throughput of 1 l/min. There is no  significant deviation between the predicted 
tangential velocity and the rigid body rotati on (RBR). The measurement of the tangential 
velocity for various rotational speeds and throughputs at different heights was in good 
agreement with the rigid body ro tation as well (Spelter, et al. 2011). Thus it can be stated 
that the simulation is in good agreement with the experimentally determined tangential 
velocity profiles. Therefore it is possible to optimise existing acceleration geometries by 
using a feeding system similar to the one proposed. By calculating the present state and 
modifying the geometry, the chan ges in the acceleration efficiency can be evaluated by 
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the intersecting planes. The periodic surfaces were defined with a periodic boundary 
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width including the entire viscous sublayer and the transition layer. In this layer, 
standard wall functions (Paschedag, 2004), most widely used for industrial flows, can be 
applied. The wall functions define values for the velocity field and the turbulent 
quantities suitable as boundary conditions for the solution in the second cells layer, where 
the turbulence is fully developed. This approach is particularly suitable for flows with 
larger spatial extent in which the thickness of the boundary layer at the wall is small 
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fluid density �U and viscosity �Í . Values of y+ between 30 and 100 allow the use of standard 
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means of CFD. Furthermore the calculation will help in the case of a scale-up of the 
centrifuge. The acceleration efficiency and the shear in the feed zone can be calculated 
before a pilot machine or a full scale centrifuge is built. With the knowledge of the flow 
behaviour, the geometry can be optimised, leading to an improved apparatus with less cost 
in development and testing. 
 
 

 
Fig. 5. Comparison of calculated tangential velocity and rigid body rotation, 1 l/min 

The tangential velocity of the fluid creates a pressure in the cylinder in addition to the 
stress in the rotor created by the rotating cylinder itself. For the case that the rotor is 
designed as an ideal cylinder, the pressure distribution and thus the tensile stress can be 
calculated analytically (Sokolow, 1971; Stahl, 2004). However in many industrial 
centrifuges, the rotor has a non-cylindrical shape. For these designs, the stress in the rotor 
is determined via finite element methods (FEM ), but the arbitrary load by the rotating 
liquid has to be calculated separately. The geometry of the rotor can be imported from 
various CAD programs such as ProEngineer, Autodesk Inventor, Catia, etc.. The pressure 
on the different planes in the bowl is th en accessible by calculating the pressure 
distribution for the highest rota tional speed that occurs in the centrifuge. The combination 
of FEM and CFD leads to a complete virtual development and saves time and costs. The 
simulations will never substitute completely experimental evaluation of the separation 
efficiency and mechanical integrity of the centrifuge, but the scale-up factor may be 
significantly increased. The predicted pressure distributions in the cylinder are shown in 
Figure 6 for 9000 rpm (a) and for a range of rotational speeds in (b). The outlet is located 
at the top end of the cylinder. The predicted pressures in Figure 6 b) are compared with 
the analytically calculated pressure distribution for the different rotational speeds. All 
values are given in bar. 
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The gauge pressure must be taken into account for dimensioning the rotor. Furthermore it is 
possible to increase the density of the liquid to model the arbitrary load of a sediment on the 
bowl wall. 
 
 
 

 
Fig. 6. Pressure distribution, all values in bar: a) 9000 rpm, pressure b) 1000-14000 rpm and 
comparison to analytical values 

The axial velocity profiles are displayed as contour plots in Figure 7 for 1000 rpm (a) and 
3000 rpm (b) at a constant throughput of 1 l/min.  The inlet is located at the bottom while the 
liquid leaves the centrifuge at the top. The incoming liquid enters the centrifuge as a jet that 
does not widen up significantly towards the ou tlet. At 1000 rpm, the main axial flow takes 
place at a small circular cross-section that is not displaced in angular direction on the path 
towards the outlet bores. With increasing rota tional speed, a small angular displacement of 
the axial flow path is predicted, as shown in Figure 7 b). This effect has been observed by 
Laser Doppler Anemometry as well. 
 
 

 
Fig. 7. Axial velocity in m/s, thro ughput 1 l/min: a) 1000 rpm b) 3000 rpm 
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However, the predicted axial flow pattern does not depict the experimentally determined 
flow behaviour accurately. It has been observed that the inlet jet widens within the first 
30 % of the rotor (Spelter, et al. 2011) until a parabolic profile is developed that is 
distributed over the whole circumference. The predicted axial flow profile close to the 
inlet is in good agreement with the experiment al data but the change of flow pattern in 
direction of the angle of rotation is not correct. The axial flow profiles averaged over the 
length of the centrifuge between 1000 and 14 000 rpm for two angles of rotation and a 
constant throughput of 1 l/min are shown in Figure 8. The standard deviation is plotted 
in both diagrams. The scatter of the data is very high for the angle where the inlet is 
located, which is 0°. The diagram on the right side of Figure 8 shows the axial flow 
profiles for an angle of rotation of ±45° disp lacement to the inlet. There is no significant 
flow towards the exit of the rotor, only recirculating currents are predicted. The standard 
deviation of the data is small when compared to the angle of 0°. The origin of the high 
standard deviation of the data displayed in the diagram on the left in Figure 8 is caused 
by the change in flow pattern from the feed towards the liquid discharge. The radius of 
the inlet is higher than the radius of the outl et. Hence the main flow is shifted towards the 
rotational axis. These effects are displayed in Figure 9 for 1000 rpm (left) and 3000 rpm 
(right). 
 
 

 
Fig. 8. Axial velocity, mean values from throug hout the rotor: left: radius of inlet; right: 
angular position ± 45° 

The maximum of the axial velocity is close behind the inlet (H=0mm) at a radius of 42 mm, 
which corresponds to the inlet radius. Toward s the liquid discharge, the maximum shifts to 
a radius of 37 mm, where the outlet pipes are located. The change in flow pattern is 
indicated by the arrows in Figure 9. This behaviour was detected for all rotational speeds 
and different throughputs. The changing flow profile explains the hi gh standard deviation 
of the averaged profiles shown in the diagram on the left in Figure 8. 
The deviation between simulation and experiment al data with respect to the flow profile 
over the full angle of rotation may be explai ned by the turbulent model used. The modelling 
does not calculate the turbulences in detail, but estimates the degree of turbulence and thus 
extenuates the fluctuations at the inlet and outlet. Furthermore the flow between inlet and 
outlet may not be entirely turbulent,  as mentioned in the introduction. 
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Fig. 9. Axial velocity, radius of inlet for differe nt distances from inlet:  left: 1000 rpm; right: 
3000 rpm 

4.2 Comparison of different turbulence models 
It is presumed that the deviations between observed flow pattern and predicted flow 
behaviour are caused by the turbulence model used. Some authors already compared different 
models that simplify turbulent effects by correla tion factors and additional equations like the 
k-�Æ RNG model. They stated that the k-�Æ RNG model is a reasonable compromise between 
computational demand and validity of the results (Wardle et al., 2006). Other authors relied on 
the more extensive Reynolds Stress Model (RSM) or the large-eddy simulation (LES) (Mainza 
et al., 2006; Wang & Yu, 2006). Nowakowski et al. reviewed the milestones in the application of 
computational fluid dynamics in hydrocyclones (Nowakowski et al., 2004). The most common 
models used are the k-�Æ and recently the RSM and LES model. For the evaluation of the 
differences in the prediction of the flow beha viour in centrifuges between several turbulence 
models, the flow pattern was calculated for various rotational speeds and throughputs, using 
the k-�L RNG, k-�^, Reynolds Stress Model and large-eddy simulation. A representative 
comparison of the obtained results by using the different models is shown in Figure 10. The 
plots illustrate the differences in  the calculated tangential and axial velocity halfway between 
inlet and outlet at the angular position of the inlet. 
 

 

Fig. 10. Tangential (left) and axial velocity profiles (right), throughput 1 l/min, k- �L RNG, k-
�^ , RSM and LES turbulence model 
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The comparison reveals no significant deviation of the predicted flow pattern. The differences 
in the tangential velocity are barely detectable. All calculations are in good agreement with the 
rigid body rotation and thus with the experiment ally determined profiles (Spelter, et al. 2011). 
Using the LES model, the obtained axial flow profile differs from the other models by 
predicting an earlier shift of th e main axial flow towards the radius of the outlet at 36 mm. 
Because of the high computational demand and instability of the RSM, the simulation with this 
turbulence model was started with a solution obtained with the k- �L RNG model. Nevertheless 
the differences are small and all calculated axial flow pattern are in disagreement with the 
measured flow profile. The mixing and expanding of the inlet jet is significantly understated. 
By not questioning and validating the simulations, the user of the CFD software is led to false 
conclusions which may result in low performanc e of the centrifuge due to disadvantageous 
design. The classical evaluation of the simulation does not indicate a computational error. The 
mass balance between the inlet and the outlet is fulfilled as stated in Table 1, the residuals are 
sufficiently small (10 -3 to 10-5) and the flow patterns do not change with increasing flow time. 
Furthermore the predictions are reproducible with  different turbulence models. All these facts 
suggest an accurate calculation. Only the comparison of the main velocities with 
experimentally determined data shows that th e prediction misrepresents the true case in 
respect to the axial flow profile. 
 

Model k-�L RNG k-�^ RSM LES 

% dV 0.0395 0.0015 0.0022 0.0172 

Table 1. Deviation of mass balance dV for different turbulence models in % at 3000 rpm and 
1 l/min 

4.3 Comparison of two and three dimensional modelling 
The analysis of the acceleration geometry is only possible in three dimensional modelling, 
because, as mentioned in the introduction, the inlet geometry cannot be correctly 
reproduced in the two dimensional case. The results presented in chapter 4.1 and 4.2 show a 
short-circuit flow between inle t and outlet. The comparison between the results obtained 
when calculating three and two dimensiona l are shown in Figure 11. The predicted 
tangential velocity profiles are in good agreement with the rigid body rotation for both cases  
 

 

Fig. 11. Tangential and axial velocity profiles, throughput 1 l/min, k- �L RNG, k-�^ , RSM and 
LES turbulence model 
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at various rotational speeds. The water is fed through an annulus in the two dimensional 
model and the tangential acceleration takes place via the friction at the wall at both sides of 
the annulus. According to th e prediction, this feeding geometry is sufficient for an 
acceleration of the incoming liquid up to 9 000 rpm. The differences between the cases are 
distinguishable in the axial flow profiles which are shown in the diagram on the right side of 
Figure 11. The profiles presented are the values halfway between inlet and outlet. Due to the 
symmetry condition, the flow is homogeneously distributed along the whole circumference 
for a specific radius. Therefore the maximum axial velocity is lower than in the three 
dimensional case due to the conservation of mass. There are recirculating currents next to 
the inlet in the two dimensional cases which increase in magnitude with rotational speed. In 
the three dimensional case, recirculating flows are located next to the inlet as well, but 
displaced few degrees in the angle of rotation. 
Nevertheless the predicted axial velocity profiles in the two dimensional cases are 
comparable to the ones obtained in the three dimensional ones in respect to the radial 
distribution of the flow. The inlet jet remains until the water leaves the centrifuge via the 
circular weir, so that no plug-shaped profile - resulting in a high active volume -, as 
observed in the experiments, is formed. 

4.4 Calculation of the flow pattern (k- �L RNG model, VOF method, transient solution) - 
overflow setup 
The overflow setup was simulated by using the previously described Volume of Fluid 
method. The centrifuge is filled with water at the beginning of the simulation. As an initial 
condition, the water is already spinning with the rigid body rotation. This assumption is 
justifiable because in the experiments, the centrifuge was slowly filled with water and ran 
for at least 30 minutes in steady state prior to the measurements. The initial condition 
reduces the necessary time until the steady state is reached significantly. Figure 12 shows 
 

 
Fig. 12. Profiles of water-air interface for a throughput of 1 l/min: a) 1000 rpm; b) 9000 rpm 

the distribution of the two phases for 1000 (a) und 9000 rpm (b) for a throughput of 1 l/min. 
Due to the gravitational and centrifugal forc e, a conical shape of the water surface is 
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The comparison reveals no significant deviation of the predicted flow pattern. The differences 
in the tangential velocity are barely detectable. All calculations are in good agreement with the 
rigid body rotation and thus with the experiment ally determined profiles (Spelter, et al. 2011). 
Using the LES model, the obtained axial flow profile differs from the other models by 
predicting an earlier shift of th e main axial flow towards the radius of the outlet at 36 mm. 
Because of the high computational demand and instability of the RSM, the simulation with this 
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the differences are small and all calculated axial flow pattern are in disagreement with the 
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conclusions which may result in low performanc e of the centrifuge due to disadvantageous 
design. The classical evaluation of the simulation does not indicate a computational error. The 
mass balance between the inlet and the outlet is fulfilled as stated in Table 1, the residuals are 
sufficiently small (10 -3 to 10-5) and the flow patterns do not change with increasing flow time. 
Furthermore the predictions are reproducible with  different turbulence models. All these facts 
suggest an accurate calculation. Only the comparison of the main velocities with 
experimentally determined data shows that th e prediction misrepresents the true case in 
respect to the axial flow profile. 
 

Model k-�L RNG k-�^ RSM LES 

% dV 0.0395 0.0015 0.0022 0.0172 

Table 1. Deviation of mass balance dV for different turbulence models in % at 3000 rpm and 
1 l/min 

4.3 Comparison of two and three dimensional modelling 
The analysis of the acceleration geometry is only possible in three dimensional modelling, 
because, as mentioned in the introduction, the inlet geometry cannot be correctly 
reproduced in the two dimensional case. The results presented in chapter 4.1 and 4.2 show a 
short-circuit flow between inle t and outlet. The comparison between the results obtained 
when calculating three and two dimensiona l are shown in Figure 11. The predicted 
tangential velocity profiles are in good agreement with the rigid body rotation for both cases  
 

 

Fig. 11. Tangential and axial velocity profiles, throughput 1 l/min, k- �L RNG, k-�^ , RSM and 
LES turbulence model 
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at various rotational speeds. The water is fed through an annulus in the two dimensional 
model and the tangential acceleration takes place via the friction at the wall at both sides of 
the annulus. According to th e prediction, this feeding geometry is sufficient for an 
acceleration of the incoming liquid up to 9 000 rpm. The differences between the cases are 
distinguishable in the axial flow profiles which are shown in the diagram on the right side of 
Figure 11. The profiles presented are the values halfway between inlet and outlet. Due to the 
symmetry condition, the flow is homogeneously distributed along the whole circumference 
for a specific radius. Therefore the maximum axial velocity is lower than in the three 
dimensional case due to the conservation of mass. There are recirculating currents next to 
the inlet in the two dimensional cases which increase in magnitude with rotational speed. In 
the three dimensional case, recirculating flows are located next to the inlet as well, but 
displaced few degrees in the angle of rotation. 
Nevertheless the predicted axial velocity profiles in the two dimensional cases are 
comparable to the ones obtained in the three dimensional ones in respect to the radial 
distribution of the flow. The inlet jet remains until the water leaves the centrifuge via the 
circular weir, so that no plug-shaped profile - resulting in a high active volume -, as 
observed in the experiments, is formed. 

4.4 Calculation of the flow pattern (k- �L RNG model, VOF method, transient solution) - 
overflow setup 
The overflow setup was simulated by using the previously described Volume of Fluid 
method. The centrifuge is filled with water at the beginning of the simulation. As an initial 
condition, the water is already spinning with the rigid body rotation. This assumption is 
justifiable because in the experiments, the centrifuge was slowly filled with water and ran 
for at least 30 minutes in steady state prior to the measurements. The initial condition 
reduces the necessary time until the steady state is reached significantly. Figure 12 shows 
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increasing rotational speed, thus the water phase approaches the shape of a cylinder, as 
shown in Figure 12 b). 
The tangential velocity profiles for 1000 and 9000 rpm are shown in Figure 13. The diagram 
on the right side shows the tangential veloci ty values averaged over the length of the 
centrifuge for the water phase only. The comput ed values are compared to the rigid body 
rotation. The contours of the tangential veloci ty at 9000 rpm are shown on the left side of 
Figure 13. The calculated velocities are in good agreement with the analytical values and 
with the measurements. At 9000 rpm, the tangential velocity of the water exhibits a small lag 
when compared to the rigid body rotation. Th e magnitude of the deviation is within the 
accuracy of the measurements, so that no statement whether this difference is the true case 
or not, is possible. 
 

 
Fig. 13. Tangential velocity profiles, water phase, throughput of 1 l/min; left: contours at 
9000 rpm; right: for different rotational  speeds and different axial positions 

Figure 14 shows the axial velocity profiles for 9000 rpm at a constant throughput of 1 l/min. 
The axial flow pattern is similar to the one pred icted in the single-phase model. The inlet jet 
 

 
Fig. 14. Axial velocity profiles at 9000 rpm and 1 l/min throughput; left: contours; right: 
different distances from the inlet 
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does not widen so that a short-circuit flow towards the outlet is formed, as shown in the 
contour plot on the left side of Figure 14. There is no significant expansion of the flow 
profile neither in angular nor in radial direction.  The peak of the axial velocity shifts from a 
radius of 42 mm close to the inlet towards a radius of 36 mm. This behaviour was also 
predicted in the single-phase model. Nevertheless the simulation misrepresents the true 
case, in which a significant widening of the inlet jet was observed. 

4.5 Influence of the inlet geometry on the flow pattern 
In order to investigate how the acceleration of the feed affects the flow pattern, a centrifuge 
with a simpler geometry and a low performanc e feed accelerator was simulated. The main 
differences when compared to the tubular bowl  centrifuge are the lower length-to-diameter 
ratio of 0.8 and the feed accelerator. The feed enters a rotating disc and leaves it radially 
with a certain angular velocity. The water ex its the centrifuge through eight boreholes 
distributed along the circumference at the top of the bowl. Figure 15 shows a scheme of the 
centrifuge geometry on the left and the results of the volume fraction of air on the right. 
Water is fed axially through the inlet to the accelerator; there, the water changes its direction 
and gains in tangential velocity. The transfer of rotational movement occurs just at the plate 
surfaces, defined as no-slip boundaries, via momentum diffusion. Then , the water exits the 
accelerator as streams that travel through the air core and enter the rotating liquid pool. The 
radius of the interface changes 35 % along the height of the centrifuge from the inlet to the 
upper part of the centrifuge because of the low rotational speed (454 g). 
 

 
Fig. 15. Left: geometry of the centrifuge; right: contours of volume fraction of air at 2550 rpm 
and 5.8 l/min 

The main flow occurs in the direction of the rotation of the bowl. Both, the liquid pool and 
the air core rotate. The tangential velocity of the water jet from the inlet accelerator (height 
0.0275 m) is lower than the tangential velocity of the bowl. This causes a drag of the whole 
rotating liquid pool regarding the angular veloci ty of the bowl. The valu es of the tangential 
velocity of the liquid averaged over the circumference are plotted for different heights in 
Figure 16. The averaged velocity of the liquid in this geometry is approximately 50 % below 
the rigid body rotation. The values at the wall have to match the rigid body rotation of the 
bowl to fulfil the no-slip boundary condition. The steep decrease of the tangential velocity 
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increasing rotational speed, thus the water phase approaches the shape of a cylinder, as 
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with the measurements. At 9000 rpm, the tangential velocity of the water exhibits a small lag 
when compared to the rigid body rotation. Th e magnitude of the deviation is within the 
accuracy of the measurements, so that no statement whether this difference is the true case 
or not, is possible. 
 

 
Fig. 13. Tangential velocity profiles, water phase, throughput of 1 l/min; left: contours at 
9000 rpm; right: for different rotational  speeds and different axial positions 

Figure 14 shows the axial velocity profiles for 9000 rpm at a constant throughput of 1 l/min. 
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different distances from the inlet 

Computational Fluid Dynamics (CFD) and  
Discrete Element Method (DEM) Applied to Centrifuges 

��

117 

does not widen so that a short-circuit flow towards the outlet is formed, as shown in the 
contour plot on the left side of Figure 14. There is no significant expansion of the flow 
profile neither in angular nor in radial direction.  The peak of the axial velocity shifts from a 
radius of 42 mm close to the inlet towards a radius of 36 mm. This behaviour was also 
predicted in the single-phase model. Nevertheless the simulation misrepresents the true 
case, in which a significant widening of the inlet jet was observed. 
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In order to investigate how the acceleration of the feed affects the flow pattern, a centrifuge 
with a simpler geometry and a low performanc e feed accelerator was simulated. The main 
differences when compared to the tubular bowl  centrifuge are the lower length-to-diameter 
ratio of 0.8 and the feed accelerator. The feed enters a rotating disc and leaves it radially 
with a certain angular velocity. The water ex its the centrifuge through eight boreholes 
distributed along the circumference at the top of the bowl. Figure 15 shows a scheme of the 
centrifuge geometry on the left and the results of the volume fraction of air on the right. 
Water is fed axially through the inlet to the accelerator; there, the water changes its direction 
and gains in tangential velocity. The transfer of rotational movement occurs just at the plate 
surfaces, defined as no-slip boundaries, via momentum diffusion. Then , the water exits the 
accelerator as streams that travel through the air core and enter the rotating liquid pool. The 
radius of the interface changes 35 % along the height of the centrifuge from the inlet to the 
upper part of the centrifuge because of the low rotational speed (454 g). 
 

 
Fig. 15. Left: geometry of the centrifuge; right: contours of volume fraction of air at 2550 rpm 
and 5.8 l/min 

The main flow occurs in the direction of the rotation of the bowl. Both, the liquid pool and 
the air core rotate. The tangential velocity of the water jet from the inlet accelerator (height 
0.0275 m) is lower than the tangential velocity of the bowl. This causes a drag of the whole 
rotating liquid pool regarding the angular veloci ty of the bowl. The valu es of the tangential 
velocity of the liquid averaged over the circumference are plotted for different heights in 
Figure 16. The averaged velocity of the liquid in this geometry is approximately 50 % below 
the rigid body rotation. The values at the wall have to match the rigid body rotation of the 
bowl to fulfil the no-slip boundary condition. The steep decrease of the tangential velocity 
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near the wall was found to be smoother for a 6 times finer grid. However, the computational 
effort for the multiphase simulation including the particles with the finer grid was 
unaffordable. The deviation with respect to the rigid body rotation decreases for lower flow 
rates because a smaller amount of liquid has to be accelerated. The simulation of this 
geometry shows how important is to accelerate the feed properly to th e angular velocity of 
the liquid pool before entering it in order to reach the angular velocity of the bowl in the 
rotating liquid and thus the highest centrifugal acceleration possible. 
In contrast to the other centrifuge, a layer with high axial velocity at the gas-liquid interface, 
as expected by the boundary layer model, has been observed in the simulations as depicted 
in the diagram on the right in Figure 16. Near  the impact height of the inlet water jet two 
whirls with opposed directions are formed. This can be seen at the negative axial velocity 
values at the interface for the height 0.02 m, just below the inlet, and the positive axial 
velocities at he interface for the height 0.0275 m, just above the inlet. Upsides the height of 
the inlet, a homogeneous axial boundary layer is formed at the interface with a 
recirculation layer at the bowl wall. This layer exhibits a similar averaged thickness �/ as 
the one proposed by the theoretical model of Gosele (Gösele, 1968) but much thicker as 
the one calculated following the theory of Reut er (Reuter, 1967) as seen in Table 2. Indeed, 
it occupies the whole liquid pool until a reci rculation layer is formed close to the bowl 
wall. This is due to the lower tangential velocities which cause a small pressure gradient 
in the radial direction reducing the stratification of the flow and allowing the fluid to 
move in the axial direction. The velocity values oscillate with the angle, especially near 
the inlet at 0.02 m and 0.0275 m and the outlet at 0.0975 m, respectively. Thus the standard 
deviation is higher at these positions.  
 

 
Fig. 16. Left: tangential velocity versus radial  position; right: axial velocity versus radial 
position at 2550 rpm and 5.8 l/min  

 

�Åsimulated (mm)  �ÅReuter (mm) �ÅGösele (mm) 

14.1 1.71 15.8 

Table 2. Thickness of the axial boundary layer �Å obtained in the simulations and calculated 
analytically at 2550 rpm and a throughput of 5.8 l/min 
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5. Mathematical formulation of the particles 

There are several multiphase models available for simulation of a particulate phase. A 
summary of the different simulation methods for multiphase flows in CFD can be found in 
(van Wachem & Almstedt, 2003). The multiphase models can be divided into two groups; 
the Euler-Euler and the Euler-Lagrange methods. 
The Euler-Euler method considers all phases as continuous ones. For each phase, a 
momentum conservation equation is solved. In the momentum equation of the dispersed 
phases, the kinetic theory for granular flows (Lun & Savage, 1987) is used. The intensity of 
the particle velocity fluctuations determines th e stresses, viscosity, and pressure of the solid 
phase. The interaction between phases is considered by means of momentum exchange 
coefficients. This numerical method has the advantage that it is suitable for high volume 
concentrations of the disperse phase. The disadvantage is that the properties of each 
dispersed particle cannot be simulated and a particle size distribution cannot be considered. 
Moreover, the stability of the calculation depe nds on the choice of model parameters and 
often convergence problems appear. For the simulation of sedimentation and thickening 
processes there are also some Euler-Euler models based on the Kynch’s kinematics 
sedimentation theory (Kynch, 1952), which were reviewed by Bürger in (Bürger & 
Wendland, 2001). These models are all based on the measurement of fundamental material 
properties of the suspension to be separated as explained by (Buscall, 1990; Buscall et al., 
1987; Landman & White, 1994). These multiphase models are based on mass balances for the 
fluid and the disperse phase. The fluid flow is not calculated but they consider the relative 
velocity between fluid and particles. On this basis, these models are unsuitable for studying 
the particle behaviour in solid bowl centrifuge s where the liquid flow plays a crucial role in 
particle settling. These models usually describe the sedimentation and consolidation in 
batch processes in simple-geometry centrifuges. An extension of these models is necessary 
to describe the sediment build-up in  two and three dimensions correctly. 
The Euler-Lagrange method solves the continuum conservation equations just for the 
characterization of the continuous phase. It describes the dispersed phase as mass points 
and determines the particle trajectories by integrating a force balance for each individual 
particle. This way, instead of a partial differ ential equation, only an ordinary differential 
equation must be solved for the dispersed phase. The weakness of the Euler-Lagrange 
method is that it is only valid for diluted suspensions if a one-way or a two-way coupling 
method between continuous and disperse phase is applied. With the one-way coupling, the 
motion of the discrete phase is calculated based on the velocity field of the continuous phase 
but the particles have no effect on the pressure and velocity field of the continuous phase. By 
using a two-way coupling, the equations of co ntinuous and discrete phase are calculated 
alternatively. The momentum conservation equa tion of the continuous phase has a source 
term to consider the momentum exchange with the particulate phase. The maximum value for 
the volume concentration of the disperse phase is between 5% (Schütz et al., 2007) and 10-12% 
(ANSYS, 2009), above this value the interaction between particles should be considered. Thus 
there is a third method, four-way coupling, which involves the interaction within the disperse 
phase: impacts between particles, particle-wall interactions, van der Waals forces, electrostatic 
forces, etc. Thus the restriction for the volume fraction is not valid anymore. However, if the 
number of particles increases, the computational effort rises significantly. Usually the 
characteristics of the problem and the information that should be obtained from the simulation 
decide which multiphase model and co upling methodology should be used. 



 
Applied Computational Fluid Dynamics 

��

118 

near the wall was found to be smoother for a 6 times finer grid. However, the computational 
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1. Introduction 

Room air-conditioning does not always meet  the optimal desire for thermal comfort of 
occupants and energy-saving goals [1]. This is due to the following reasons: 
It is well established that differences exist between individuals in required comfortable 
temperature for their own local environments. (ii) Traditional air conditioning airflow 
distribution can stagnate around  furniture, lights, and partitions which mean that airflow is 
distributed without consideration for the occupa nts’ comfort demands. (iii) air-conditioning 
airflow has been distributed without consideration of occupants’ demands beyond setting 
temperature and fan speed to meet thermal comfort standards, such as Predicted Mean 
Votes (PMV) and Predicted Percentage of Dissatisfied (PPD) indices (ISO-7730 2005) [2]. It 
may be that the actual presence of occupants in the workplace is less than that was set up 
from the original air conditioning design. This  causes serious waste of cooling load to the 
system through unnecessary runtime. (iv) The tr aditional air conditioning air supply unit is 
set high on the ceiling or wall, which means that  much of the cool air proportionally much 
consumed by light fittings, walls, and other su rrounding objects. Therefore, this increases 
the demand on energy supply. In response to these concerns, several personalized air-
conditioning systems have been showed and it rightly remains a great attention in efforts to 
design more intelligent workplaces. 
Cho and Kim [3] introduced a personal environment module (PEM), the PEM was studied 
as an alternative air-conditioning system for improving thermal comfort in workspaces. 
Compared to a typical under-floor air-conditio ning system, the advantages of the PEM is 
more flexible and easier to control.  
Zeng et al. [4] introduced personalized ventil ation systems (PVSs), that allow each occupant 
to control their own thermal comfort provision,  such as airflow direction and temperature. 
The perceived air quality of the PVS is superior to that of a conventional ventilation system 
with the same amount of supplied air.  
Melikov [5] have systematic reviews on the performance of personalized ventilation (PV) 
and on human response to it. PV, in comparison with traditional ventilation, has two 
important advantages: (i) it has potential for improving the inhaled air quality, and (ii) each 
occupant is delegated the authority to optimise as well as control  the temperature, the flow 
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Fig. 29. CLq+CL�Ddot Comparison – Numerical vs. Experimental Results. 

 

 

Fig. 30. CMq+CM�Ddot Comparison – Numerical vs. Experimental Results. 

 

 
Fig. 31. Cyp Comparison – Numerical vs. Experimental Results. 
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Fig. 32. Clp Comparison – Numerical vs. Experimental Results. 

 

 
Fig. 33. Cnp Comparison – Numerical vs. Experimental Results. 

 

 
Fig. 34. Cyr Comparison – Numerical vs. Experimental Results. 
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Fig. 35. Clr Comparison – Numerical vs. Experimental Results. 

 
 

 
Fig. 36. Cnr Comparison – Numerical vs. Experimental Results. 

5. Machine in use 

All the runs have been carried out on a Quadrics multi-processor platform. The CPU is the 
AuthenticAMD working at 2594MHz. The system is made up of 7 computational nodes +1 
node dedicated to the file system access. Each node has 4 processors. The physical memory 
of each node is 3943 MB and the virtual one is 8189 MB. 

6. Conclusion 

Automatic differentiation in static and dynamic condition has shown to be reliable for 
industrial application. Even if a comparison with the FD technique may be enough to 
qualify the AD approach, the final and definiti ve confirmation comes from the comparison 
with experimental data. According to what has been achieved, one can say that: 
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�x AD is reliable; 
�x Alenia Aeronautica approach is reliable; 
�x AD provides a good alternative to the meth ods used by other Companies or Research 

Centres. 
Following another work of the Authors (Ref. [12]) it is confirmed that a software 
reengineering activity is necessary after having generated the augmented code. This implies 
a cost in terms of time and deployed effort , for optimizing the au gmented code lines, 
memory allocations and splitting the code in  several components. Time saving achieved 
with AD is indeed remarkable if compared to other classical means to evaluate derivatives, 
and it provides an evaluation of the exact derivatives avoiding problems related to mesh 
refinement. Static and dynamic differencing pr ocedures are clear enough to allow a daily 
use of AD features in the daily industrial acti vities. An extensive testing is now ongoing at 
Alenia premises in Turin in order to investigate: 
�x a faster procedure to obtain dynamic deriva tives, avoiding three different computing 

phases; 
�x the application of AD for computing derivatives of higher order;  
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1. Introduction 

The use of spouted beds in numerous chemical and pharmaceutical industrial processes and 
in the agricultural industry has become popula r principally because they enable high rates 
of heat and mass transfer to take place between system phases. However, despite the 
advances achieved through research into spouted beds over the more than 50 years since 
their invention, it continues to be difficult  to obtain detailed information regarding the 
hydrodynamics of this equipment. The constant movement of the particles and the 
geometric characteristics of the equipment are the principal factors complicating this 
evaluation. More specific information is still  required about scaling up spouted beds and 
using data from half-column beds to infer data for full column beds.  
The half-column technique applied for hydrodyn amic evaluation of spouted beds is very 
old. Nevertheless, many authors have stated that great care must be taken in their 
application to obtain experimental data for use in representing full-column spouted bed 
phenomena. The use of optical fiber sensors is currently one of the most commonly 
recommended techniques for this type of measurement. However, measuring the particle 
dynamics by inserting optical fiber sensors may produce inaccurate results, as calibration is 
extremely difficult and the sensors may cause perturbations within the bed. 
With regard to scaling up, larger spouted beds tend to be less stable and consequently 
harder to control and operate. This issue is difficult to study using experimental techniques 
because it relates directly to constructing beds on different scales. The flexibility of 
computational fluid dynamics, allied to the reliability of the simulated results that have 
already been proven by a range of studies, can contribute to this area. It enables the analysis 
of scaling up data in different configurations and scales and using fewer experimental 
modules, making it possible to conduct studies that remain difficult in the laboratory. 
With regard to the study of fluid movement, th e most recent studies of fluid mechanics are 
still based on the same Navier-Stokes equations. Although they were proposed 
approximately 200 years ago, analytical solutions for the Navier-Stokes equations are 
known for just a few cases due to the non-linear nature of the partial differential equations 
(PDAs). There is still little knowledge of analyt ical solutions for this mathematical class, 
making it impossible to obtain a solution for arbitrary regions and general boundary 
conditions.  These are the principal reasons why analytical evaluation of the movement of 
the fluids is very difficult. In light of th is, treatments using experimental tests are 



Applied Computational Fluid Dynamics 320 

Oscillation Technique-Reference Documentation, Vol. 3, Politecnico di Torino, 
DIASP. 

Murphy, P. C. & Klein, V. Estimation of Aircraft Unsteady Aerodynamic Parameters from 
Dynamic Wind Tunnel Testing, AIAA Paper 2001-4016, 2001. 

Newmann, J. C., Anderson, W. K. & Whitfield, D. L. Multidisciplinary Sensitivity 
Derivatives Using Complex Variables, MSSU-COE-ERC-98-09, Engineering 
Research Centre Report, Mississippi State University, July 1998. 

Green, L., Spence, A. & Murphy, P. Computational Methods for Dynamics Stability and 
Control Derivatives, AIAA Paper 2004-0015, January 2004. 

Hascoet, L. Analyses Statiques et Transformation de Programmes: de la parallélisation à la 
différentiation, Inria Database [online database], 2005, pp. 163-169, http://www-
sop.inria.fr/members/Laurent.Hascoet/papers/ hdrHascoet5.html 

Hascoet, L. & Pascual, L. Tapenade 2.1 User Guide, Hal-Inria Database [online database], 
September 2004, pp. 8-13, http://hal.inria.fr/docs/00/06/98/80/PDF/RT-
0300.pdf [retrieved 19 May 2006]. 

Necci, C., Ceresola, N., Guglieri & G., Quagliotti, F. Industrial Computational Fluid 
Dynamics Tools for the Evaluation of Aerodynamic Coefficients, Journal of Aircraft 
Vol. 46, November-December 2009, pp. 1973-1983. 

Selmin, V. Application of Automatic Differentiation to Aerodynamic Shape Optimization, 
ECCOMAS 2004, [online database],  

 http://www.imamod.ru/~serge/arc/conf/ECCOMAS-2004/ECCOMAS_V2/ 
proceedings/pdf/611.pdf, [retrieved 28 July 2004] 

15

Use of Fluid Dynamic Simulation to
Improve the Design of Spouted Beds 

Rodrigo Béttega1, Ronaldo Guimarães Corrêa2 and José Teixeira Freire2 

1Federal University of Uberlândia, School of Chemical Engineering 
2Federal University of São Carlos, Department of Chemical Engineering 

Brazil 

1. Introduction 

The use of spouted beds in numerous chemical and pharmaceutical industrial processes and 
in the agricultural industry has become popular principally because they enable high rates 
of heat and mass transfer to take place between system phases. However, despite the 
advances achieved through research into spouted beds over the more than 50 years since 
their invention, it continues to be difficult to obtain detailed information regarding the 
hydrodynamics of this equipment. The constant movement of the particles and the 
geometric characteristics of the equipment are the principal factors complicating this 
evaluation. More specific information is still required about scaling up spouted beds and 
using data from half-column beds to infer data for full column beds.  
The half-column technique applied for hydrodynamic evaluation of spouted beds is very 
old. Nevertheless, many authors have stated that great care must be taken in their 
application to obtain experimental data for use in representing full-column spouted bed 
phenomena. The use of optical fiber sensors is currently one of the most commonly 
recommended techniques for this type of measurement. However, measuring the particle 
dynamics by inserting optical fiber sensors may produce inaccurate results, as calibration is 
extremely difficult and the sensors may cause perturbations within the bed. 
With regard to scaling up, larger spouted beds tend to be less stable and consequently 
harder to control and operate. This issue is difficult to study using experimental techniques 
because it relates directly to constructing beds on different scales. The flexibility of 
computational fluid dynamics, allied to the reliability of the simulated results that have 
already been proven by a range of studies, can contribute to this area. It enables the analysis 
of scaling up data in different configurations and scales and using fewer experimental 
modules, making it possible to conduct studies that remain difficult in the laboratory. 
With regard to the study of fluid movement, the most recent studies of fluid mechanics are 
still based on the same Navier-Stokes equations. Although they were proposed 
approximately 200 years ago, analytical solutions for the Navier-Stokes equations are 
known for just a few cases due to the non-linear nature of the partial differential equations 
(PDAs). There is still little knowledge of analytical solutions for this mathematical class, 
making it impossible to obtain a solution for arbitrary regions and general boundary 
conditions.  These are the principal reasons why analytical evaluation of the movement of 
the fluids is very difficult. In light of this, treatments using experimental tests are 




















































	Applied Computational Fluid Dynamics
	Contents
	Preface
	Chapter 1
Computational Fluid Dynamics
	Chapter 2
A Computational Fluid Dynamics Model of Flow and Settling in Sedimentation Tanks
	Chapter 3
Advances in Computational Fluid Dynamics Applied to the Greenhouse Environment
	Chapter 4
Fluid Dynamics Analysis of a Space Vehicle Entering the Mars Atmosphere
	Chapter 5
Air Movement Within Enclosed Road-Objects with Contra-Traffica CFD-Investigation
	Chapter 6
Computational Fluid Dynamics (CFD) and Discrete Element Method (DEM) Applied to Centrifuges
	Chapter 7
CFD and Thermography Techniques Applied in Cooling Systems Designs
	Chapter 8
Computational Fluid Dynamics (CFD) Modeling of Photochemical Reactors
	Chapter 9
Aerodynamic Design of the Vertical Takeoff Hopper Concept of Future Launchers Preparatory Programme
	Chapter 10
Fluid-Structure Interaction of a Radial Turbine
	Chapter 11
Industrial Sprays: Experimental Characterization and Numerical Modeling
	Chapter 12
Multidimensional Design of Hydraulic Components and Systems
	Chapter 13
Study of an Individual Air-Conditioning Energy-Saving Equipment
	Chapter 14
Unsteady Differentiation of Aerodynamic Coefficients: Methodology and Application
	Chapter 15
Use of Fluid Dynamic Simulation to Improve the Design of Spouted Beds

