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Preface

The impact of biomarkers in present day health care system, health management and
healthy life is enormous. Clinicians need them for diagnosis, prognosis, effect of
therapeutic intervention, and most importantly, for early detection of a disease.
Pharmaceutical industries need them for new drug discovery and drug efficiency test.
Regulatory authorities need them for testing toxicity and environmental impact.
Epidemiologists need them for population screening and risk factor determination. In
post genomic era biomarkers would have a huge impact in personalized medicine and
personalized health management.

This scope of this book is not limited to just a few of the most important aspects of
biomarkers but covers wide variety of subjects, from biomarkers cancer to
neurodegenerative diseases. Chapters cover variety of aspects, from modern cell based
technologies to molecular imaging; from drug discovery to critical care prognosis. A
great amount of information is also devoted to bioinformatics and statistics. There is
an enormous potential for commercial value of biomarkers. The global diagnostic
market accounts for only 1-2% of government healthcare expense, however, it
influences on 60-70% decisions in healthcare.

My sincere thanks go to all the contributors of this book who took the extra effort
beyond their busy schedules. Last, but not least I would like to express my gratitude to
the publishing group for their tireless support.

Tapan Kumar Khan, PhD
Blanchette Rockefeller Neurosciences Institute, West Virginia University,
USA
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1. Introduction

Incidence of Colorectal Cancer: Colorectal cancer (CRC) is the third most common
neoplasm worldwide. According to the International Agency for Research on Cancer
(IARC), approximately 1.24 million new cases of CRC were detected worldwide in 2008
(Ferlay, et al, 2008). It is the third most common cancer in men (10.0% of the total) and the
second commonest in women (9.4% of the total) worldwide. IARC data have shown that
more than half of all CRC cases occur in the developed regions of the world i.e. Europe,
America and Japan (Ferlay, et al, 2008). In the European Union (EU27) alone 334,000 new
cases of CRC were detected in 2008 and approximately 38,000 people were diagnosed with
CRC in the UK alone (National UK Statistics). The incidence of CRC is on rise in Europe,
particularly in southern and Eastern Europe, where rates were originally lower than in
Western Europe (Coleman, et al, 1993 & Bray, et al, 2004). Contrary to the current trend in
Europe, the incidence rate of CRC in the USA has fallen in the last two decades (NCI-SEER,
2006). Epidemiological studies have identified that a rapid trend of “Westernization’, with
change in diet and life style has resulted in increased incidence rates of CRC in developing
countries (Marchand, et al, 1999, Flood, et al, 2000, Boyle, et al, 2008, & Ferlay, et al, 2010).
The occurrence of CRC is strongly related to age, with nearly 80% of cases arising in people
who are 60 years or older, although there has been a recent increase in incidence in people
younger than 60. The lifetime risk for developing CRC in men is 1 in 16 whereas in women it
is 1in 20 (National Statistics, UK).

2. The need for improved biomarkers

The survival and prognosis of patients suffering from CRC depends on the stage of the
tumour at time of detection. “Five year survival” significantly reduces from 93% for
localized early cancerous lesions (Dukes A) to < 15% for advanced metastatic cancers
(Dukes D). Unfortunately, approximately one third of patients with CRC have regional or
distant spread of their disease at time of diagnosis (Ferlay, et al, 2008). Currently, bowel
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cancer screening programmes in Europe use either flexible sigmoidoscopy (FS) or guaiac-
based faecal occult blood testing (FOBT) as the primary screening tool, with the current gold
standard colonic imaging modality of colonoscopy being reserved for patients testing
positive. Both primary screening tests have proven to be of benefit in reducing the death
rate from CRC in randomised controlled trials but are generally considered to lack the
desired convenience or accuracy for use as a general screening test (Hewitson, et al, 2007). A
comparative study of diagnostic sensitivities of FOBT, faecal immunochemical stool testing
(FIT), flexible sigmoidoscopy (FS), colonoscopy and CT colonography (CTC) has revealed
20%, 32%, 83.3% 100% and 96.7% sensitivity, respectively for the detection of CRC and
advanced adenomas (Graser, et al, 2009) . Endoscopic and radiological diagnostic modalities
are expensive and are associated with risks such as bleeding, infection, bowel perforation
and exposure to radiation. This explains why there is still a need for an improved, reliable,
accurate and non-invasive biomarker for colorectal cancer detection.

3. Colorectal cancer development

The development of CRC follows the sequential progression from adenoma to the
carcinoma (Vogelstein, et al, 1988). Carcinogenesis pathways for colorectal neoplasia have
become much clearer and precise in the past two decades. The common pathway for CRC
development is dependent on Adenomatous Polyposis Coli (APC) & Tumour Protein-53
(TP53) gene mutations and is initiated through WNT signalling (Segditsas, et al, 2006). In
this pathway colonic carcinoma originates from the colonic epithelium as a consequence of
accumulation of genetic alterations in the tumour suppressor gene TP53 and oncogenic APC
genes. The initial genetic alterations result in adenoma formation in which cells exhibit
autonomous growth. During the further course of carcinogenesis, intestinal epithelial cells
acquire the characteristics of invasion and the potential for metastasis. Another
carcinogenesis pathway has recently gained acceptance and is commonly named as the
serrated-neoplasia pathway. This pathway is for the most part APC and TP53 independent
and shows distinct molecular features of somatic mutations such as BRAF mutation and
concordance with high CpG islands methylation phenotype (CIMP-H), microsatellite
instability (MSI+) and MutT homologue 1 (MLH1) methylation (Casey, et al, 2005 & Spring,
et al, 2006,) . Sequential progression of colorectal neoplasia from adenoma to carcinoma
highlights that opportunities exist to improve cancer specific survival by altering the natural
course of disease development. Such interventions could potentially be chemo preventive
for high risk individuals, the early detection of colorectal neoplasia, chemotherapy to down
stage the cancer prior to surgical resection and therapy for palliation of symptoms in
advanced stage cancer. Recent advances in proteomics and genomics provide a vast amount
of information about the role of micro-molecules in several cancer related pathways. These
advances have focused on the detection of micro molecules released from tumour cells and
their utility as diagnostic biomarkers. The discovery of tumour specific microRNAs
(miRNAs) has opened a new era of biomarker research that holds great potential for future
cancer detection strategies.

4. What are MicroRNAs

MicroRNAs are single-stranded, evolutionarily conserved, small (17-25 ribonucleotides)
noncoding (Lee, et al, 1993) RNA molecules. MiRNAs function as negative regulators of
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target genes by directing specific messenger RNA cleavage or translational inhibition
through the RNA induced silencing complex (RISC) (Bartel, et al, 2004 & 2009). So far
around 1400 mature human miRNAs have been described in the Sanger miRBase version 17
(An international registry and database for miRNA nomenclature, targets, functions and
their implications in different diseases). In the database, each mature miRNA in human and
non-human species is assigned a unique identifier number for universal standardization.
For example human microRNA 21 is designated as hsa-miR-21. Table 1 summarizes the
different types of RNAs by size, mechanism of action and function in human cells.

Types of Non Size Mechanism of Action Function
Coding RNA No of
Nucleotides
MicroRNA 17-23 RNA induced silencing Translational Inhibition
(miRNA) complex (RISC)
Messanger RNA | 900-1500 Conveys genetic Protein synthesis
(mRNA) information from DNA to
the ribosomes
Small interfering  |20-25 RNA interference and Interference with gene
RNA (SiRNA) Double RNA interference related | expression
stranded pathways
Piwi-interacting  |26-31 RNA-protein complex Transcriptional gene
RNA (piRNA) formation with piwi silencing of
proteins retrotransposons and other
genetic elements in germ
line cells
Small Nucleolar  |70-200 Act as ribonucleoprotein | Chemical modifications of
RNA (SnoRNA) (RNP) complexes to guide |other RNAse,g
the enzymatic modification | methylation,
of target RNAs at sites pseudouridylation
determined by RNA:RNA
antisense interactions
Transfer RNA 73 t0 93 Transfers a specific active | Amino acid carriers and
(tRNAs) Clover Leaf |amino acid to a growing | protein synthesis during
polypeptide chain at the translation.
ribosomal site of Protein
Ribosomal RNA | 120-5050 Decode mRNA into amino | Protein synthesis in
(rRNA) acids ribosomes
Table 1.

5. MicroRNA biogenesis in human cells

MiRNAs are mostly transcribed from intragenic or intergenic regions by RNA polymerase 11
into primary transcripts (pri-miRNAs) of variable length (1 kb- 3 kb). In the nucleus Pri-
miRNA transcript is further processed by the nuclear ribo-nuclease enzyme ‘Drosha’
thereby resulting in a hairpin intermediate of about 70-100 nucleotides, called pre-miRNA.
The pre-miRNA is then transported out of the nucleus by a transporting protein exportin-5.
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In the cytoplasm, the pre-miRNA is once again processed by another ribonuclease enzyme
‘Dicer’ into a mature double-stranded miRNA. The two strands of double stranded miRNA
(miRNA/miRNA* complex) are separated by Dicer processing. After strand separation, the
mature miRNA strand (miRNA- also called the guide strand) is incorporated into an RNA-
induced silencing complex (RISC), whereas the passenger strand, denoted with a star
(miRNA*) is commonly degraded (Hammond, et al, 2000, Lee, et al, 2003, Bohnsack, et al,
2004 & Thimmaiah, et al, 2005). This miRNA/RISC complex is responsible for miRNA
function. If on miRNA cloning or array the passenger strand is found at low frequency (less
than 15% of the guide strand) it is named miR*. However, if both passenger and guide
strand are equal in distribution, then these two strands are named 3p and 5p version of
miRNA depending on their location to either 5' or 3' of the miRNA molecule. In this case
both strands can potentially incorporate in RISC complex and have a biological role.
Nevertheless, quite a few miRNA* strands are found to be conserved and play an important
role in cell homeostasis. However, only recently studies have focussed on the functional role
of the miRNA* strand. Well-conserved miRNA* strands may prove important links in
cancer regulation networks (Stark, et al, 2007, Okamura, et al, 2008, Zhou, et al, 2010 & Guo,
et al, 2010). Figure 1 illustrates the biogenesis of miRNAs in the cellular nucleous, its
transport to cytoplasm, and processing by Drosha and Dicer Enzymes. Figure 1 also
illustrates the RISC incorporation of miRNAs for functional activity in different pathways of
translational inhibition or activation.
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6. Mechanism of action & cellular function of MicroRNA

The specificity of miRNA targeting is defined by Watson-Crick complementarities between
positions 2 to 8 from the 5 primed end of miRNA sequence with the 3" untranslated region
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(UTR) of their target mRNAs. When miRNA and its target mRNA sequence show perfect
complementarities, the RISC induces mRNA degradation. Should an imperfect miRNA-
mRNA target pairing occur, translation into a protein is blocked (Bartel, et al, 2004 & 2009).
Regardless of which of these two events occur, the net result is a decrease in the amount of
the proteins encoded by the mRNA targets. Each miRNA has the potential to target a large
number of genes (on average about 500 for each miRNA family). Conversely, an estimated
60% of the mRNAs have one or more evolutionarily conserved sequences that are predicted
to interact with miRNAs (Friedman, et al, 2009). MiRNAs have been shown to bind to the
open reading frame or to the 5 UTR of the target genes and, in some cases, they have been
shown to activate rather than to inhibit gene expression (Jrom, et al, 2008). It has also
reported that miRNAs can bind to ribonucleoproteins in a seed sequence and a RISC-
independent manner and then interfere with their RNA binding functions (decoy activity)
(Eiring, et al, 2010). MiRNAs can also regulate gene expression at the transcriptional level by
binding directly to the DNA (Khraiwesh, et al, 2010) as illustrated in Figure 1.

7. Methods of MicroRNA analysis and quantification

Numerous approaches have been developed to analyze and quantify the expression of
miRNAs. A commonly adopted strategy is to perform mass scale expression
profiling/signature of miRNAs on a small cohort of patients to identify most significantly
dysregulated miRNAs. Expression profiling is usually followed by a validation of selected
miRNAs on an independent cohort by using QRT-PCR. Expression profiling has been
performed using Hybridization-Microarray, Real Time Polymerase Chain Reaction (QRT-
PCR) Array and most recently Deep-Sequencing (Meyer, et al, 2010). Most of these
approaches are developed against the gold standard ‘Northern Blotting’. Each has its
unique advantages and disadvantages, such as throughput, sensitivity, ease of use and
cost. QRT-PCR can detect very low concentrations of molecules with much superior
sensitivity and expenditure of time and money (Chen, et al, 2005). Microarray-based
techniques have the advantage of being relatively cost-effective, quick and simple to
utilize (Pradervand, et al, 2010). Ultra high throughput miRNA sequencing allows de-
novo detection and relative quantification of miRNAs, but requires a considerable amount
of time and cost for data generation and data analysis (Wang, et al, 2007). A key issue of
miRNA detection and quantification is the selection of endogenous controls for relative
quantification. In QRT-PCR based detection systems, several small nuclear and small
nucleolar RNAs (e.g. RNU6B) are recommended for normalising miRNA expression
signature/ profiles in tissues, cell lines, and human body fluids. However, RNU6B is heat
unstable and rapidly degrades resulting in poor reproducibility of experiments. That’s
why many researchers have used the invariant and most stable miRNAs as endogenous
controls (Meyer, et al, 2010). In order to overcome this problem of normalization in QRT-
PCR and other detection systems, researchers have used different statistical strategies
including: global mean expression; quantile; scaling; and normalizing factor. However,
some normalization methods have been challenged whereas others were adapted to the
specific nature of miRNA profiling experiments. At present, there is no generally agreed
normalization strategy for any of the known detection approaches. Table 2 shows the
comparison of different detection systems by practical application, throughput, cost and
time expenditure.
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Detection Systems | MicroRNA QRT-PCR | MicroRNA- MicroRNA-
Expression Profiling | Array Sequencing

Method PCR Hybridization Deep Sequencing

Initial RNA 10ng 100 ng 250ng

Concentration

Time Required < 24 hours 24-48 hours >1 week

Cost Low-medium for Pool |Low-medium for |High

Profiling. Even lower | Pool Profiling
for custom designed
individual assays.

Throughput Medium-high High Ultra-high
Utility Relative and absolute | Relative and Relative quantification
quantification of absolute of known miRNAs.
miRNAs quantification of |Identification of
miRNAs novel miRNA
sequences.
Table 2.

8. Role of MicroRNA in colorectal cancer development

MiRNAs have been shown to play an important role in colorectal cancer oncogenesis,
progression, angiogenesis, invasion and metastasis (Lee, et al, 2007, Huang, et al, 2008 & Liu,
et al, 2011). Esquela-Kerscher & Slack in their review have suggested that the dysregulation
of miRNA genes that target mRNAs for tumour suppressor or oncogenes can influence
tumourigensis (Esquela-Kerscher, et al, 2006). The miRNA expression profiling studies on
colonic tumour and adjacent normal tissue have identified several differentially expressed
miRNAs in cancerous tissue. Table 1 summarizes the relatively over-expressed and under-
expressed miRNAs studied in CRC tissue from different studies. Studies focussing on the
functional and mechanistic involvement of miRNAs in colon cancers have reported that
selected groups of distinct miRNAs are commonly and concurrently upregulated or
downregulated in colon cancer tissues and are often associated with distinct cytogenetic
abnormalities (Xi, et al, 2006, Schepeler, et al, 2008 & Schetter, et al, 2008). Table 3 shows the
summary of dysregulated miRNAs in colorectal tumour tissue compared to adjacent normal
colonic mucosa. Over expressed or under expressed miRNAs identified by two or more
studies are underlined and the miRNAs with conflicting expression levels in different
studies are identified in Bold.

Studies Downredulated miRNAs in Upregulated miRNAs in CRC
CRC tissue tissue

Michael, et al, 2003 |let-7, miR-16, miR-24,
miR-26a, miR-102,
miR-143, miR-145,
miR-200b
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Studies

Downredulated miRNAs in
CRC tissue

Upregulated miRNAs in CRC
tissue

Volinia, et al, 2006

let-7a-1, miR-9-3, miR-23b, miR-
138, miR-218

miR-16, miR-17-5p, miR-20a,
miR-21, miR-29b ,miR-141, miR-
195, miR-199a

Xi, et al, 2006

let-7b, let-7 g, miR-26a , miR-
30a-3p, miR-132, miR-181a,
miR-181b, miR-296, miR-320,
miR-372

miR-10a, miR-15b ,miR-23a,
miR-25, miR-27a, miR-27b, miR-
30c, miR-107, miR-125a, miR-191,
miR-200c, miR-339

Bandrés. et al, 2006

miR-133b, miR-145

miR-31, miR-96, miR-135b, miR-
183

Akao, et al, 2006

miR-143, miR-145, let -7

Nakajima, et al,
2006

let-7 g, miR-181b, miR-200c

Lanza, et al, 2007

miR-17-5p, miR-20, miR-25, miR-
92, miR-93-1, miR-106a

Rossi, et al, 2007

miR-200b, miR-210 , miR-224

miR-19a, miR-20, miR-21, miR-23a,
miR-25, miR-27a, miR-27b, miR-
29a, miR-30e, miR-124b, miR-132,
miR-133a, miR-135b, miR-141,
miR-147, miR-151, miR-152, miR-
182, miR-185

Slaby, et al, 2007

miR-31, miR-143, miR-145

miR-21

Monzo, et al,
2008

miR-145

miR-17-5p ,miR-21, miR-30c, miR-
106a, miR-107, miR-191, miR-221

Schepeler, et al,
2008

miR-101, miR-145, miR-455,
miR-484

miR-20a, miR-92, miR-510, miR-
513

Schetter, et al,

miR-20a, miR-21, miR-106a, miR-

2008 181b, miR-203
Arndt, et al, 2009 miR-1, miR-10b, miR-30a-3p, miR-17-5p, miR-18a, miR-19a
miR-30a-5p, miR-30c, miR-125a, | miR-19b, miR-20a, miR-21,
miR-133a, miR-139, miR-143, miR-25, miR-29a, miR-29b,
miR-145, miR-195, miR-378%, miR-31, miR-34a, miR-93, miR-
miR-422a, miR-422b, miR-497 95, miR-96, miR-106a, miR-106b,
miR-130b, miR-181b, miR-182,
miR-183, miR-203, miR-224
Slattery, et al, 2011 | miR-143, miR-145, miR-192, miR-21, miR-21* miR-183, miR-

miR-215

92a, miR-17, miR-18a, miR-19a,
miR-34a

Table 3.




8 Biomarker

9. The use of circulating satellite MicroRNA for colorectal cancer detection

Recent work by Mitchell & Gilad (Mitchell, et al, 2008 & Gilad, et al, 2008) has identified the
presence of cancer related miRNAs in the body fluids of patients with different body organ
cancers. These tumour-derived miRNAs are present in human serum or plasma in a
remarkably stable form and are protected from endogenous ribonuclease activity. Given
that aberrantly expressed miRNAs in CRC tissue are secreted into blood, circulating
miRNAs can potentially serve as non-invasive markers for CRC detection. In 2008, Chen
and colleagues used high-throughput sequencing technique and compared the miRNA
expression profiles of patient with CRC and healthy controls (Chen, et al, 2008). MiRNA
expression profiles of CRC and healthy controls were significantly different. However, more
than 75% of the aberrantly expressed miRNAs, detected in the serum of CRC patients were
also present in the serum of patients with lung cancer. A similar trend was also observed in
another study where expression profiles generated from plasma of breast cancer patients
were compared with colorectal cancer and other solid organ cancers (Heneghan, et al, 2010).
Identification and quantification of cancer related circulating miRNAs are associated with
challenges in terms of sample preparation, experimental design, and pre-analytic variation,
selection of diagnostic miRNAs, data normalization and data analysis. Meyer & Kroch
(Meyer, et al, 2010 & Kroh, et al, 2010) have recently addressed many of these obstacles and
provided a guide for effective strategies to overcome these issues.

Preliminary studies (Ng, et al, 2009, Pu, et al, 2010 & Cheng, et al, 2011) suggest that
colorectal tumour derived miRNAs are present in the circulation at detectable levels and can
used as potential biomarkers for colorectal neoplasia detection. These studies used either
whole plasma or total RNA extracted from a defined amount of plasma samples collected
from healthy controls and diseased patients. QRT-PCR based detection systems were
applied to detect selected circulating miRNAs. Selection of miRNAs was based either on
results of plasma miRNA expression profiling experiments performed on relatively small
cohorts of healthy and diseased patients or highly up regulated miRNAs in CRC tissue.
Table 4 summarizes the sensitivity and specificity of different miRNAs investigated for their
utility as biomarkers. Results of these studies are very encouraging due to the high
sensitivity for detection of CRCs and adenomas. The accuracy of miRNA based detection
modalities is much higher than stool based detection modalities and may be comparable
with endoscopic modalities. Furthermore, the ability to detect adenomas highlights the
potential role of circulating miRNAs in bowel cancer screening. Therefore, in addition to a
stand alone blood test for CRC, a miRNA based blood assay can be used as a replacement of
FOBT in bowel cancer screening programmes. With its higher sensitivity and specificity, it
may prove cost effective and help reduce the need for unnecessary colonic investigations.
Table 4 shows the comparison of sensitivity and specificity of different miRNAs for their
utility as biomarkers for detection of adenocarcinoma and adenoma*. QRT-PCR based
quantification of miRNAs has been the preferred method of study in the majority of these
studies.

Though the analysis of circulating miRNAs in CRC patients has identified several diagnostic
miRNAs, their diagnostic accuracy is still questionable. This is due to overlapping miRNA
expression with other cancers, non-cancerous conditions and variability of individual
miRNA expression with stage and grade of tumour. It is possible that common
carcinogenesis-related miRNAs are shared by different types of tumours and investigators
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Tissue Studies Participants Target Diagnostic Accuracy
Type MiRNAs Sensitivity | Specificity
% %
CRC (n=103) | miR-221 86 41
I‘f{:;ifa Pu, et al, 2010
Controls (n=37)
CRCILIV  (n=102) | miR-141 66.7 80.8
Cheng, et al,
2011 Controls (n=48)
CRC (n=90) |miR-17-3p | 64 70
Ng, et al, -
Plasma 2009 Controls (n=40) | miR-92 89 70
RNA
CRC (n=100) | miR-29 69 89.1
Huang, etal, | Adenomas* (n=37) 62.2* 84.7*
2010 miR-92a 84 71
Controls (n=59)
64.9% 81.4*
Table 4.

are detecting cancer-related but not tissue specific miRNAs. Another explanation of the
findings is that the detection of miRNAs released into the circulation originates in immune
cells which occur as a result of a systemic immune response generated by the tumour
causing abnormal proliferation of colonic cells (Dong, et al, 2011). This might also explain
the finding of commonly dysregulated miRNAs in patients with CRC and Ulcerative Colitis
(Pekow, et al, 2011). Furthermore, studies to date have focused on measuring the circulating
levels of either single miRNAs or a subset of the known miRNAs. Due to the above reasons,
a single miRNA based detection strategy would be rather ineffective whereas a CRC tissue
specific expression signature generated from plasma or serum of patients with CRC and
adenoma could be more informative and accurate.

The recent discovery of exosome mediated transport of cancer related miRNAs into the
circulation, has shifted the focus of miRNA studies towards the isolation of tissue specific
circulating exosomes and their encompassed miRNAs. Exosomes are membrane bound
small vesicles (20 to 100 nm in diameter) of endocytic origin and are released by a variety of
cells in both healthy and disease conditions (Théry, et al, 2002 & Keller, et al, 2006).
Exosomes correspond to the internal vesicles of multivesicular bodies (MVBs) and are
released in the extracellular environment upon fusion of MVBs with the plasma membrane
(Théry, et al, 2002 & Cocucci, et al, 2009). Since exosome formation includes two inward
budding processes, exosomes maintain the same topological orientation as the cell, with
membrane proteins on the outside and some cytosol on the inside. Exosomes contain
cytoplasmic proteins, miRNAs and mRNA transcripts (Valadj, et al, 2007).

The topical orientation of exosomal membrane may help in identification of their source by
using surface antigen directed antibodies e.g. anti-MHCIIL. One drawback of this isolation
method is that unless all the exosomes contain the specific surface antigen used for the
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isolation, only a fraction of the exosomes will be isolated. Circulating exosomes can also be
isolated based on their size, density and surface proteins. A commonly used method of
purifying exosomes involves removal of cells and debris with either a filtration process or
by a series of centrifugations (differential centrifugation), followed by a final high speed
centrifugation (ultracentrifugation) to pellet the exosomes. Exosomes have a specific density
and can be purified by floatation in a sucrose density gradient or by sucrosedeuterium oxide
(D20) cushions. Another purification method is based on exosome size and utilizes
chromatography. The size and characterisation of exosomes is performed by using
transmission electron microscopy, immune-electronmicroscopy, flow cytometry and
dynamic light scattering. Table 5 summarizes the exosome isolation and characterisation
methods used by different groups to analyse exosomes specific to colorectal cancer cells and
methods of isolation of circulating exosomes for miRNAs analysis for other cancers
(Simpson, et al, 2009). There is, however, a growing need for a fast and reliable method that
yields a highly purified exosome fraction.

Based on this immunoaffinity strategy, several groups have isolated exosomes from the
blood of patients with different cancers and have performed miRNA expression profiles on
the total RNA isolated from these purified and probably tumour specific exosomes (Taylor,
et al, 2008, Logozzi, et al, 2009 & Rabinowits, et al, 2009). Patients with cancer are found to
have relatively higher quantities of exosome and encompassed miRNAs in the circulation
Rabinowits, et al, 2009). The analysis of miRNAs extracted from circulating exosomes in
patients with ovarian cancer, has been proven to be equivalent to ovarian tissue biopsies
Taylor, et al, 2008). By using a similar approach of isolation and analysis, exosomal miRNAs
in colorectal cancer can be evaluated for their diagnostic accuracy and may prove a
breakthrough diagnostic modality.
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Isolation and Characterisation of Colorectal Cancer Cell line Exosomes

Studies

Colorectal
Cancer Cell
lines

Isolation method

Characterisation and Validation of
Exosome

Huber, etal, |[SW403 Differential Transmission Electron Microscopy
200599 1869col Centrifugation Immune Electron Microscopy
CRC28462 Fluorescence-activated cell sorting
(FACS)
Western Blotting
Mathivanan, et | LIM1215 Filtration, Transmission Electron Microscopy
al, Diafiltration (5K) Immune Electron Microscopy
201070 Ultracentrifugation | Western Blotting
Immuoaffinity
Choi, et al, HT29 Differential Transmission Electron Microscopy,
200771 Centrifugation Western Blotting
Diafiltration(100k)
Density Gradient
van Nigel, et | HI29-19A Differential Transmission Electron Microscopy,
al, 200172 T84- Centrifugation Immune Electron Microscopy
DRB1*0401/ | Density Gradient Western Blotting
CIITA

Isolation and Characterisation

of Circulating Exosomes for MicroRNA Analysis

Studies Cancer Type |Isolation Method Specific Method/ Technique
Logozzi, et al, |Malignant Ultracentrifugation |400x g 20 min isolate plasma
200973 Melanoma and filtration 1,200x g20 min

10,000x g 30 min and filter through
0.22um filter
1,00,000x g 60 min

Rabinowits, Lung Cancer |Immunoaffinity anti-EpCAM coated Immunobead
et al, 200974 Ultracentrifugation

Taylor, etal, |Ovarian Immunoaffinity anti-EpCAM antibody coated
200875 Cancer Ultracentrifugation |Immunobead

Table 5.

10. The use of stool MicroRNAs for detection of colorectal neoplasia

Colonic epithelium is the most dynamic cell population of the human organism. Highly
differentiated colonocytes are continuously shed into the colon of healthy individuals and




12 Biomarker

patients with CRC (Brittan, et al, 2004 & Loktionov, et al, 2007) . It is presumed that
exfoliated colonocytes from healthy colon and neoplastic lesions carry important genetic
and epigenetic information that could be utilized for subsequent testing, such as the
detection of mutant genes or dysregulated mRNAs, proteins and miRNAs (Loktionov, et al,
2009). It is proposed that even small neoplastic loci can alter colonic cell exfoliation rate and
may lead to early detection of these lesions (Loktionov, et al, 2007). The effectiveness of an
exfoliated colonocyte based detection system requires an efficient isolation of colonocytes
while minimizing the amount of background faecal debris. In order to achieve maximum
retrieval of colonocytes, strategies that have been employed include density gradient
centrifugation and/or immunoaffinity on either homogenized stool samples or scrapings
from the stool surface (Loktionov, et al, 2007). However, cell yields are generally very low,
often with conspicuous background debris, which makes cell identification difficult and
time consuming (Deuter, et al, 1995). Consequently, such preparations would be unsuitable
for high-throughput population screening programs (White, et al, 2009). Furthermore,
colonocytes shed from a proximal colonic region travel a longer distance and are more
exposed to cytolytic agents, thus making them less likely to be preserved and sampled. If
this does prove to be a common problem, stool miRNA markers for right-sided CRC will be
less effective. There is evidence, from the work of Koga and Colleagues (Koga, et al, 2010)
that this is indeed the case. In this study immunomagnetic beads were conjugated with
EpCAM monoclonal antibody to isolate colonocytes from stool. Despite the selection of two
highly up regulated miRNAs in CRC cells, the sensitivity of detection was approximately
70% as shown in table 6. However, the detection rate for left sided colonic and rectal tumour
was significantly higher, suggesting the potential utility of exfoliated colonocytes based
miRNA assay as an alternative to flexible sigmoidoscopy. It is well established that
profound deregulation of apoptosis is a characteristic feature of cancer. As a result of
apoptosis, tumour specific proteins and genetic information i.e. DNA, RNA and miRNA are
released into the lumen of colon (Ahlquist, et al, 2010). Stool environment is much more
complex and hostile than plasma, and human RNA are rapidly degraded and only
constitute <1% of total stool RNA (Ahlquist, et al, 2010). In contrast with the fast
degradation of mRNA, human miRNAs are packed in micro vesicles and are well protected
from degradation. The available data indicates that stool miRNA analysis can distinguish

Tissue Type | Studies Participants Target Diagnostic Accuracy
MiRNAs Sensitivity | Specificity
% %
. Koga ,et a]l CRC (n= 197) miR-17-92 69.5 81.5
Exfoliated 2010 Control  (n=119)
Colonocytes miR-135 462
95
CRC (n=10)
Link, et al, miR-21 Distinguished adenomas
Faeces 2010 Adenoma  (n=9) and carcinomas from
miR-106 healthy controls ’<0.05
Control (n=10)

Table 6.
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adenoma and carcinoma from healthy controls (Link, et al, 2010). The detection of miRNAs
in stool specimens requires efficient protocols for stool preparation, stool miRNA extraction
and quantitative analysis (Ahmed, et al, 2009). The utility of stool miRNAs as a biomarker is
still in its infancy; further studies of stool miRNA are needed on larger cohorts to validate its
diagnostic accuracy.

In summary, systemic and faecal miRNAs can accurately correlate with disease status and
can potentially be used for colorectal cancer detection and screening. Detection of colorectal
cancer based on miRNA expression analysis requires extensive pre analytical considerations
for sample selection & processing, isolation of miRNAs, the method of expression analysis,
selection of endogenous controls for normalisation and data analysis. Studies performed so
far have shown great promise for miRNA based detection of colorectal carcinoma and
adenoma. There is, however, a further need to develop and evaluate miRNA based assays
before their clinical application.
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1. Introduction

Epigenetics is characterized as hereditary changes in gene activity and expression that occur
without alteration in DNA genomic sequence. It is known that epigenetics corresponds
basically by two majority modifications: DNA methylation and histone modifications.
Epigenetics events are reversible without primary DNA base sequence changes, resulting in
possible modulation of the gene expression. The accurate DNA modifications and chromatin
changes are important to normal embryonic development, to correct tissue cells
differentiation, to precise cell cycle progression and cell death control. However, since
epigenetics is also crucial to regulate gene expression, uncontrolled and/or incorrect
modifications can unbalance the genetic expression profile and result in cellular
transformation from normal to malignant cells.

The development of cancer cell is frequently associated with sequential of genetic and/or
epigenetics hits, resulting in loss- or gain-of-function in genes, which leads to cell
transformation. At a glance, aberrant global levels of histone modifications as well as
incorrect methylation gene promoter may lead to the silencing of tumor suppressor genes
and the activation of proto-oncogenes. Recently, many studies have revealed how
epigenetics regulation has an implication in the identification of new biomarkers and the
development of new therapies at several types of cancers. Moreover, nowadays, a series of
identified epigenetics changes have been used as markers for cancer progression and for
given prognostic value.

The field of cancer epigenetics is evolving rapidly in many aspects. In myelodysplastic
syndrome (MDS), some research groups have been showed the importance to study
epigenetic alterations as new diagnostic, prognostic and risk stratification biomarkers. The
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MDS comprises a heterogeneous group of clonal bone marrow disorders characterized by
varying degrees of pancytopenia, morphological and functional abnormalities of
hematopoietic cells and increased risk of transformation into acute myeloid leukemia. This
hematologic malignancy became a model to study the genetics and epigenetics changes
involved in development stages of leukemia and it is considered a model study to
tumorigenesis. MDS is viewed as a disease of adults, particularly the elderly. Pediatric MDS
is an uncommon disorder, accounting for less than 5% of hematopoietic malignancies. Some
studies in children showed that MDS appears with distinct clinical and laboratory
characteristics when compared with adults, which may reflect special biological issues of
MDS during childhood. There are different pathways involved in the pathogenesis of MDS.
Due to the MDS heterogeneity, little is known about the molecular basis of MDS in adults
and mainly in pediatric patients. Identification of the underlying genetic and epigenetic
alterations in MDS may promote proper classification and prognostication of disease and,
eventually, the development of new therapies. An important point in the epigenetic studies
is the introduction of new forms of treatment for MDS patients. It is well documented that
hematopoetic stem cell transplantation (HSCT) is, until now, the only curative treatment for
MDS, both in adults and in children, but relapse after HSCT is the major cause of treatment
failure in advanced stages. Other important factors in HSCT are the necessity of
histocompatibility of donor cells and the age of the patients, sometimes limiting the use of
this treatment. Thus, it is extremely important detecting biomarkers of disease evolution,
especially those involved in epigenetic modifications, because news forms of treatment, as
the use of hypomethylation agents, can be introduced as a better treatment option.

This chapter will review the advances in the study of epigenetics in cancer, the discovery of
new epigenetic biomarkers and the development of therapeutic strategies using
hypomethylation drugs. We will focus the advances in the epigenetic field using the
myelodysplastic syndrome as a model, since it was demonstrated the importance of
epigenetics alterations in the pathogenesis of this disease. Finally, we will describe the
importance of statistical methods to aid the analysis of new diagnostic and prognostic
epigenetic biomarkers.

2. The role of epigenetics in cancer

Epigenetics alterations have been growing as a promisor tool to understand cancer
development, for better clinical therapy management, to identify new cancer biomarkers,
which can help in monitoring disease evolution. It is known that epigenetics corresponds
basically by two majority modifications: DNA methylation and chromatin modifications.

DNA methylation is a covalent modification of the cytosine ring 5 position of a CpG
dinucleotide, whereby a methyl group is deposited on carbon 5 of that ring using S-
adenosyl methionine as a methyl donor. This transfer of methyl group is a replication-
dependent reaction catalyzed by DNA methyltrasferases (DNMTs) (Figure 1).

Humans DNA methyltransferases are represented basically by three proteins: DNMT1,
DNMT3A and DNMT3B. In general, DNMT1 are preferentially responsible for the
methylation of one strand of DNA using as reference the other strand already methylated,
mechanisms known as de novo methylation. This DNA hemi-methylation activity is
important to maintain the methylation profile of genomic DNA cells during cellular
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Fig. 1. DNA methylation. (A) Methyl radical transference from SAM (S-adenosyl-I-
methionine) to 5t carbon of aromatic ring of cytosine nucleotide mediated by DNMT (DNA
methyltransferase). (B) DNA sequence indicating that only cytosines before guanine will be
methylate (red arrows). This cytosine/guanine in the methylation studies is also known as

CpG and the concentration of CpG in some region of DNA sequence is known as CpG
Island.

division. DNA hemi-methylation promoted by DNMT1 is crucial for initial stages of
embryonic development and cell survival. In other hand, DNMT3A and DNMT3B play
essential role for DNA hemi-methylation or unmethylated with the same level. Catalytic
methyl-transferase of DNMT3A or DNMT3B is mainly promoted in cytosine preceded by
guanine at the CpG dinucleotide. DNA methylation is a no random phenomenon. It
normally occurs at the CG rich DNA sequences (the CpG islands) at promoter regions
(Robertson et al., 1999; Tabby & Issa, 2010; Worn & Gulberg, 2002).

DNA methylation is frequently associated to transcriptional gene repression. It has been
suggested that repression occurs by physically interfering in transcriptional factors binding
at gene promoter regions, modified by 5-methylcitosine or by recruiting methylated-DNA
binding domain (MBD) proteins that block an original site of transcriptional factor. In
addition, MBD proteins are frequently found associated with histone deacetylases.
Physiological DNA methylation has been shown important to regulate genetic expression
during embryonic development, genomic imprinting, X chromosome inactivation and
cancer (Worn & Gulberg, 2002).

Chromatin is defined by a DNA and DNA-associated proteins, known as histones, in which
genomic eukaryotic DNA is packaged. The basic unit of chromatin is called nucleosome,
which is composed of a small DNA sequence, approximately 147 bases pairs, wrapped on
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protein octamer of the four core Histones (H2A, H2B, H3, and H4) and linker Histone H1.
Epigenetics regulation involving chromatin comprises the post-translational modifications
of histone protein tails. Depending on the kind of histone alteration, chromatin becomes
compressed or weakens, which results in repression or permission to gene expression
respectively. The histone complexes can be heterogeneous post-translational modified; it
comprises methylation, acetylation, phosphorylation and ubiquitinylation. These distinct
levels of combinatory histone modifications possibilities lead to regulation of gene
transcription, a process called “histone coding”. These histone changes are promoted by a
series of distinct proteins, such as histone acetyl transferases (HAT), histone deacetylases
(HDAC) and Polycomb group (PcG) proteins (Marks & Dokmanovic, 2005). The HAT and
HDAC catalyze the transference of acetyl radical to histone tails (Kleff et al., 1995).
Commonly, chromatin acetylation promotes the transcription factors access to DNA
consensus sequences. Therefore, chromatin acetylation is frequently related to increase of
transcriptional gene activity (Figure 2). Acetylation is not a random event and occurs in H3
and H4 tails, mainly on lysine residue, such as H3K4 and H3K14 (Agalioti et al., 2002).

ACETYLATION METHYLATION

Fig. 2. Chromatin structure and histone tails modifications. Two mainly chromatin
modifications, acetylation (AC) and methylation (MET). Acetylation is direct related to loose
of chromatin compression which allows transcriptional factors access to DNA molecule and
transcript its target gene. Methylation of histone tails is associated to chromatin compression
and, as consequence, block the transcriptional factors access.

Among chromatin modifiers, Polycomb Group (PcG) proteins have been established as
classical players of epigenetics regulation. PcG genes were discovered at experiments of
mutations in Drosophila development (Lewis, 1978). In these studies, PcG proteins were
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found to control the activities of homeotic genes, which determine segmentation and
structures body during development (Ingham, 1985). Several PcG orthologues genes were
found in humans (van Lohuizen et al., 1991). PcG proteins are subdivided into two classes
designed as Polycomb Repressive Complex: PRC1 and PRC2. The number of PcG proteins
suggests a greater complexity of functions on the chromatin regulating. In this context, PcG
have been reported to act in a myriad of histone modifications such as, ubiquitylation,
sumoylation and methylation (Margueron & Reinberg, 2005). PcG proteins perform a critical
role in gene regulation. PCR2 and PCR1 are considered to be involved in the initialization
and maintenance of the repression of the gene transcription, respectively. PCR2 comprises
the core components enhancer of zeste-2 (EZH2), embryonic ectoderm development (EED),
and suppressor of zeste 12 (SUZ12), while PCR1 consists in a ring finger protein 1 (RING1),
B lymphoma Mo-MLV insertion region 1 (BMI1) and chromobox homologue 2/4/8
(CBX2/4/8). EZH2 is the catalytic subunit of PRC2. It is a highly conserved histone
methyltransferase that targets lysine 27 of histone H3. This methylated H3-K27 is usually
associated with silencing of genes involved in differentiation. In addition, EZH2 is required
for DNA methylation of EZH2- target promoters, serving as a recruitment platform DNA
methyltransferases. SUZ12 is a recently identified PcG protein that, together with EED, is
essential to maintaining the repressive function of PRC2. RINGI catalyzes the mono
ubiquitylation of histone H2A at lysine 119. The H2AK 119 ubiquitylation likely increases
chromatin compaction and, thus, interferes with the access or action of transcription factors.
BMI 1 is mostly detected in stem cells and progenitors and takes part in stem cell
proliferation and self-renewal (Bantignies & Cavalli, 2006; Levine et al., 2004; Rajasekhar &
Begemann, 2007).

Cancer development is a consequence of multi-step molecular and cellular events that
transform normal to malignant cell. During this process genetic and epigenetic alterations
are involved. In recent years, several studies have indicated how epigenetics regulation has
an implication in the identification of new biomarkers and the development of new
therapies in a majority of cancers. Several evidences of oncogenes and tumor supressor
genes DNA methylation indicated the importance of these epigenetics changes under
expression control. DNA hypomethylation was directly related to the overexpression of Raf,
c-Myc, c-Fos, c-H-Ras and c-K-ras oncogenes and tumor liver formation (Rao et al., 1989).
Hypermethylation of tumor suppressor genes has also been demonstrated. For example,
DNA methylation interferes in the expression of key cell cycle checkpoints genes: p16/NKé4,
p15INK4E, Rb, p144RF, These are the most studied genes used to correlate methylation and cell
cycle control in several cancer types (Esteller, 2011). DNA or chromatin epigenetic
alterations have been directly related to molecular changes to cancer development. Some
epigenenetic modifications have been usefulness as biomarkers to aid in the clinical-
therapeutic decision. For instance, APC and GSTP1 gene methylation and
H3K4me/H3K4me2/H3K18Ac chromatin modifications have been used to predict response
to therapy and prognostic information in prostate cancer (Henrique & Jerénimo, 2004;
Jerénimo et al., 2011).

The potential reversibility of epigenetics states offers exciting opportunities for new cancer
drugs that can reactivate epigenetically silenced tumor-suppressor genes. Blocking either
DNA methyltransferases or histone deacetylase activity could potentially inhibit or reverse
the process of epigenetic silencing (Kelley et al., 2010). DNA demethylating drugs (DMI), as
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5-azacytidine and 5-aza-2'-deoxycytidine, have been indicated as a promising new treatment
for cancer (Streseman & Lyko, 2008). Histone deacetylase inihibitors (HDACs) have also
been analyzed at clinical protocols for solid tumors (breast, non-small lung cells, prostatic
cancer) and mainly for hematological malignancies (myelomas, leukemias and
myelodysplastic syndrome) (Ellis et al., 2009; Graham et al., 2009; Hrebackova et al., 2010;
Razak et al., 2011). In figure 3, we can see that the epigenetic therapy can “re-programmed”
gene expression patterns.
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Fig. 3. Epigenetic therapy acting in the effects of DNMT or HDAC. Inhibitors of DNMT
(DNA methyltransferase) or HDAC (histone deacetylases), as DMI (DNMT inhibitor) and HDI
(Histone Deacetylase Inhibitor), respectively, induce the reprogramming expression by
chromatin decompression. In summary, these inhibitors act mainly cell-cycle, apoptosis and
differentiation related genes.

3. Myelodysplastic syndrome

The primary myelodysplastic syndrome (MDS) comprises a heterogeneous group of clonal
bone marrow disorders, characterized by abnormal cellular morphology (dysplasias) and
defects in the normal differentiation and prolileration of hematopoietic precursors. These
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defects result in ineffective hematopoiesis (bone marrow failure) and an increased risk of
transformation into acute myeloid leukemia (AML) (Davids & Steensma, 2010; Jadersten &
Hellstrom-Lindberg, 2008). MDS is viewed as a disease of adults, particularly the elderly.
Pediatric MDS is an uncommon disorder, accounting for less than 5% of hematopoietic
malignancies (Elghetany, 2007; Niemeyer & Baumann, 2008). The primary MDS presents a
natural history since an indolent disease with long time of duration to a rapid progression to
AML in few months (Nishino & Chang, 2005). The diagnosis is done initially by the
hemogram indicating one or more cytopenias in peripheral blood like anemia, neutropenia
and thrombocytopenia. The analysis is performed by the myelogram and bone marrow
biopsy to identify dysplastic cells, the possible presence of blasts, characterizing later stages
of the disease, and the presence of abnormal localization of immature precursors (ALIP).
The bone marrow of MDS patients is usually hypercellular or normocellular, but there are a
small number of cases with hypocellular bone marrow. In cases where bone marrow is
hypocellular, it is recommended to perform differential diagnosis of severe aplastic anemia
(SAA) and paroxysmal nocturnal hemoglobinuria (PNH). In these cases, important
diagnostic tools, like the cytogenetics and the immunophenotyping, aid this diagnosis
(Bennett & Orazi, 2009; Wong & So, 2002). The apparent paradox of hypercellular bone
marrow and peripheral blood cytopenias was clarified by studies showing that MDS
patients have increased rates of apoptosis in bone marrow in early stages of the disease
(Parker et al., 2000).

The primary MDS diagnosis is considered a difficult clinical practice, because there are
several clinical manifestations which may present a clinical and histological picture quite
similar to MDS, such as nutritional deficiencies, infections and congenital conditions. It is
necessary a differential diagnosis, where the presence of cytogenetic clonality helps in the
diagnosis of primary MDS and contributes for the prognosis (Haase et al., 2007; Olney & Le
Beau, 2009; Solé et al., 2005; Tiu et al., 2011). Nevertheless, there are cases with normal
karyotype, so it is important to characterize molecular biomarkers to aid the MDS diagnosis.
Because the primary MDS is a disease extremely heterogeneous, the definition of prognostic
factors are often difficult. Thus, in the later years, it has been extensively discussed the
classifications and prognostic scales for adult and pediatric patients.

3.1 Classifications and prognostic scores systems in myelodysplastic syndrome

Until 1980, the MDS included a variety of hematologic abnormalities classified as
syndromes or pre-leukemic states. However, these denominations were unsatisfactory, not
grouping all the patients who showed an ineffective hematopoiesis and not progressed to
acute leukemia, occurring complications because of the cytopenias leading to death. The
term “pre-leukemia” disappeared and the term myelodysplstic syndrome became widely
accepted in 1982 with the FAB classification.

3.1.1 FAB classification

In 1982, the FAB group (French, American and British group) proposed a classification for
primary MDS into five subgroups: refractory anemia (RA), refractory anemia with ringed
sideroblasts (RARS), refractory anemia with excess blasts (RAEB), refractory anemia with
excess blasts in transformation (RAEB-t) and chronic myelomonocytic leukemia (CMML).
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This classification was based on morphological characteristics and the percentage of blasts
in the bone marrow and peripheral blood (Table 1) (Bennett et al., 1982).

Blast cells (%)

Auer

Monocytes (ul) | Ringed Sideroblasts rods

Subgroup peripheral blood (%) bone marrow peripheral bone bone

blood marrow | Marrow
RA No <15 <1 <5 No
RARS No >15 <1 <5 No
RAEB No No <5 5-20 No
RAEB-t No No >5 20-30 |Yesor No

CMML > 1000 No <5 <20 No

Table 1. Classification of Myelodysplastic Syndrome according to the FAB Group in 1982.

As we can notice, this classification suggests multiple steps during the evolution from MDS
to acute leukemia, being the initial stages the RA and RARS and the advanced stages the
RAEB, RAEB-t and CMML. Since it was introduced, several studies have shown the
usefulness of the FAB classification, both for monitoring a large number of patients with
primary MDS, allowing comparisons between different studies, as for the treatment of
patients. However, to determine a precise prognosis this classification still has some
problems especially within initial subgroups, RA and RARS. The term "refractory anemia" is
not always adequate, and anemia is only one of the three cytopenias in MDS. The CMML
presents features of MDS and myeloproliferative diseases, so their inclusion in MDS
classification has been discussed in more recent classifications like the World Health
Organization (WHO) (Harris et al., 2000; Malcovati & Nimer, 2008).

3.1.2 WHO classification

The classification of the World Health Organization (WHO) was established in 2000 and
used many concepts and definitions of the FAB classification and also the knowledge of the
cytogenetic and molecular features to improve the definition of subgroups, as well as
clinical relevance in order to improve diagnostic criteria and improve the prognosis
definition (Harris et al., 2000). The main difference between the two classifications is the
disappearance of the subgroup RAEB-t, considered the evolution to AML from 20%of blasts
in the bone marrow. The classification system proposed by WHO was reviewed in 2008 and
consider the subgroups described in Table 2. In this new classification the subgroup CMML
is regarded as a myeloproliferative disorder. The WHO categories have several important
clinical implications (Brunning et al., 2008). Patients with unilineage dysplasia have a
favorable outcome compared to patients with multilineage dysplasia (Jadersten &
Hellstrom, 2008). The presence of del(5q) strongly correlates to the probability of response to
lenalidomide (Oliva et al., 2010).
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Subgroup

Peripheral Blood

Bone marrow

Refractory cytopenias
with unilineage
dysplasia (RCUD)

Unicytopenia or
bicytopenia;
No or rare blasts (<1%)

Unilineage dysplasia;

>10% of the cells of the affected lineage

are dysplastic; <56% blasts;
<15% ring sideroblasts

Refractory anemia

Erythroid dysplasia only;

with ring sideroblasts ﬁgiﬁ ;’.S <5% blasts;
(RARS) >15% ringed sideroblasts
. Dysplasia in 210% of cells in two or

. Cytopenia(s); . ;

Refractory cytopenia 0 more myeloid lineages;
. s or rare blasts (<1%); o
with multilineage <5% blasts;
No Auer rods;

dysplasia (RCMD)

monocytes <1 x 109/ L

No Auer rods;
*15% ring sideroblasts

Refractory anemia
with excess blasts-1
(RAEB-1)

Cytopenias;

<5% blasts;

No Auer rods;
monocytes <1 x 10°/ L

Unilineage or multilineage dysplasia;
5-9% blasts;
No Auer rods

Refractory anemia
with excess blasts-2
(RAEB-2)

Cytopenias;

5-19% blasts;

+ Auer rods;
monocytes <1 x 10°/ L

Unilineage or multilineage dysplasia;
10-19% blasts;
* Auer rods

Normal to increased megakaryocytes

Anemia; with hypolobated nuclei;
Svndrome 5a- No or rare blasts (<1%); |<5% blasts;
y 4 Platelet count usually  |Isolated del(5q) cytogenetic
normal or increased abnormality;
No Auer rods
. Dysplasia in <10% of the cells in one or
ISVIZSSO?’;PIEISUC Cytopenias; more myeloid lineages;
Yy ’ Blasts <1% <5% blasts;

unclassified (MDS-U)

No Auer rods

Table 2. The WHO 2008 Classification of MDS.

3.1.3 Classification of myelodysplastic syndrome in childhood

Some studies have shown differences in morphological, cytogenetic, molecular and clinical
manifestations of primary MDS in childhood that affect their inclusion in traditional
classification systems (FAB and WHO), based mainly on adult patients. The rarity of
childhood MDS and the heterogeneous nature of the disease have further contributed to the
difficulties in classifying this disease (Hasle &Niemeyer, 2011). In 2003, Hasle and
colleagues proposed a pediatric approach to the WHO classification of myelodysplastic
syndrome: 1- MDS occurring both “de novo” and secondary, including the subtypes
refractory cytopenia (RC), RAEB, and RAEB-t; 2- a group of myelodysplastic/
myeloproliferative disorders with Juvenile Myelomonocytic Leukemia (JMML) as the most
common disorder of this category; 3- myeloid leukemia of Down syndrome (DS), a disease
with distinct clinical and biological features, encompassing both MDS and AML. In this
classification, the minimal diagnostic criteria are: unexplained cytopenia (neutropenia,
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thrombocytopenia or anemia), at least bilineage morphologic myelodysplasia, acquired
clonal cytogenetic abnormality in hematopoietic cells and blast cells number 25%. However,
this classification has also been widely discussed because not all patients have chromosomal
abnormalities, especially in the early stages of the disease (Niemeyer & Baumann, 2008).
And in 2009, JMML was considered a myeloproliferative disorder (Hebeda & Fend, 2009).

3.1.4 Prognostic score system in myelodysplastic syndrome

Parallel to the improvement of classification systems, due to the large variability in survival
within the same subgroup of primary MDS, it was necessary to develop score systems for
prognostic stratification of risk groups, assisting the choice of treatment. The score system
for risk groups most widely used for primary MDS is the International Prognostic Score
System (IPSS) (Greenberg et al., 1997). The IPSS considers the percentage of bone marrow
blasts, the number of peripheral blood cytopenias and the cytogenetic, the prognostic factors
most important in relation to survival time and about the rate of leukemic transformation.
The IPSS recognized four risk groups: low risk, intermediate 1, intermediate 2 and high risk.
This system considers three categories for cytogenetic analysis: low risk [normal karyotypes,
-Y, del(5q) and del(20q)]; high risk (alterations involving chromosome 7 and complex
karyotypes) and intermediate risk (other chromosome abnormalities) .

The IPSS has gained prominence for its clinical utility due to the fact that it allows the
prediction of disease progression in independent series of previously untreated patients.
However, despite its importance, this system has some limitations like the risk groups in
relation to karyotype. In some studies, trisomy 8, for example, is often associated with
disease progression (Fernandez et al., 2000; Garcia-Manero, 2010; Solé et al., 2000). However,
the IPSS classifies this chromosomal alteration with intermediate prognosis. Other
important point is related to normal karyotypes that are associated, in some cases, to shorter
survival when compared to some chromosomal alterations like: -X, del(5q), del(20q), +21
(Haase, 2008). So, the introduction of molecular data will help to characterize new
prognostic factors and use these biomarkers to contribute in understanding the
development of MDS and its evolution to AML.

3.2 Pediatric and adult myelodysplastic syndrome

Although the pediatric MDS shows dysplastic features and ineffective hematopoiesis, such
as MDS in adults, clinical characteristics, the presence of constitucional genetic associated
abnormalities and characterization of chromosomal changes have reflected a different
biological question of MDS in childhood (Elghetany, 2007; Polychronopoulou et al., 2004).
The main differences between childhood and adult MDS are: the incidence of RARS cases
are extremely rare in pediatric patients and in adults consists of about 25% of cases; the
monosomy 7 is the chromosomal alteration most frequent in pediatric patients and in adults
is the deletion of the long arm of chromosome 5; the therapeutic possibilities in adult
patients is generally limited due to advanced age and usually it is indicated a palliative
therapy, whereas, in children with MDS, the main therapy indicated is curative; the
allogeneic hematopoetic stem cell transplantation (Halse & Niemeyer, 2002). Some clinical
features are different between adults and children with MDS and the factors that predict
survival or progression in adults are of little value to children. So, the IPSS has limited value
for pediatric MDS (Hasle et al., 2004).
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In relation to cytogenetic studies, they showed a key role in the diagnosis of the suspected
cases of pediatric MDS, being used to confirm the clonal nature of this disease (Sasaki et al.,
2001). The monosomy 7 is the most common chromosomal abnormality in these patients
(Figure 4). This alteration is associated with poor prognosis and a rapid progression to AML
(Aktas et al., 2006; Fernandez et al., 2000; Sasaki et al., 2001).
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Fig. 4. (A) Karyotype of bone marrow cell by GTG-banding showing: Monosomy 7. (B) FISH
analysis showing monosomy 7 using the probe: LSI D75486 spectrum orange/ CEP 7
spectrum green, Vysis, Inc. Downers Grove, USA. It may be observed in the interphases
nucleus four signals characterizing normal cells (yellow arrows) and others interphases
nucleus showing two signals (white arrows), confirming the loss of the chromosome 7.

The molecular mechanisms involved in MDS mainly, in childhood, are not well defined. A
recent molecular study of TP53 and c-fims genes showed no mutations in children with MDS.
The presence of mutations in onocogene N-ras also occurs in a very low frequency in
childhood MDS. However, mutations in TP53, c-fims and N-ras genes are involved in the
development and evolution from MDS to AML in adult patients (Fernandez et al., 1998;
Jekic et al., 2004, 2006). These results suggest that some molecular mechanisms involved in
the pathogenesis of MDS in children are different from those seen in adults. It has been
observed the importance of epigenetic alterations in the pathogenesis of MDS, but the
majority of these studies is focused in adult patients. Few studies showed the epigenetic
alterations in children (Hasegawa et al.,, 2005, Rodrigues et al., 2010; Vidal et al., 2007).
Rodrigues and colleagues, 2010, suggested that methylation of p15!Nk48 and p16/NK44 genes
are epigenetic alterations in pediatric MDS patients and, as in adult patients, are later events
associated with the leukemogenesis process in MDS.

3.3 Cytogenetics and epigenetics alterations in myelodysplastic syndrome

The discovery of non-random chromosomal abnormalities in primary MDS confirmed the
clonality, providing a way to identify the malignant clone and point out some oncogenes
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and tumor suppressor genes possibility involved in the development and progression of
disease. The cytogenetics evaluation of a bone marrow sample from patients with MDS
has become an integral part of clinical care. The clonal cytogenetic alterations can be
detected in 30-50% of adult patients with primary MDS. In pediatric patients this
incidence is 50-70% of the cases. These changes range from a single numerical or
structural changes to complex genomic lesions involving three or more different
chromosomes. The most frequent chromosomal abnormalities in MDS are: del(5q),
del(7q)/-7, +8, del(11q), del(12p), del(17p), del(20q) and loss of Y chromosome (Bejar et
al., 2011; Fernandez et al., 2000; Haase, 2008).

The frequency of cytogenetic abnormalities increases with the severity of disease as well as
the risk of leukemic transformation. In this group, unfavorable chromosomal abnormalities
are frequently found as complex abnormalities or karyotypes including monosomy 7 or
trisomy 8 (Bacher, 2010; Fernandez et al., 2000). A normal karyotype is found in 30-60% of
patients with MDS. This group of patients is almost certainly genetic heterogeneous,
probably the leukemogenic alterations occurred at the molecular level and were not
detectable with standard cytogenetic methods (Greenberg et al., 1997; Onley & Le Beau,
2009).

In MDS, some studies suggest some genes involved with specific chromosome alterations,
as the del(5q). The 5q syndrome represents a distinct clinical entity characterized by a
del(5q) as the sole karyotypic abnormality. The 5q syndrome occurs commonly in women.
The initial laboratory findings are usually a macrocytic anemia with a normal or elevated
count. The diagnosis is usually RA. On bone marrow examination, abnormalities in the
megakaryocytic lineage (particularly micromegakaryocytes) are prominent. These patients
have a favorable prognosis, with low rates of leukemic transformation and a relatively long
survival of several years. The loss of a single copy of the RPS14 gene may be involved in the
MDS 5q- pathogenesis. The RPS14 is an essential component of the 40S subunit of ribosomes
and ribosomes synthesis is impaired in CD34 + cells from 5q syndrome patients (Onley & Le
Beau, 2009).

The role of cytogenetic analysis in MDS is an important factor for establishing the diagnosis,
prognosis and therapeutic plan and the follow up of altered clinical behavior of the disease.
The chromosomal abnormalities have not only provided insights into prognosis but also
into the molecular pathogenesis of this heterogeneous disease. The type of chromosomal
abnormality (unbalanced, most commonly the result of the loss of a whole chromosome or a
deletion of a part of a chromosome) in primary MDS indicates that the main class of genes
involved in the pathogenesis of this disease is the tumor suppressor genes. The mechanism
involved in the inactivating tumor suppressor genes are deletions, mutations and epigenetic
alterations as the DNA methylation.

Three main epigenetic events regulate tumor-associated genes: 1) the aberrant
hypermethylation of tumor suppressor genes, 2) post-translational modifications of histones
and 3) post-transcriptional modifications by regulatory miRNA. The underlying causes of
the pathogenesis of MDS remain to be fully elucidated. Knudson model of the “two hits”
provides the basis of the concept of a multistep pathogenesis in the development of MDS,
where loss or inactivation of only one allele is not sufficient to result in the development of
tumors or expansion of a malignant clone. In fact, MDS in early stages with its relatively
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slow (but with increased tendency) to AML progression represents a prototype of the
multistep concept in leukemogenesis with accumulation of cellular and molecular defects
during the initiation and disease progression (Vigna et al., 2011).

Recent studies have revealed that DNA methylation and histone modification may be
controlled by Polycomb-group (PcG) proteins, which may give new clues toward
understanding the epigenetic mechanisms of MDS. PcG family members, such as EZH?2,
RING1 and BMI-1, are essential for the self-renewal and proliferation of normal cells.
However, the induced over expression of these proteins can drive tumorigenesis. In MDS
patients, the expression of EZH2, RING1 and BMI 1 were positively correlated with the IPSS
prognostic scoring system, suggesting that the over expression of each of these three genes
is a negative prognostic indicator (Xu et al., 2011). The EZH2 expression level was positively
correlated with a reduction of peripheral blood cells, which was likely to reflect the severity
of ineffective hematopoiesis. Molecular analyses of EZH2 showed that deletions, missense
and frameshift mutations strongly suggest that EZH?2 is a tumor suppressor gene in MDS
pathogenesis (Nikoloski et al., 2010). Other mutations have been identified in the genes that
regulate endogenous methylation networks within cells including IDH1/2, TET2 and
DNMTS3. The relevance of these lesions in being able to predict response to epigenetic
modulators and their correlation with epigenetic signatures in MDS are beginning to emerge
(Tan & Wei, 2011).

In MDS, aberrant silencing due to promoter hypermethylation involves genes encoding
cell adhesion molecules, cell cycle regulation and tumor suppressor genes possibly
leading to dysregulation of hematopoiesis. It has been shown in MDS a high prevalence of
methylation for the tumor suppressor genes p15INkK4B, cadherin 1 (CDH1), death associated
protein kinase (DAPK) and suppressor of cytokine signaling (SOCS-1). Some methylation
patterns in specific genes in MDS can predict poor prognosis even in early stage of the
disease (Aggerholm et al., 2006; Bejar et al., 2011; Vigna et al., 2011). Hence, epigenetic
changes have been implicated as potential mechanisms in the pathogenesis and
progression of MDS, which has already resulted in promising therapeutic approaches in a
subset of patients.

3.4 Methylation changes in myelodysplastic syndrome: Diagnostic and therapeutical
implications

Different studies in MDS showed the importance of methylation changes during the clinical
evolution of disease to AML. So, the identification in the diagnosis of these alterations is
important for risk group stratification. Aberrant DNA methylation is view as a poor
prognostic feature in MDS. For example, p15/Nk48 and p16/NK44 genes are members of cyclin
dependent kinase inhibitors family which controls the progression of cell cycle from G1 to S
phase. The products of these genes regulate RB function by modulating the complexes of
cyclin D-CDK4/6 which can phosphorylate and inactive the RB protein, and set up an
important pathway for inhibiting cell growth (Serrano et al., 1996, Shimamoto et al., 2005).
In addition, pl5INK48 has been suggested to act as a regulator of proliferation and
differentiation in myelo-monocytic and megakaryocytic lineages by arresting the cell cycle
(Sakashita et al., 2001; Teofili et al., 2000). Therefore, the silencing of these genes via aberrant
methylation is a critical event in leukaemogenesis. In MDS, aberrant methylation of p15/NK4B
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gene has been related to more aggressive subtypes of disease and it is a possible biomarker
of disease evolution (Quesnel et al., 1998; Rodrigues et al., 2010).

Another gene methylated in MDS is the death-associated protein kinase (DAP-kinase), a
proapoptotic serine/threonine kinase. The analysis of the methylation status of DAP-kinase
in bone marrow samples from patients with MDS at the time of initial diagnosis showed
that hypermethylation of DAP-kinase was significantly correlated to loss of DAP-kinase
expression. Alteration in the apoptotic response due to the loss of DAP-kinase function may
be an early event in the transformation pathway to secondary leukemia via myelodysplasia
(Wu et al., 2011).

The mechanistic bases of CIMP (CpG island methylator phenotype) in MDS remains
unknown. One proposed mechanisms involves aberrant recruitment of DNA
methyltransferases to CpG islands and/or loss of methylation protection. Another possible
explanation is that hypermethylation may not be directly linked to the methylation
machinery, but rather reflects environmental exposures (Shen et al., 2010).

The reversible character of epigenetic alterations (in contrast to genetic changes) was an
important point for the development of therapeutic strategies evolving various epigenetic
components for anticancer therapy. So, in MDS, the characterization in the diagnosis of
epigenetic biomarkers of disease evolution may indicate the use of hypomethylating drugs
in this group of patients.

A large number of treatments has been used in adults and children with primary MDS, with
the goal of eliminating the cytopenias as well as to recover hematopoiesis. One of the
therapies used is the support that involves blood transfusions, antibiotics, growth factors
alone or in combination, cyclosporin or anti-lymphocyte globulin (ATG) are also used in
patients with hypocellular bone marrow. In more advanced MDS subtypes (RAEB, RAEB-t),
in some cases, it has been used the chemotherapy. The allogeneic hematopoietic stem cell
transplantation (HSCT) is the only curative therapeutic option for patients with MDS,
however, its use is limited to patients up to 55 years old and patients who have
histocompatible donors (Giralt et al., 2005; Kindwall-Keller & Isola, 2009). For children with
MDS, allogeneic HSCT is considered as the best treatment option (Niemeyer & Kratz, 2008).

With the delineation of the characteristics that drive the biological phenotype of MDS, new
drugs introduced in the treatment of this disease have shown a great therapeutic potential,
such as the hypomethylant agents, called methyltransferase inhibitors (IMT). The
representatives of this class include azacitidine (5-azacytidine) and decitabine (5-aza 2
'deoxycytidine). Both are incorporated into DNA and then irreversibly bind and inhibit the
action of DNA methyltransferase. This interaction results initially in a semi-methylated
DNA. However, after further cell cycles, it becomes completely unmethylated. The action of
these drugs leads to reactivation of epigenetically repressed genes, such as tumor
suppressor genes. Initial results showed that patients with higher-risk MDS have an
increased time to AML transformation and an increase of survival time (Atallah et al., 2007;
Fenaux et al., 2009; Silverman & Mufti, 2005). The decitabine and azacytidine are approved
for treatment of patients with int-2 and high-risk MDS. Demethylating agents seem to be the
best choice for elderly patients with MDS, even in case of high risk cytogenetic changes in
karyotype, like monosomy 7 (Gurion et al., 2010; Szmigielska-Kaplon & Robak, 2011).
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Some studies have shown that reduced methylation overtime was correlated with better
clinical response for patients during decitabine treatment. But, further studies of
methylation dynamics, both before and after treatment, will be useful to determine the
ability of epigenetic biomarkers to direct the treatment and may predict for the success
(Shen et al., 2010). However, in some clinical trials, it was found that a number of patients
does not respond to decitabine initially (primary resistance) and most patients, who initially
respond to decitabine treatment, eventually relapse (secondary resistance) despite continued
therapy. Clinical response to hypomethylating drugs in vivo is complex and may involve
differentiation and immune activating components. Cytogenetic analysis showed that MDS
patients after relapse using decitabine showed evolution in 20% patients with abnormalities
such -7, del(16q) and +8 (Qin et al., 2011).

The understanding of the epigenetic changes characteristic of the malignant phenotype also
permit the development of drugs that are able to target other regulators of chromatin
conformation that contribute to aberrant gene transcription and dysregulated cell growth.
The histone deacetylase inhibitors (HDAC) belong to one class of therapeutics developed
using this paradigm. HDAC inhibitors modulate gene expression by inhibiting the
deacetylation of histone lysine tails, relaxing the chromatin structure by decreasing the
interaction between positively charged lysine tails of histones and negatively charged DNA.
Although responses using HDAC inhibitors alone in MDS have been modest, preclinical
data drives clinical trials in which they are utilized in combination with DNA
methyltransferase inhibitors. Combination therapy offers the possibility of hematologic
improvement and remission to MDS patients with previously untreatable disease (Vigna et
al., 2011).

DNA methyltransferase inhibitors (hypomethylating agents) have emerged as options for
the treatment of patients with MDS. These drugs lead to the progressive loss of methylation
and reversal of gene silencing. In addition to their differentiation-inducing activity, these
agents also have direct cytotoxic effects (Gurion et al., 2009). Currently available DNA
methylation blocks all DNMTs. One of the main problems in using DNMT-Is in therapy is
activation of cancer-promoting genes as well as other disease-promoting genes by
hypomethylation. Recent studies suggest that there might be differences in the target
specificity of different DNMTs. It is important to characterize the cancer related genes
regulated by each of the DNMTs and develop DNMT gene-specific inhibitors. Moreover,
treatment duration and maintenance therapy of using these agents require further
investigation (Vigna et al., 2011).

3.5 DNA methylation alterations as diagnostic and prognostic biomarkers

Epigenetic transcriptional silencing of genes required for proliferation and differentiation of
the hematopoetic cells are likely to contribute to the leukemogenic event underlying MDS.
Altered DNA methylation patterns of some genes are not only of importance to our
understanding of the molecular pathogenesis of the MDS, but may also serve as novel
indicators for the diagnosis, the prognosis and the prediction of response to therapy. We can
see in table 3 some genes that are methylated in MDS and are suggested as possible
biomarkers that may aid the diagnosis and the prognosis.
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Localization: 9p21 pediatric patients: 8% Prognosts.
(4/47) (Rodrigues et al.,
2010)
Homotypic cell-cell Occurs in the various
CDH-1 adhesion protein, adult patients : 39% subgroups of MDS

(E-cadherin)

involved in cell-
proliferation.

(16/41)

with higher incidence
in RAEB and RAEB-t.

Localization: 16q22 (Solomon et al., 2008)
Member of stat-
S0CS-1 induced STAT Higher risk of
inhibitor (SSI), also . o leukemic
(suppressor adult patients : 31% .
of cytokine known as a suppressor (27/86) transformation.
sinaling) of cytokine signaling (Brakensiek et al.,
& (SOCS) family. 2005)
Localization: 16p13
DAPK1is a
DAPKI serine/ threonine Associated with
kinase, a positive unfavorable
(death P
associated mediator of gamma- adult patients : 42,3% | cytogenetic risk
rotein interferon induced (33/78) group. Poor
Einase) programmed cell prognosis.
death. Localization: (Xu et al., 2011)
9q34.1
Fragile histidine triad Advanced stages of
FHIT gene member of a MDS
fragile superfamily HIT of adult patients : 47,2% RAEB, RAEB-t).
g p y p
histidine nucleotide binding (26/55) Disease progression.
triad) proteins. Localization: (Lin et al., 2008)
3pl4.2
RIZ-1 No statistically
(retinoblasto Induce cell cvcle arrest differences in low and
ma protein- Abontosis y " | adult patients: 50% high risk, it is
interacting pop ’ (17/34) relatively early event

zinc finger
gene)

Localization: 1p36

in MDS.
(Mori et al., 2011)

Table 3. Methylation alterations in genes involved in the pathogenesis of MDS.
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4. Statistical analysis of epigenetics biomarkers

Biomarkers have become important tools for diagnosis and treatment of a wide range of
illnesses, including cancer. Early detection of cancer through biomarkers will allow for the
development of new therapeutic procedures in order to increase survival rate of patients
diagnosed with cancer. To help the evaluation of new biomarkers for medical practice, we
use statistical methods. In this section, we shall discuss statistical techniques for biomarkers
evaluation in the myelodysplastic syndrome (MDS). While the application of the methods
presented is on biomarkers in MDS, the content of this section can be applied to any medical
research.

The main mathematical concept necessary to understand statistical methods is probability.
Although earlier work on the subject was done by the Italian mathematician Giralamo
Cardano (1501-1576), the investigation of probability as a branch of Mathematics sprang
about 1654 with two great French mathematicians: Blaise Pascal (1623-1662) and Pierre
Fermat (1601-1665). Both Pascal and Fermat were interested in predicting outcomes in the
games of chance popular among the French nobility of the mid-seventeenth century. Of
course, we shall not do a discourse on probability. But we need to say that the theory of
probability underlies the procedures in inferential statistics, which is very useful to
medicine and other disciplines in the health field. In our exposition, we will try to avoid
mathematical formulas and theorems.

4.1 Descriptive statistics and inferential statistics

Statistics is a branch of Mathematics. The word “statistics” derives from the Latin word
status, meaning “manner of standing” or “position”. Statistics were first used by tax
assessors to collect information for determining assets and assessing taxes. Nowadays, the
application of statistics is broad and includes business, marketing, economics, agriculture,
education, medicine and others. Statistics applied to medicine and other health disciplines is
called biostatistics or biometrics. For those who would like to review or study this subject
we recommend the book of Zar, 2010.

Statistics is divided into two branches: descriptive and inferential. The goal of descriptive
statistics is to organize and summarize data. And the goal of inferential statistics is to draw
inferences and reach conclusions about a population, when only a sample from the
population has been studied. A population is a complete set of observations, patients,
measurements, and so forth. A sample is a subset of a certain population.

To organize data and summarize their main characteristics we can use tables, graphs and
quantitative indices. Tables are often used to present qualitative and quantitative data.
Graphs are used widely to provide a visual display data. The bar diagram, histogram and
frequency polygon are three graphic formats that are commonly used to present medical
data. A table or a graph in which all values of a variable of interest are displayed with their
corresponding frequency is called a frequency distribution, or simply a distribution. We shall
see in the next subsection that in inferential statistics we are interested in a special type of
distribution: a probability distribution.

Quantitative indices are numbers that describe the center and the variation of a distribution.
Quantitative indices that describe the center of a distribution are referred to as measures of
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central tendency. The mean, known also as the arithmetic mean, median and mode are three
common measures of central tendency. Quantitative indices that describe the variation or
dispersion of a distribution are referred to as measures of dispersion. The range, variance and
standard deviation are three common measures of dispersion. In medicine we usually work
with other quantitative indices as risk difference, relative risk and odds ratio. To draw
inferences and reach conclusions about a population, when only a sample from that
population has been studied, we need to know probability, because we use statistical
hypothesis testing and estimates.

Statistical hypothesis tests can be parametric or nonparametric. Surveys of statistical methods
used in journals indicate that the t test is one of the most commonly used statistical tests. The
percentages of articles that use the t test range from 10% to more than 60%. Williams and
colleagues (1997) noted a number of problems in using the t test. Welch and Gabbe (1996)
found a number of errors in using the t test when a nonparametric procedure is called for.
Thus, being able to use these techniques needs some skills in order to choose the correct
statistical test.

4.2 Parametric and nonparametric tests

Combining the notion of a frequency distribution (descriptive statistics) and probability, we
can explain what means a probability distribution. A probability distribution is a table or a
graph that describes the probability of an event occurs. It describes what probably will
happen instead of describing what really happened.

A probability distribution can be discrete or continuous. An important example of a discrete
probability distribution is the binomial distribution and an important example of a continuous
distribution is the normal distribution.

The binomial distribution is generated from a series of Bernoulli trials, named in honor of
James Bernoulli (1654-1705). The binomial distribution is used when we have only two
possible outcomes, which are mutually exclusive. For example, survived/died,
male/female, adequate/inadequate, and others.

The normal distribution is known also as the Gaussian distribution, in honor of Carl F.
Gauss (1777-1855), who made significant contributions in the beginning of the 19th century
to its development. The geometric representation of such a distribution is a symmetric and
bell-shaped curve, known as the normal curve. The most important characteristic of the
normal curve is the following: if perpendiculars are erected at the distance of one standard
deviation above and one standard deviation below the mean, approximately 68% of the total
area is between these perpendiculars, the x-axis and the curve. If perpendiculars are
constructed at a distance of two standard deviations above and below the mean,
approximately 95% of the total area is enclosed. If perpendiculars are set at a distance of
three standard deviations to the left and right of the mean, approximately 99,7% of the total
area is included, as shown in Figure 5. Since there is a correspondence between area and
probability, we have information about the probability of data be located k standard
deviation around the mean, for k =1, 2 or 3.

Comparing the above information with the information obtained by the Chebyshev
theorem, we note that we can obtain more accurate results when data present a normal
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distribution. The Chebyshev theorem claims that, for any probability distribution, the
probability of data be located k standard deviation around the mean is, at least, 1-1/k?,
where k is a positive number greater than 1. Table 4 compares the Chebyshev’s proportions
with the proportions of a normal distribution, assuming k =1, 2, 3 or 4.

N

Frequency

v

Standard -3 -2 -1 0 +1 +2 +3
Deviation ' H | : ! i

2,14 13,59 34,13 34,13 13,59 2,14

«~— 68,26% —

— 95,44% ——88>

9972% —

Fig. 5. Gaussian distribution.

k Any distribution Normal distribution
1 no information 68%

2 >75% 95%

3 >88% 99,7%

4 >93,75 % 99,9%

Table 4. Chebyshev’proportions compared with proportions of a normal distribution.

If we decide to approximate clinical measurements by a normal curve, we are deciding to
use a parametric hyphotesis test. A hypothesis test asks if an effect (difference) exists or not
using statistics tests to verify the hypothesis that there is no difference. This is the null hypothesis
and designated Ho. The hypothesis that contradicts Hy is the alternative hypothesis and
written Ha. In the null hypothesis we use the words no difference or equal to and in the
alternative hypothesis we use the words different from, less than or greater than. But let us
mention that, in fact, we should say no statistical difference, statistically equal to, statistically
different from, statistically less than or statistically greater than, because we are dealing with the
probabilities of an event happens or not. When we retain Ha (equivalently reject Ho), we say
the results are significant and when we retain Hy (equivalently reject Ha), we say the results
are not significant. Because we are dealing with probabilities, this implies in making two
possible errors from four possible relations between statistical conclusions and real
situations, as shown in Table 5.
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Real difference
Presence Absence
Results are True Type I error
Conclusion of the significant M
statistical test Results are not
L Type Il error True
significant

Table 5. Relations between statistical conclusions and real situations.

The two errors mentioned in the previous paragraph are known as Type I error and Type 11
error. A Type I error leads to a false positive conclusion. The probability of such an error
occurs is noted by a. Mathematically, a is a conditional probability: a is the probability of
reject Ho when there is no real difference. A Type II error leads to a false negative conclusion.
The probability of such an error occurs is noted by p. Mathematically, f is a conditional
probability: p is the probabilities of retain Hy when there is a real difference.

Statistical tests are used to estimate the probability of a Type I error. In the literature, we
usually use a < 0.05. This means we are assuming a probability less than 0.05 of rejecting Ho
when there is no real difference between treatments, drugs or procedures. In other words, if
the study were repeated one-hundred times, we probably would find five outcomes showing
Hy should be accepted.

There are several tests commonly used in the medical literature; they are resumed in Table
6. Investigators should decide by using a parametric or a nonparametric test. This choice
depends on the purpose of the study, the size of the sample, the type of the variables
involved at the study, for instance. To use a parametric test we need to guarantee that the
sampling distribution is normal or approximately normal. Because normal distribution has
nice mathematical properties (bell-shaped, symmetric, and so on), using a parametric test
leads to better statistical results compared with a nonparametric test. In other words, we say
that nonparametric tests are less powerful, in the sense that they lead to a small probability
to reject Ho, when Ho is false.

To test the statistical significance of the difference between ...
Two or more proportions Chi-square nonparametric
Two proportions Fisher’s exact parametric
Two medians Mann-Whitney nonparametric
Two means t-Student parametric
More than two means Kruskal-Wallis (one-factor) nonparametric
More than two means ANOVA (one-factor) parametric
More than two means ANOVA (more-factors) parametric

Table 6. Statistical tests usually used in the medical literature.

When we use a statistic test we compute a p-value. The p-value is the probability of obtaining
a result as extreme or more extreme than the sample value, assuming that the null
hypothesis is true. The sample value is calculated. Depending on the test we use, there is a
specific formula to calculate the sample value. Appropriate computer software can do such
a calculation.
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An increasing number of journals require that investigators include p-values in their
manuscripts. When p-values are given, we are able to compare this probability to our own
decision rule, which is the value of a. If the p-value is less than a, we say that the results are
significant statistically. If the p-value is greater than a, we say that the results are not
significant statistically.

4.3 Statistical methods for evaluation of biomarkers in myelodysplastic syndrome

Biostatistics gives us important tools to evaluate biomarkers in myelodysplastic syndrome
and other diseases. Quantitative indices, estimates, hypothesis tests and survival tables are
useful to point out biomarkers. We already discussed about quantitative indices and
hypothesis tests. Let us make few comments about estimates and survival tables.

In many situations, populations are so large that it is impossible to describe their central
tendency and dispersion by studying 100% of their members, or by studying a sufficiently
large portion of population to justify treating sample statistics as population parameters. In
other situations, clinicians may study a new phenomenon with little basis to determine a
population parameter. In these cases, we use estimates. Two types of estimates of a
population parameter can be used: a point estimate and an interval estimate. A point
estimate is a single numerical value of a sample statistic used to estimate the corresponding
population parameter. Point estimates are not used widely because the value of some
statistic, such as the sample mean, varies from sample to sample. So, an interval estimative
is typically used. An interval estimate is a range of values which the parameter is likely to
occur. Interval estimates are also called confidence intervals.

Survival tables are used to describe prognosis. Prognosis is a prediction of the future course
of a disease following its onset (Fletcher et al., 1988). We can describe the prognosis of a
disease considering a fixed period of time (measures or taxes) or considering varying
periods of time (survival tables). Table 7 shows the common measures used to describe
prognosis when we consider a fixed period of time.

Measure Definition

Percentage of patients who survive for five years from a certain
time of the course of the disease

Percentage of patients who show some evidence of improvement

Five-year survival

Response . .
after a procedure or an intervention

Remission Percentage of patients who start a period in which the disease is
not detectable

Recurrence Percentage of patients who present reappearance of the disease

after a free period

Table 7. Common measures that describe prognosis.

Survival tables can handle situations in which patients enter in some trial at different times
and are followed for varying periods. We usually consider the length of time in a certain
trial as being days, weeks or months and the end point may be, in the MDS case, death or
the reappearance of the disease. The usual method used to construct a survival table is the
Kaplan-Meier method. The curve obtained from the data presented in a survival table is
called a survival curve.



40 Biomarker

The survival tables can allow us to compare two or more groups of patients. In this case, the
first thing we should do is draw the survival curves for the two (or more) groups on the
same graph. Statistical methods are important here, because we cannot make judgments
simply on the basis of the amount of separation between the curves; a small difference may
be statistically significant if the sample size is large, and a large difference may not if the
sample size is small. We have mainly two methods to determine if the differences are
statistically significant: the Wilcoxon rank sum test and the log rank test. Figure 6 shows
comparative survival curves for pediatric and adult patients diagnosed with MDS treated
with allogeneic hematopoietic stem cell transplantation (HSCT).
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Fig. 6. Overall survival of primary MDS patients treated with allogeneic HSCT, pediatric patients
versus adult patients.

In the Rodrigues et al (2010) study, the authors studied the methylation status of the
Pp15INK4B and p16INK4A genes in 47 pediatric patients with MDS, its correlation with subtype,
and the role of p15INK4B and pl6INK4A in the evolution of MDS toward AML. The results
obtained suggest that methylation of these genes is an epigenetic biomarker of pediatric
disease evolution. The authors used some statistical tools presented here. For example, the
correlation between pl15INK4E gene methylation status and subtypes of pediatric primary
MDS, considering initial stage RC, and later stages RAEB and RAEB-t, was assessed by the
chi-square test, which is a nonparametric test. The statistical analysis suggested that the
frequency of p15INK4B gene methylation was significantly higher in later stages of disease
compared with the initial stage, with p-value < 0.003. The correlation between p16INK4A gene
methylation status and subtypes of pediatric primary MDS was also assessed by the chi-
square test, with a slight modification. In fact, it is a correction factor, which is necessary
when we have a small number of data. This is known as chi-square with continuity
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correction or chi-square with Yates'correction. The results obtained suggested that the
frequency of pl6INK4A gene methylation was found more frequently in subtypes
characterizing the advanced stages of MDS, with p-value < 0.05.

Quantitative analysis to evaluate whether there was a correlation between percentage of
p15INK4E methylation and MDS subtypes was performed in (Rodrigues et al., 2010). The
percentage of p15INK4B methylation was higher in RAEB and RAEB-t compared to RC. The
authors used ANOVA (one-factor) and obtained a p-value < 0,0001. The same result was
obtained for the pl6INK4A gene. The authors used ANOVA (more-factors) to verify that
QMS-PCR method was more sensitive than COBRA method, obtaining a p-value < 0.0001,
although both methods were accurate in showing a correlation between the subtypes of
disease and the level of methylation.

The Mann-Whitney test was also used. The authors calculated the mean time of disease
evolution in patients who had pl15INK48 methylation and in patients with no pl15INK4B
methylation. The results were 4.6 months and 14.6 months, respectively. The mean time of
disease evolution for patients who had p15INK4B methylation, therefore, was three times less
than the mean time of evolution for patients who had no p15INK4B methylation, which was
statistically significant by using Mann-Whitney (p-value < 0.02).

Many concepts and theorems that are not familiar to medical professionals are used in
Statistics, as null hypothesis, regression, parametric tests, the central limit theorem, Bayes
theorem and so on. Of course, medical professionals should put away the complexity of
such concepts and the mathematics is behind all this theory, although only mathematics
could explain rigorously why these techniques really work. Nevertheless we must say that
Statistics is an important tool that can help making decisions and must be used if the
statistics outcomes are clinically meaningful. Accumulated experience and specific
knowledge must be combined with results from statistical tests to assess the usefulness of a
particular outcome or medical decision.

5. Conclusion

The field of cancer epigenetics is evolving rapidly. Advances in the understanding of
chromatin structure, histone modifications, DNA methylation and transcriptional activity
have resulted in an increasingly integrated view of epigenetics. These discoveries lead to the
development of new treatments in cancer using epigenetic therapies. The MDS comprises a
complex spectrum of hematopoietic stem cell disorders, where the study of epigenetics has
brought new knowledge about the development and evolution of this disease to AML.
Other important points in epigenetics studies in MDS were the introduction of the
treatments using hypomethylant drugs and histone deacethylases inhibitors. The MDS may
be considered a good model to study the epigenetics in the cancer pathogenesis research
and the applicability in clinical. The identification of biomarkers of diagnosis and prognosis
in MDS will possibility the elaboration of new classification and score prognostic systems
and will help to understand the different pathways involved in the MDS pathogenesis. With
the advance of the technologies involving epigenome projects, future research in the
epigenetic therapies will be the development of inhibitors with specificity to particular
biomarkers.
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1. Introduction

Personalized cancer medicine based on genetic profiling of individual tumors is regarded as
the treatment strategy of the future. The targeted drugs for the treatment of cancer have
rapidly developed. However, our understanding (at the molecular level) of the precise role
that potential targets have in tumorigenesis, and the survival dependence of tumors on
these components, has not progressed at the same rate (De Roock et al., 2011). Since patient
selection for therapy remains problematic, there has been an increasing interest in
biomarkers of cancer risk in predicting future patterns of disease. In the broadest sense, a
biomarker is any biological, chemical, or biophysical indicator of an underlying biological
process. From a medical perspective, a biomarker is a physiological characteristic that is
indicative of health and disease. A cancer biomarker has been defined as “a molecular,
cellular, tissue, or process-based alteration that provides indication of current, or more
importantly, future behavior of cancer” (Hayes et al, 1996). Cancer biomarkers are
employed across the entire healthcare spectrum from the cancer biological research
laboratory to patient monitoring in the clinic. Clinical applications include disease risk
stratification, chemoprevention, disease screening, diagnosis and prognosis/prediction,
treatment planning and monitoring, and posttreatment surveillance. Cancer biomarkers
have contributed greatly to our current understanding of the heterogeneous nature of
specific cancers and have led to improvements in treatment outcomes. However,
full adoption of cancer biomarkers in the clinic has been slow to date, and only a limited
number of cancer biomarker products are currently in routine use
(http:/ /www.insightpharmareports.com/reports_report.aspx?r=559&id=78452). Two
primary challenges in developing cancer biomarkers are the discovery of candidate markers
and the validation of those candidates for specific uses. The discovery process depends on
the technologies available, and their sensitivity and specificity, to investigate the complex
biochemistry of health and disease in order to identify differences that can be detected
consistently in diverse populations. The validation process is also arduous and costly, often
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requiring collection of or access to many patient samples with extensive clinical annotation
and long-term follow-up. In addition, a biomarker must be validated for each specific
application for which it will be used. There must be convincing evidence that a surrogate
endpoint accurately predicts the clinical endpoint of interest or in the case of screening, a
test must have sufficient sensitivity, specificity, and positive predictive value to accurately
identify a disease in the general population (US National Academy Press, Institute of
Medicine (U.S.). Committee on Developing Biomarker-Based Tools for Cancer Screening,
Diagnosis, and Treatment, 2007). Rapidly growing insights in the molecular biology of
cancer and recent developments in gene sequencing, global gene expression profiling or
genome wide analysis have led to high expectations for the identification, validation and
assessment of cancer biomarkers alongside the established “standards of care” for cancer
diagnosis and treatment.

In this review, the most promising biomarkers in gastrointestinal cancer are discussed,
focusing on the epidermal growth factor receptor (EGFR)-pathway in colon cancer, the
serum biomarkers, the glucose transporter (GLUT) receptors, and human equilibrative
nucleoside transporter 1 in pancreatic cancer and HER2 in gastric tumors.

2. Colon cancer
2.1 Introduction

Colorectal cancer (CRC) is a major public health problem. CRC results from the cumulative
effects of sequential genetic alterations, leading to a progressive and irreversible loss of
normal control of cell growth and differentiation. Treatment of CRC consists of complete
surgical removal of the primary tumor and the regional lymph nodes. Despite
improvements in surgical techniques, dosing and scheduling of adjuvant and neo-adjuvant
systemic therapy, five year survival for early stage colorectal cancer, i.e. without invasion or
lymph node metastases, is about 90%, but this falls of to 65% for tumors with regional
spread and to 10% for late stage disease in which the cancer has metastasized to distant sites
(Deschoolmeester et al., 2010). Currently, the tumor-node-metastasis (TNM) stage is the only
proven prognostic marker to aid in the identification of patients with aggressive disease
(Tejpar et al., 2010). However, its predictive value is limited because even the outcome
within each stage group is not homogeneous (Deschoolmeester et al., 2010). CRC should be
regarded as a heterogeneous disease defined by different activating mutations in receptor
tyrosine kinases (RTKSs), or activating or loss of function mutations in downstream
components of the RTK-activated intracellular pathways, some of which could occur in the
same tumor. The efficacy of targeted drugs is therefore linked to the specific molecular
alterations in the tumor (De Roock et al., 2011). The availability and application of various
treatment modalities in CRC has resulted in the elucidation of prognostic and predictive
biomarkers that will improve outcome through patient classification and selection for
specific therapies. A prognostic biomarker provides information about the patient’s overall
outcome, regardless of therapy, whereas a predictive marker gives information about the
effect of a particular therapeutic intervention (Tejpar et al., 2010). Consequently, in recent
years a huge amount of research has been devoted to the study of new biological
prognostic/ predictive markers as recently reviewed by our group (Deschoolmeester et al.,
2010). Several criteria must be met to ensure a biomarker is clinically useful. In addition, the
biomarker needs to be tested and validated in a large cohort of randomized patients.
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Although hundreds of these markers have been proposed in the last 2 to 3 decades, the
current reality is that no molecular marker, other than the KRAS gene in the case of
epidermal growth factor receptor (EGFR)-targeted therapy for metastatic disease, has made
it into clinical practice (Duffy & Crown, 2008)(De Roock et al., 2009).

EGEFR is a receptor tyrosine kinase belonging to the HER-family. When activated, EGFR
phosphorylates and activates other intracellular proteins that affect cell signaling pathways,
(Harding & Burtness, 2005) cellular proliferation, and control of apoptosis and angiogenesis
(Figure 1) (Tedesco et al., 2004)(Harding & Burtness, 2005). EGFR has been implicated in
colorectal tumorigenesis, tumor progression, and metastasis, as reviewed in Lockhart and
Berlin (Lockhart et al., 2005)(Ng & Zhu, 2008). Overexpression of EGFR has been described
in up to 65%-70% of human colon tumors and has been associated with the progression of
CRC to a more advanced stage (Ng & Zhu, 2008). Therefore, EGFR not only represents a
possible prognostic marker in the adjuvant setting of primary tumors but primarily a
rational molecular target for a new class of anticancer agents, especially in the setting of
metastatic CRC (mCRC) (Scartozzi et al., 2006a)(Scartozzi et al., 2006b)(Overman & Hoff,
2007).
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Fig. 1. EGFR signaling pathways and its main transduction pathways.

In preclinical studies, it was found that the inhibition of EGFRs had antitumor activity, and
available data suggests synergy with both chemotherapy and radiotherapy (Rivera et al.,
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2008). EGEFR signaling can be targeted by either monoclonal antibodies (moAb) (cetuximab
and panitumumab) or tyrosine kinase inhibitors (TKIs). Cetuximab (a mouse chimeric IgG1)
and panitumumab (a fully human IgG2) block ligand induced EGFR tyrosine kinase
activation, thereby probably preventing downstream activation of phosphatidylinositol 3-
kinase (PI3K)/AKT and RAS/MAPK (mitogen activated protein) signaling pathways,
resulting in inhibition of cellular proliferation and induction of apoptosis (Deschoolmeester
et al., 2010). Nowadays, anti-EGFR targeted therapy is undergoing extensive clinical
evaluation as single agents and in combination with chemotherapy for the treatment of
recurrent or first-line mCRC (as reviewed by (Deschoolmeester et al., 2010)). Results of these
studies have demonstrated a manageable and acceptable toxicity profile and a promising
level of activity. Initially, these therapies were given to unselected populations, but novel
insights based on the independent reanalysis of eight randomized trials suggested that these
therapies would be effective only in wild type KRAS populations (Allegra et al., 2009). Based
on these results, the recommended use of these drugs was amended by both the European
Medicine Agency (EMEA) and the US. Food and Drug Administration (FDA), with
important differences, however. The FDA issued a recommendation in 2009 against the use
of these drugs in patients with tumors mutated in codon 12 or 13 of KRAS, but a label
change of the drugs will require additional validation of a single mutation detection assay
and reassessment of all randomized trials using this assay. In Europe, the EMEA changed
the approval of these drugs for use in wild-type KRAS populations only. This has important
implications because the exact mutations to be tested are not specified nor is the
methodology (see further below) (Bellon et al., 2011).

2.2 KRAS

KRAS belongs to the RAS family of genes (KRAS, NRAS and HRAS) that encode guanosine-
5-triphosphate (GTP)-binding proteins. KRAS is an important effector of ligand-bound
EGFR, mainly, but not exclusively through BRAF and MAPK axis. KRAS can also activate
PI3K through direct interaction with its catalytic subunit (Figure 1) (De Roock et al., 2011).
Mutations in the KRAS gene are found in 30-40% of CRC and these mutations disable the
GTPase activity, causing tumor-associated KRAS to accumulate in the active GTP-bound
conformation. About 85-90% of these mutations occur in codons 12 and 13 while the
remaining mutations occur in codon 61 (5%) and 146 (5%). The most frequent types of
mutations detected are glycine to aspartate on codon 12 (p.G12D, 36.0%), glycine to valine
on codon 12 (pG12V, 21.8%), and glycine to aspartate on codon 13 (p.G13D, 18.8%)
(Neumann et al., 2009). Several retrospective studies (single-group and randomized clinical
trials, summarized by Allegra and colleagues (Allegra et al., 2009)) confirmed the finding by
Lievre and colleagues (Liévre et al., 2006) that mutant KRAS is a predictor of resistance to
EGFR moAb. This discovery led to the first practical implication of personalized medicine in
mCRC. All patients with mCRC are now profiled for seven mutations in KRAS codons 12
and 13 before receiving cetuximab or panitumumab (De Roock et al., 2011). However, the
picture is not that simple. There is growing evidence for the existence of a whole orchestra
of variables and mutations that influence the responsiveness to an anti-EFGR treatment and
their role is not fully understood. A European consortium study showed that codon 61
mutations had an adverse effect similar to codon 12 mutations, whereas codon 146
mutations did not affect cetuximab efficacy. Codon 146 mutations co-occurred with other
KRAS mutations, an additional indication that this might not be an important oncogenic
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codon (De Roock et al., 2010b). In vitro data also suggest that KRAS codon 13 mutations
have a weaker transforming activity than codon 12 mutations and some reports also suggest
that some of these patients do respond to cetuximab (Koch et al., 2011). Based on these
findings, de Roock and colleagues performed a thorough retrospective subgroup analysis in
a pooled data set of 579 patients with chemotherapy-refractory CRC. Their data puzzles the
picture of the negative predictive value of a KRAS mutation, because patients with the
p.G13D mutation seem to respond to cetuximab therapy, in contrast to other KRAS mutated
tumors, albeit with a lower response rate than those with KRAS wild type tumors. The
prolonged progression-free and overall survival of patients with p.G13D-mutated tumors in
comparison with those with other KRAS- mutated tumors may not be due to a real
reduction in tumor burden but to a delay in progression. A possible explanation of this
clinical observation is that p.G13D mutant tumors do not undergo apoptosis (cytotoxic
effect) on EGFR inhibition, but proliferation is inhibited (cytostatic effect). However,
prospective randomized trials are needed before conclusions about potential beneficial
effects of cetuximab in p.Gl3D-mutated chemotherapy refractory metastatic colorectal
cancer should be inferred (De Roock et al., 2010a).

Furthermore, mutations in the KRAS gene can be detected by several different molecular
methods and no gold standard methodology is currently available. Because the correctness
of the KRAS test results is of utmost importance for good patient care, a quality control
scheme was set up to (a) assess the performance of KRAS testing in Europe, (b) provide
remedial measures if necessary, and (c) ensure uniform performance over time by repeated
testing rounds. In total, 59 laboratories from eight different European countries participated
in the regional KRAS external quality assessment (EQA) scheme in 2009. Only 70% of
laboratories correctly identified the KRAS mutational status in all 10 samples. Genotyping
mistakes can be the result of several reasons. A very important issue is the starting material
and the type of fixative used. Another important issue in KRAS genotyping is the method
used for testing. The TheraScreen®DxS kit is considered to be the gold standard for KRAS
testing in Europe for diagnostic use. However, in this EQA scheme, several mistakes were
made using this kit. In addition, the kit is designed to detect only one mutation in a sample,
and therefore the mutation scoring ignores possible double mutations, interpreting it as
crosstalk. Furthermore, there was a very high variability among laboratories in the
estimation of the percentage of tumor cells in H&E stained paraffin sections and the general
quality of the reports received in the context of this EQA scheme were very poor.
Incomplete or inaccurate exams lead to incorrect diagnoses and can have important
consequences for a patient. Therefore, further development of the KRAS EQA scheme aims
to provide a baseline picture of the accuracy and reliability of the analysis of the KRAS test,
to identify areas of particular difficulty in testing procedures and to provide a mechanism
for improvement for the participating laboratories (Bellon et al., 2011).

In addition, up to 50-65% of patients with KRAS wild-type tumors are resistant to EGFR
moADb therapies. Therefore the quest for predictive markers continues. Genetic alterations in
other EGFR effectors, acting downstream of KRAS together with alternative KRAS
mutations (in codon 61 and 146) could drive primary resistance to anti-EGFR therapy and
are currently investigated (Sartore-Bianchi et al., 2009a)(Molinari et al., 2009)(Souglakos et
al., 2009)(Laurent-Puig et al., 2009)(Meriggi et al., 2009)(Prenen et al., 2009)(Loupakis et al.,
2009a)(Loupakis et al., 2009b)(Perrone et al., 2009)(De Roock et al., 2011). Moreover, Sartore-
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Bianchi et al., described that when expression of PTEN and mutation of KRAS, BRAF and
PIK3CA are concomitantly ascertained, up to 70% of mCRC patients unlikely to respond to
anti-EGFR therapies can be identified (Sartore-Bianchi et al., 2009a).

It is unclear to what extent the effects of mutant KRAS are the same for other RTK-targeted
therapies. It is possible that KRAS-mutant tumors are not dependent on any RTK upstream
component, and therefore will not respond to drugs targeting these RTKs. Alternatively, it
might be that KRAS mutations confer only part of the survival advantage needed for tumor
cells, and therefore will still benefit from RTK inhibition. Moreover, to define CRC as KRAS
mutant versus KRAS wild-type probably underestimates additional heterogeneity found
within both populations (De Roock et al., 2011).

2.3 BRAF

BRAF, a member of the RAF gene family (ARAF, BRAF and CRAF), encodes a serine-
threonine protein kinase, downstream of activated KRAS, and initiates a mitogenic kinase
cascade leading to cell proliferation (Figure 1). Activating mutations of BRAF have been
reported in 5-15% of CRC and >95% of all known mutations involve a thymine to adenine
transversion in nucleotide 1799, which leads to a substitution of valine by glutamic acid at
amino acid residue 600 (V600E), which results in an upregulation of the ERK signaling
pathway independently of KRAS mutation (Nash et al., 2010)(Barault et al., 2008)(Oliveira et
al., 2004). In addition, the V60OE mutation could have additional functions, since KRAS and
BRAF mutations seems to be mutually exclusive in CRC, with very rare exceptions,
suggesting they occur in different tumor types and have different outcomes. Moreover,
BRAF mutations are associated with sporadic microsatellite instability (MSI), CpG island
methylator phenotype (CIMP) and right sided tumors, whereas mutant KRAS are not (De
Roock et al., 2011)(Dasari & Messersmith, 2010).

BRAF mutation status appears to be a valid negative prognostic marker for CRC in the
adjuvant and metastatic setting, as demonstrate in the PETACC-3 (Roth et al., 2010), the
CRYSTAL (Van Cutsem et al., 2011) and other studies (Yokota et al., 2011)(Park et al., 2011).
The presence of CIMP-high appears to eliminate, at least in part, the adverse effect of BRAF
mutations, whereas the good prognosis associated with MSI-high was abrogated in the
presence of a BRAF mutation (Ogino et al., 2009a). In contrast, Samowitz et al. (Samowitz et
al., 2005) and Roth et al. (Roth et al., 2010) found that BRAF mutations were associated with
a significantly poorer survival in MSS tumors, but had no effect on the excellent prognosis
of MSI-high tumors. Therefore, it has been postulated that it is not the BRAF mutation itself
which confers a poor prognosis but rather that the mutation has different effects depending
on the type of genetic pathway in which it is produced (Barault et al., 2008).

In addition, the currently available data suggest that the BRAF V600E mutation confers
resistance to EGFR moAb in patients with chemotherapy-refractory KRAS wild-type mCRC
and might be used as an additional predictive factor in this setting (Siena et al.,
2009)(Laurent-Puig et al., 2009)(Sartore-Bianchi et al., 2009a)(Di Nicolantonio et al., 2008)(Tol
et al., 2009).

Furthermore, the treatment of KRAS-mutated CRC with a selective BRAF inhibitor could be
an interesting approach since BRAF is an important effector downstream of KRAS in the

ERK signaling pathway. Phase II clinical trials are currently ongoing with the combination
of sorafinib (BRAF inhibitor) with either FOLFOX, FOLFIRI or cetuximab.
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2.4 PIK3CA

The PI3Ks are a family of lipid kinases grouped into three classes with different structure
and substrate preferences. Class 1 phosphatidylinositol 3-kinases (PIK3) are heterodimeric
proteins composed of a p85 regulatory subunit and one of several p110 catalytic subunits.
Among several isoforms of the catalytic subunits, only the a-type, PIK3CA, has been shown
to harbor oncogenic mutations or amplifications in its gene in human malignancies (Ogino
et al., 2009b)(Jang et al., 2010). Activation of class I PI3K is initiated when a growth factor
binds to its cognate RTK, which includes members of the ERBB-family, platelet-derived
growth-factor receptor (PDGFR) and the insulin and the insulin-like growth-factor 1
receptors (IGFIR) (De Roock et al, 2011). Activated PIK3CA will phosphorylate
phosphatidyl-inositol-4,5-biphospate  (PIP2) to produce phosphatidyl-inositol-3,4,5-
triphospate (PIP3) which localizes the serine threonine kinase Akt to the cell membrane
where it becomes activated (Figure 1). Activated Akt phosphorylates downstream protein
effectors and amplifies the signaling cascade, enhancing cell proliferation and survival
(Ogino et al., 2009b). Based on the current data, it seems that PIK3CA mutation frequency in
CRC is probably between 15 and 25% (Dasari & Messersmith, 2010). More than 80% of
PIK3CA mutations in CRC occur in exon 9 (60-65%) or exon 20 (20-25%). Mutation in
PIK3CA can co-occur with KRAS and BRAF mutations. A European consortium recently
suggested that only PIK3CA exon-20 mutations are associated with a lack of cetuximab
activity in KRAS wild-type tumors (De Roock et al., 2010b). However, because of the low
frequency of this mutation, these data require confirmation in large patient population
studies. In contrast, PIK3CA exon-9 mutations are associated with KRAS mutations and do
not have an independent effect on cetuximab efficacy (De Roock et al., 2010b). The apparent
difference between exon-9 and exon-20 mutations could explain the conflicting data
regarding PIK3CA mutations reported by Sartore-Bianchi and colleagues (Sartore-Bianchi et
al., 2009b) (lack of response to cetuximab and more exon-20 mutations) and Prenen and
colleagues (Prenen et al., 2009) (no correlation). PIK3CA mutations as a whole were
associated with shorter cancer specific survival in a series of surgically resectable CRC, but
exon-9 and exon-20 were not studied separately (Ogino et al., 2009b)(Kato et al., 2007). More
studies on large patient populations are needed to establish the prognostic role of PIK3CA
exon-9 and exon-20 mutations.

2.5 PTEN

PI3K-initiated signaling is inhibited by phosphatase tensin homologue (PTEN). The PTEN
protein acts as a phospholipid phosphatase with PIP3 as a substrate. PIP3 is an important
lipid second messenger that provides docking sites for multiple downstream components,
including AKT, which is activated by phosphorylation and inhibited by PTEN (Figure 1).
Since PTEN protein is a negative regulator of the AKT signaling pathway, inactivation of
PTEN, which is a common event in human malignancies, facilitates cell proliferation and
apoptosis (Sawai et al., 2008)(Goel et al., 2004). PTEN activity may be lost trough various
mechanisms, including mutations, deletions, silencing, allelic losses at chromosome 10q23 or
hypermethylation of the PTEN promoter region (especially in MSI-high CRC). Therefore,
ascertainment of PTEN status is usually done on protein level and the recorded frequency of
loss of PTEN expression varies from 19% to 36% in CRC. Data on the loss of PTEN are not
concordant between primary and metastatic tumors (De Roock et al., 2011)(Dasari &
Messersmith, 2010). In addition, PTEN loss in metastatic tumors predicted lack of response
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to cetuximab and PTEN null metastasis had shorter progression free survival, which was
even more significant in KRAS wild-type patients. In sharp contrast, the PTEN analysis on
the primary tumor did not reveal any predictive or prognostic information. Although the
relative low concordance rate between the primary and metastatic tumors for PTEN
expression could be secondary to selection of clonal populations during metastasis, it could
be the subjective nature of immunohistochemistry testing with significant method and
observer variability. This consideration and the possible need to analyze PTEN from
metastatic tumors may limit the role of PTEN as biomarker in CRC (Dasari & Messersmith,
2010).

2.6 Conclusion

In summary, both MAPK and PI3K pathways are stimulated by EGFR, with important
implication for EGFR targeted therapy and future drug development. Current American
Society of Clinical Oncology (ASCO) guidelines recommend testing only for KRAS
mutations in codon 12 and codon 13, in patients being considered for EGFR moAb therapy
(Dasari & Messersmith, 2010). However, evidence shows that other molecular alterations,
such as BRAF, PIK3CA (exon-20) mutations or loss of PTEN expression, could preclude
response to EGFR moAb. The subjective nature of PTEN assessment, however, is a
significant challenge. In addition, new drugs are being developed against numerous targets
in these pathways, and many are in early clinical stages. Finally, a better understanding of
the functional interactions within RTK-activated intracellular pathways is essential to target
the individual tumor and to deliver more effective medical treatment to patients with
mCRC. Furthermore, the ability of the cancer cell to develop drug resistance via new
mutations or alternative signaling pathways also needs to be addressed by combination
therapy, and, if possible, analysis of tumor tissue upon progression (Dasari & Messersmith,
2010)(De Roock et al., 2011).

3. Pancreatic cancer
3.1 Introduction

Pancreatic cancer has the worst prognosis of all gastrointestinal malignancies with the
mortality approaching the incidence (Buxbaum & Eloubeidi, 2010)(Biinger et al., 2011). Late
clinical presentation, intrinsic biological aggressiveness, and resistance to conventional
chemotherapy and radiotherapy represent the predominant reasons for its poor prognosis
(Pizzi et al., 2009). This demonstrates an urgent demand for improved screening tools for
early detection (Buxbaum & Eloubeidi, 2010)(Biinger et al., 2011). While surveillance is
performed in individuals with genetic syndromes, hereditary pancreatitis, and a strong
family history there are no clear guidelines for those with clinical risk factors like diabetes
mellitus, tobacco use, and chronic pancreatitis (Buxbaum & Eloubeidi, 2010). Pancreatic
ductal adenocarcinoma is the most commonly diagnosed pancreatic neoplasm, and reported
to be the forth or fifth leading cause of cancer death in Western countries. Diagnosis of
pancreatic cancer at early stages is crucial because successful surgical resection remains the
only possibility of cure (Ansari et al., 2011). Only 10-30% of pancreatic tumor patients are
operated on with curative intent. The expected 5-year survival rate of RO resected patients
with additional adjuvant chemotherapy is about 4-26%. In contrast, for the remaining
patients who present with unresectable UICC stage III and IV carcinomas, no curative
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therapy is available. These patients have median survival times of 8-12 months (stage III)
and 5-8 months (stage IV), respectively (Biinger et al, 2011). In addition, early-stage
pancreatic cancer is usually clinically silent, and symptoms only become apparent after the
tumor invades surrounding tissues or metastasis to distant organs. Therefore, most persons
who present with symptoms attributable to pancreatic cancer have advanced disease
(Vincent et al., 2011).

The Holy Grail for pancreatic cancer investigators is to identify early markers, which predict
the development of pancreatic cancer, uncover early resectable disease, and guide therapy
(Buxbaum & Eloubeidi, 2010).

Potential molecular markers are sought in the pancreatic tissue, juice as well as other body
fluids including serum and urine. An important consideration is that pancreatic tumor cells
and secreted molecules are found in markedly higher concentrations in the pancreas and
pancreatic juice compared to serum. Additionally, molecules and proteins in the serum are
overwhelmed by high concentrations of albumin, transferrin, and immunoglobulins
(Buxbaum & Eloubeidi, 2010).

Both hypothesis driven and high throughput searches for molecular markers to predict
disease, early diagnosis, and treatment response are underway. Challenges include
differentiation of cancer from chronic inflammatory disease of the pancreas and achieving
reproducible results among diverse patients. Minimally invasive methods including
endoscopic ultrasound guided fine needle aspiration (EUS-FNA) to acquire tissue may
facilitate these important efforts (Buxbaum & Eloubeidi, 2010). This method enabled not
only accurate diagnosis, but also the collection of cancer tissue before surgery or
chemotherapy even in inoperable cases. Evaluation of the expression status of multiple
molecules within the FNA specimen will lead to the establishment of individualized
therapeutic strategies based on the prediction of prognosis or response to chemotherapy
(Hamada & Shimosegawa, 2011).

3.2 Serum biomarkers

Improved screening for early diagnosis is essential in order to increase the rate of curatively
resectable carcinomas, thereby ameliorating patient’s prognosis. In present clinical practice,
screening for pancreatic cancer is based on state-of-the-art imaging or even invasive
diagnostics. A relatively non-invasive, cost efficient possibility could be provided by the
measurement of disease-specific markers in peripheral blood. A wide range of serum
markers has been reported to be elevated in pancreatic cancer patients since the eighties.
Despite these many markers or their combinations with high diagnostic potential for
pancreatic cancer screening, none of them have achieved the levels of sensitivity and
specificity necessary to be recommended as a screening tool for asymptomatic patients in
the general population (Biinger et al., 2011)(Xu et al., 2011). Only a few markers have shown
promising results in recent studies with CA19-9 being the most widely investigated and
evaluated single marker (Biinger et al., 2011).

3.2.1 CA19-9

The best-established marker is CA19-9, which is a sialylated Lewis antigen of the MUC1
protein with an overall sensitivity ranging from 41 to 86% and specificity from 33 to 100%
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(Binger et al., 2011)(Buxbaum & Eloubeidi, 2010). As a marker for early pancreatic cancer,
there are some important weaknesses. Approximately 10% of the population with the
Lewis-negative genotype is not able to produce CA19-9, secondary to a lack of the enzyme
involved in its synthesis, even if they have advanced pancreatic cancer. Recently it has been
reported that patients with undetectable CA19-9 have a better prognosis than those with
elevated levels. Patients with small pancreatic cancers often show false negative CA19-9
values, thus eliminating its value in early diagnosis. In addition, patients with certain blood
types are incapable of expressing the antigen recognized by CA19-9. Moreover, CA19-9
elevation is common in patients with obstructive jaundice even without malignancy because
of the reduction in clearance by the cholestatic liver. Furthermore, false positive CA19-9
elevation is also frequently observed in patients with cancers of the upper gastrointestinal
tract, ovarian cancer, hepatocellular cancer, benign conditions of the hepatobiliary system
and chronic pancreatitis (Xu et al., 2011). Nevertheless, continuous evaluation of this marker
strongly suggests progressive disease during chemotherapy or recurrence after operation
(Hamada & Shimosegawa, 2011). Thus CA19-9 is considered the standard for monitoring
response to chemotherapy and recurrence following surgical resection in patients with
pancreatic cancer but not for the initial diagnosis of the disease in the asymptomatic
population (Xu et al., 2011)(Buxbaum & Eloubeidi, 2010)(Vincent et al., 2011).

In addition to serum it has been shown that pancreatic juice might also be a source of
pancreatic cancer tumor markers. Several groups evaluated the diagnostic value of CA19-9
in pancreatic juice. Some groups found that CA19-9 concentrations were significantly higher
in patients with cancer than in patients with chronic pancreatitis and other non-neoplastic
patients (Malesci et al., 1987) showing a diagnostic value approximately similar to that of
serum CA19-9 (Nishida et al., 1988)(Chen et al., 1989). Other studies could not confirm the
diagnostic value of CA19-9 in pancreatic juice (Matsumoto et al., 1994). Further investigation
into the exact role of CA19-9 in pancreatic juice is required. However, other potentially
interesting biomarkers, like KRAS mutations, 90K, CEA were identified in this pancreatic
juice and need further investigation (Nakaizumi et al., 1999)(Gentiloni et al., 1995).

3.2.2 Micro-RNA

Small non-coding RNAs are now attracting increased attention as robust regulators of
various biological processes, including cancer progression. The micro-RNAs (miRs) are a
class of conserved small non-coding RNA’s of 17-25 nucleotides in length that regulate gene
expression by either repressing the translation or causing degradation of multiple target
mRNAs. MiR genes represent about 1% of the genome in different species and it is
estimated that about 30% of the protein-coding genes in the human genome are regulated by
miRs (Wang & Sen, 2011). These miRs play a central role in the regulation of cellular
functions, such as migration, invasion and stem cell functions (Vincent et al., 2011).
Extensive mapping of the known miR genes revealed that these are often located in the
genomic intervals rearranged in cancers including those displaying amplification, loss of
heterozygosity, common breakpoints and fragile sites. Furthermore, functional analyses
suggest that miRs play roles in cancer initiation, invasion and progression processes and,
therefore, may prove to be informative biomarkers of detection, diagnosis and prognosis
besides being potential targets of therapy (Wang & Sen, 2011).

Over 300 miRs have been identified, and widespread alterations in these miRs have been
recognized in various types of cancer, including pancreatic cancer, and seem to contribute to
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their development and progression (see table 1, modified from (Wang & Sen, 2011)). MiR
signatures specific for normal pancreas, chronic pancreatitis and cancer tissues have been
identified and have been proposed to represent helpful markers for differential diagnosis of
pancreatic cancer from chronic inflammatory disease of the pancreas and even other tumors
(Hamada & Shimosegawa, 2011)(Vincent et al., 2011)(Wang & Sen, 2011). In addition, these
differential-expressing miRs can also be profiled in blood as a minimally invasive biomarker
assay for pancreatic cancer. This finding is extremely promising since there is no reliable
biomarker assay, much less of minimally invasive nature, currently available for early
detection, diagnosis and predicting prognosis of pancreatic cancer patients.

microRNA Expression profile References

Let-7f-1 Up (Lee et al., 2007)

Let-7d Up (Lee et al., 2007)

miR-10 Up (Bloomston et al., 2007)(Zhang et al., 2009b)
miR-15b Up (Lee et al., 2007)(Zhang et al., 2009b)
miR-16-1 Up (Lee et al., 2007)

(Lee et al., 2007)(Bloomston et al.,

miR-21 Up 2007)(Zhang et al., 2009b)(Mees et al., 2010)
miR-23 Up (Bloomston et al., 2007)
miR-24 Up (Lee et al., 2007)
o (Szafranska et al., 2007)
miR-31 Up (Szafranska et al., 2008)
miR-92 Up (Lee et al., 2007)
miR-95 Up (Zhang et al., 2009b)
o (Szafranska et al., 2007)
miR-96 Down (Szafranska et al., 2008)
miR-99 Up (Bloomston et al., 2007)
miR-100 Up (Lee et al., 2007)(Bloomston et al., 2007)
miR-103 Up (Bloomston et al., 2007)(Zhang et al., 2009b)
miR-107 Up (Lee et al., 2007)(Bloomston et al.,

2007)(Zhang et al., 2009b)
miR-125 Up (Lee et al., 2007)(Bloomston et al., 2007)
(Szafranska et al., 2007)(Bloomston et al.,

miR-130b Down 2007)(Szafranska et al., 2008)
miR-139 Down (Lee et al., 2007)
miR-142-P Down (Lee et al., 2007)
(Szafranska et al., 2007)(Bloomston et al.,
miR-143 Up 2007)(Szafranska et al., 2008)
(Zhang et al., 2009b)
miR-145 Up (Szafranska et al., 2008)(Zhang et al., 2009b)
. Szafranska et al., 2007
miR-146 Up EBIoomston etal., 2007))
(Szafranska et al., 2007)
miR-148a Down (Bloomston et al., 2007)
(Szafranska et al., 2008)
miR-148b Down (Szafranska et al., 2007)

(Bloomston et al., 2007)
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(Lee et al., 2007)(Szafranska et al.,

miR-155 Up 2007)(Szafranska et al., 2008)
(Bloomston et al., 2007)(Zhang et al., 2009b)
miR-181a Up (Lee et al., 2007)(Bloomston et al., 2007)
miR-181b Up (Bloomston et al., 2007)
miR-181c Up (Lee et al., 2007)(Bloomston et al., 2007)
miR-181d Up (Bloomston et al., 2007)
miR-186 Up (Zhang et al., 2009b)
miR-190 Up (Zhang et al., 2009b)
miR-194 Up {Mees:2010fr}
. Szafranska et al., 2007
miR-196a Up ESzafranska etal., 2008§(Zhang et al., 2009b)
miR-196b Up (Szafranska et al., 2007)
miR-199a Up (Bloomston et al., 2007)
miR-200b Up (Zhang et al., 2009b){Mees:2010fr}
miR-200c Up {Mees:2010fr}
miR-203 Up (Ikenaga et al., 2010)
(Szafranska et al., 2007)
miR-205 Up (Bloomston et al., 2007)
(Szafranska et al., 2008)
(Szafranska et al., 2007)
miR-210 Up (Bloomston et al., 2007)(Szafranska et al.,
2008)(Zhang et al., 2009b)
miR-212 Up (Lee et al., 2007)
miR-213 Up (Bloomston et al., 2007)
. Szafranska et al., 2007
miR-217 Down ESzafranska etal., 2008;
miR-220 Up (Bloomston et al., 2007)
(Lee et al., 2007)
miR-221 Up (Szafranska et al., 2007)(Bloomston et al.,
2007)(Zhang et al., 2009b){Mees:2010fr}
. Szafranska et al., 2007
miR-222 Up EBloomston etal, 2007))(Zhang et al., 2009Db)
(Szafranska et al., 2007)(Bloomston et al.,
miR-223 Up 2007)(Szafranska et al., 2008)
(Zhang et al., 2009b)
miR-301 Up (Lee et al., 2007)
miR-345 Down (Lee et al., 2007)
(Szafranska et al., 2007)
miR-375 Down (Bloomston et al., 2007)
(Szafranska et al., 2008)
miR-376a Up (Lee et al., 2007)
miR-424 Up (Lee et al., 2007)
miR-429 Up {Mees:2010fr}

Table 1. Deregulated microRNAs in pancreatic ductal adenocarcinoma (modified from
(Wang & Sen, 2011)).
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In addition, successful therapeutic targeting of miRs (silencing, antisense blocking and miR
modification of oncogenic miRs) also holds significant promise towards improved clinical
management of patients with cancer, especially those with pancreatic carcinomas, since
these patients have very limited treatment options available at this time (Wang & Sen,
2011)(Rachagani et al., 2010).

3.3 Glucose transporter isoforms (GLUT)

Malignant cells have high constitutive glucose uptake and metabolism compared with
normal cells (Pizzi et al., 2009). A family of glucose transporter isoforms (GLUT), which is
currently composed of 13 members, facilitates the entry of glucose into cells. These are
passive carriers and function as an energy-independent system that transports glucose
down a concentration gradient. GLUT-1, a member of this family, is considered to be the
predominantly upregulated glucose transporter in malignant epithelial tissue and
mesothelium, and has been found to correlate with biological behavior in various
malignancies (Basturk et al., 2011).

Various studies have shown a close relationship between GLUT-1 expression and tumor
aggressiveness and poor prognosis in squamous cell carcinoma of the head and neck and in
carcinomas of the lung, stomach, gallbladder, colorectum, kidney, bladder, ovary and
cervix. An increased GLUT-1 expression has also proved to be associated with pancreatic
cancer invasiveness both in vitro and in vivo (Basturk et al., 2011). However, literature data
regarding the prognostic significance of immunohistochemical GLUT-1 expression in
pancreatic ductal adenocarcinoma are limited and non consistent, as a prognostic
significance of GLUT-1 expression has been found by some research groups (Sun et al.,
2007)(Pizzi et al.,, 2009) and not by the other (Lyshchik et al., 2007). Differences can be
ascribed to heterogeneity of histological types of pancreatic cancer and to the different
scoring systems. Overall, GLUT-1 overexpression is regarded as a relative early event in
pancreatic carcinogenesis and may be ascribed to local hypoxia. Furthermore, GLUT-1
expression seems to correlate to a higher glucose uptake in undifferentiated and highly
proliferative pancreatic cancer cells (Pizzi et al., 2009). Moreover, GLUT-1 promotes cellular
invasiveness in pancreatic cancer, which is matrix metalloproteinase 2 (MMP2)-dependent,
with MMP-2 being transcriptionally activated by increased GLUT-1 levels (Ito et al., 2004).
In addition, an increased expression of GLUT-1 molecules in pancreatic tumors has been
suggested to contribute to the higher rate of fluorine 18 fluorodeoxyglucose (18F-FDG)
uptake into tumor cells compared with normal pancreatic tissue, as determined by
standardized uptake value (SUV). Also, SUV has been found to be a predictor of survival in
patients with ductal adenocarcinomas. Therefore, in addition to being of diagnostic value
imaging-wise, GLUT-1 may also be a potential therapeutic target to limit glucose uptake
and metabolism, thereby limiting the proliferative potential of malignant cells (Basturk et
al., 2011). Apigenin, a flavonoid with significant anti-proliferative properties that inhibit
pancreatic cancer cell proliferation, has been shown to inhibit glucose uptake as well as both
GLUT-1 mRNA and protein expression in human pancreatic cancer cell lines. In addition,
the PI3K/Akt pathway may be involved in mediating apigenin’s effects on downstream
targets such as GLUT-1 (Melstrom et al., 2008). However, literature regarding the biological
significance of GLUT-1 expression in pancreatic neoplasia has been limited and
controversial (Basturk et al., 2011).
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3.4 Human equilibrative nucleoside transporter 1 (hENT1)

Gemcitabine, a pyrimidine nucleoside analogue, has clinically important activity in
advanced and metastatic pancreatic adenocarcinoma and for which it is now the standard of
care (Maréchal et al., 2009)(Ansari et al., 2011). Gemcitabine is a prodrug that is
phosphorylated by deoxycitidine kinase to its mononucleotide in the rate-limiting step of its
cellular anabolism. Subsequent nucleotide kinases convert gemcitabine monophosphate to
its active metabolites, gemcitabine diphosphate and triphosphate. Permeation of
gemcitabine through the plasma membrane requires specialized integral membrane
nucleoside transporter proteins. Among these transporters, the major mediators of
gemcitabine uptake into human cells appear to be the human equilibrative nucleoside
transporter 1 (hENT1) and to a lesser extent the human conservative nucleoside transporter
3 (hCNT3) (Maréchal et al., 2009). Recently, it was reported that tissue mRNA levels of the
hENT1, which mediates the cellular entry of gemcitabine, correlated with survival (Ansari et
al., 2011). Several subsequent immunohistochemically based studies demonstrated that
hENT-1 holds promise as an independent predictive marker to identify those likely to
benefit from gemcitabine based monotherapy (Morinaga et al., 2011)(Spratlin et al,
2004)(Farrell et al., 2009) and gemcitabine based chemoradiotherapy (Maréchal et al,
2009)(Murata et al,, 2011). In addition, the expression of hENT1 provides independent
prognostic information in untreated pancreatic carcinoma patients as well as those treated
with adjuvant gemcitabine-based therapy (Kim et al., 2011b)(Maréchal et al., 2009). Whether
these assays provide sufficient predictive information to guide treatment decision requires
prospective evaluation in randomized clinical trials. However, the consistency and strength
of the accumulating preclinical and translational data suggest that nucleoside transporters
play an important role in clinical outcomes after gemcitabine adjuvant chemotherapy for
pancreatic cancer (Maréchal et al., 2009).

3.5 Conclusion

Although the tumor node metastasis classification provides important prognostic
information, it permits only crude stratification of clinical outcome for patients with
pancreatic cancer. Although some potential markers were identified, a high degree of
inconsistency still exists between reports. Validation through large multicenter prospective
studies using standardized protocols is still needed. Considering the complexity of the
disease, it seems reasonable to hypothesize that panels of markers, rather than single
proteins, might become useful (Ansari et al., 2011).

4. Gastric cancer
4.1 Introduction

Gastric cancer is one of the most common tumors and remains the second leading cause of
cancer death worldwide (Gravalos & Jimeno, 2008)(Wagner & Moehler, 2009). Gastric cancer
is a heterogeneous disease divided in at least two different tumor entities, the intestinal and
the diffuse form, with difference in epidemiology, cause, pathogenesis and disorder. The
development of the intestinal form, usually in older patients, is related to Helicobacter pylori
and usually located in the corpus and the antrum and related to preexisting corpus
predominant atrophic gastritis, followed by intestinal metaplasia. In contrast, the diffuse



Biomarkers in Gastrointestinal Cancer: Focus on Colon, Pancreatic and Gastric Cancer 63

form is usually poorly differentiated, located most frequently in the proximal stomach and
its incidence is rising at an alarming rate in overweight young men suffering from
gastroesophageal reflux. Diffuse type cancers have usually a worse prognosis (Wagner &
Moehler, 2009).

Surgical resection remains the mainstay of treatment and cure in localized, non-metastatic
gastric cancer while no globally accepted consensus exists on the best treatment regimen to
be used in advanced gastric cancer (De Vita et al., 2010)(Lorenzen & Lordick, 2011). At
present, the combination of a fluoropyrimidine and a platinum analogue either alone or in
combination with a third drug such as an antracycline or taxanes are the most effective
combinations resulting in a median survival of 8-10 months (Lorenzen & Lordick, 2011).
These observations suggest the need for new therapeutic approaches, based on the
implementation of predictive biomarkers, to further improve the outcome of patients with
advanced gastric cancer (De Vita et al., 2010)(Wagner & Moehler, 2009)(Lorenzen & Lordick,
2011). A better understanding of the molecular basis of cancer has contributed to the
development of rationally designed molecular targeted therapies, which interfere with the
signaling cascades involved in cell differentiation, proliferation and survival (Gravalos &
Jimeno, 2008). Recently, the evidence that upregulation of signaling pathways of EGFR-
family plays a central role in cell differentiation, proliferation, and survival has supported
the development of antitumor strategies against these targets (De Vita et al., 2010). One of
the most considerable innovative targets in human cancer is the HER family.

4.2 HER2

The epidermal growth factor receptor (EGFR) family is composed of four members: HER1
also known as EGFR1, HER2, HER3 and HER4, amongst which the EGFR1 and HER2
represents targets for drugs currently under development for gastric cancer (Wagner &
Moehler, 2009). The HER?2 protein is a 185 kDa transmembrane tyrosine kinase (TK) receptor
encoded by a gene located on chromosome 17q21, with an extracellular ligand-binding
domain, a short transmembrane domain and an intracellular domain with TK activity. Up to
now, no ligands have been identified for its extracellular domain, but it seems to be the
preferred heterodimerization partner for other members of the HER family (De Vita et al.,
2010). HER2 functions as an oncogene and its amplification or overexpression plays a
central role in the initiation, progression and metastasis of some common cancers. Aberrant
HER?2 expression or function has been implicated in about 10-34% of invasive breast cancers.
In addition, HER 2 also appears to be overexpressed in colon, bladder, ovarian,
endometrium, lung, uterine cervix, head and neck, and esophageal carcinomas. The first
description of HER2 overexpression in gastric cancer, using IHC, was reported in 1986.
Since then, a number of studies have confirmed these findings, reporting a HER2 positivity
rate in a wide range (6-35%) of gastric carcinomas. Moreover, HER2 expression varies
depending on histology and on primary tumor location (Lorenzen & Lordick, 2011)(De Vita
et al.,, 2010). The randomized open-label, multinational phase III ToGA (Trastuzumb for
Gastric Cancer) trial, in which by now the largest population of 3807 gastric cancers were
centrally screened for HER2 gene amplification (Fluorescent in situ hybridization (FISH))
and HER2 protein overexpression (IHC 3+), reported a HER2 positivity of 22.1%, with a
high degree of concordance between IHC and FISH (87,2%). Furthermore, HER2 positivity
rates were found to be higher in esophagogastric junction cancer than in gastric cancer and
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in intestinal cancer than diffuse or mixed type (Lorenzen & Lordick, 2011)(Croxtall &
McKeage, 2010).

Trastuzumab, a recombinant humanized IgGl monoclonal antibody directed against the
extracellular domain of HER2, in combination with chemotherapy agents, has recently
received approval in the EU and USA for treatment of metastatic HER2-positive gastric
cancer without prior anti-cancer treatment for metastatic disease (Croxtall & McKeage,
2010).

4.3 HER2 as prognostic factor in gastric cancer

The TNM stage is the most important prognostic factor for gastric cancer. Prognosis,
however, varies among patients in the same stage. Therefore, additional classification
parameters, like HER2 need to be defined in addition to the TNM and the classical
pathological characteristics of the tumor in order to better identify the biological subset of
this disease (Gravalos & Jimeno, 2008). The role of HER2 as prognostic marker in gastric
cancer has been controversial because some of the initial studies failed to find an association
with outcome (Zhang et al., 2009a)(De Vita et al., 2010)(Gravalos & Jimeno, 2008)(Lorenzen
& Lordick, 2011). Other authors, however, reported a direct correlation between HER2
overexpression and poor outcome (Ananiev et al., 2011)(Kim et al., 2011a)(Im et al., 2005).
However, the largest study to date investigating the prognostic significance of HER2
expression in 924 gastric cancer patients showed that HER2 expression is not related to
gastric cancer patients outcome (Grabsch et al., 2010). Chua et al. (Chua & Merrett, 2011)
performed a systematic examination of the literature to identify translational studies that
correlated HER2 with clinicopathologic markers and/or survival. This review included 49
studies totaling 11,337 patients. IHC was most commonly used to assess HER2 expression,
identifying a median rate of 18% of gastric cancer demonstrating HER2 overexpression. In
patients with and without HER2 overexpression, the median 3-year disease-free survival
rate was 58% and 86%, respectively. Of the 35 studies reporting the impact of HER2
overexpression on survival, 20 studies (57%) reported no difference in overall survival, two
studies (6%) reported significantly longer overall survival in patients with HER2
overexpression and 13 studies (37%) reported significantly poorer overall survival in
patients with HER2 overexpression. HER2 overexpression appears to be associated with
poorer survival and with intestinal-type gastric cancer in this group of patients for whom
majority undergone curative gastrectomy. Results of the ToGA trial, which are discussed
below, seem to refute this suggestion as demonstrated by the longer than expected survival
of patients in the control arm, who received chemotherapy alone. However possible
confounding factors, such as the wide use of second line treatment and the better prognosis
associated with the intestinal histology, should be kept in mind when interpreting these
results (Fornaro et al., 2011). In addition, these conflicting results could be due to the lack of
a standardized definition of HER?2 positivity in gastric cancer (De Vita et al., 2010)(Lorenzen
& Lordick, 2011).

Hence, definitive answers about the prognostic role of HER?2 in gastric cancer and gastric-
esophageal cancer cannot be derived from the available data, which thus emphasizes the
need for further research in the field (Fornaro et al., 2011).
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4.4 Trastuzumab and the predictive role of HER2 in gastric cancer

Trastuzumab, a recombinant humanized IgGl monoclonal antibody directed against the
extracellular domain of HER2, induces antibody-dependent cellular cytotoxicity, inhibits
HER2-mediated signaling and prevents cleavage of the extracellular domain of HER2. In
HER? positive breast cancer, trastuzumab has demonstrated survival benefits for patients
with early and metastatic disease and is now the standard of care (Bang et al., 2010)(Croxtall
& McKeage, 2010). Several studies indicate antitumor activity of trastuzumab in
overexpressing HER2 human gastric cancer cell lines or xenograft models (Matsui et al.,
2005)(Tanner et al., 2005)(Fujimoto-Ouchi et al., 2007). Most of these studies used the NCI-
N87 and or 4-1ST gastric cell lines, which show HER2 expression in IHC and gene
amplification on FISH. These studies showed that trastuzumab suppressed the growth of
human gastric cancer with HER2 overexpression in vitro and in vivo and improved the
survival of mice with peritoneal dissemination and ascites of gastric cancer. In addition,
trastuzumab administered in combination with chemotherapy agents for gastric cancer
showed potent antitumor activity, which was significantly greater than did trastuzumab or
the chemotherapy agents as single treatments. A three-drug combination of capacetabine,
cisplatin, and trastuzumab achieved remarkable tumor growth inhibition in the N87 model
(Fujimoto-Ouchi et al., 2007)(Kim et al., 2008)(Gravalos & Jimeno, 2008). In addition, there
are currently no data regarding resistance to trastuzumab in gastric cancer cells and there
are no in vitro tests available to enable the prediction of resistance (Croxtall & McKeage,
2010).

Based on these results there was a strong rationale to investigate the clinical potential of
trastuzumab in gastric cancer patients. Several preliminary single-arm phase II trials paved
the way for the registration of the large, randomized controlled, open label, multicenter,
international phase III trial which was undertaken in 24 centers in Aisa, Central and South
America and Europe. The objective of this “Trastuzumab for Gastric Cancer” (ToGA) study
was to assess the clinical efficacy and safety of trastuzumab added to chemotherapy for first-
line treatment of advanced gastric or gastro-esophageal junction cancer with overexpression
of HER2. Tumors were centrally tested for HER2 status with IHC (Hercep test) and FISH.
Because of the inherent difference between breast and gastric tumors, notably tumor
heterogeneity and the occurrence of baso(lateral) membrane staining, a new set of IHC
scoring criteria were developed that are specific for gastric cancer. Patients were eligible if
their tumor samples were scored as 3+ on IHC or if they were FISH positive (Bang et al.,
2010) (Bang et al., 2010). As mentioned above, 22,1% of all gastric cancer screened in the
ToGA trial were HER2-positive, which is broadly comparable with the incidence in breast
cancer. Moreover, there was a high degree of concordance between IHC and FISH.
Therefore, IHC is suitable for primary testing of HER2 positivity in gastric cancer with a
score of IHC3+ indicating eligibility for treatment with trastuzumab, IHC2+ should be
retested by FISH to confirm HER?2 positivity and a score of IHCO or 1+ should be considered
as HER2-negative. The incidence of HER2 positivity differed according to tumor location
and histological subtype. There was a significantly greater incidence of HER2-positive
cancers of the oesophagogastric junction than the stomach and in intestinal than diffuse or
mixed cancers. In addition, the incidence of HER2 positive gastric cancers was similar
between Europe and Asia, but varied between countries (Croxtall & McKeage, 2010).
Patients who satisfied all eligibility criteria (594 patients) were randomized in a 1:1 ratio and
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584 patients received treatment with trastuzumab plus chemotherapy (5FU or capecitabine
and cisplatin) for six cycles or chemotherapy alone (Lorenzen & Lordick, 2011). The primary
objective was to compare overall survival in both treatment arms, and the secondary
objectives were to compare progression-free survival, time to progression, overall response
rate, control disease, duration of response, and quality of life (Gravalos & Jimeno, 2008). The
primary endpoint of the study was met: trastuzumab significantly improved overall
survival by nearly 3 months (median 11.1 vs 13.8 months) (Lorenzen & Lordick, 2011). In
addition, an exploratory post-hoc analysis showed that trastuzumab plus chemotherapy
substantially improved overall survival in patients with high expression of HER2 protein
(IHC2+/FISH+ or IHC3+, 16 months) compared with patients with low expression of HER2
protein (IHCO or 1+ and FISH+) (Bang et al., 2010). The secondary endpoints also showed
significant improvements when trastuzumab was added to chemotherapy. The addition of
trastuzumab to chemotherapy did not increase toxic effects associated with standard
fluoropyrimidine-based and platinum-based chemotherapy and therefore trastuzumab can
be combined with standard chemotherapy without affecting the overall safety profile. On
the basis of these findings, trastuzumab can be considered as a new standard option for
patients with HER2-positive advanced gastric or gastro-oesophageal junction cancer when
combined with a chemotherapy regimen consisting of capecitabine plus cisplatin or
fluorouracil plus cisplatin (Bang et al., 2010).

On the basis of this evidence, in January 2010 the EMEA and on 20 October 2010, the US
FDA granted approval for trastuzumab in combination with cisplatin and fluoropyrimidine
(either capecitabine or 5FU), for the treatment of metastatic HER-2 positive gastric or gastro-

oesophageal junction adenocarcinoma who have not received prior treatment for metastatic
disease (Lorenzen & Lordick, 2011).

Further studies are necessary to investigate the role of trastuzumab in curative gastric cancer
treatment, as well its role as monotherapy, maintenance therapy and second line treatment
in the palliative setting. Furthermore, additional predictive markers are needed besides a
HER2-positive status. In addition, there is an urgent need to improve the knowledge of the
mechanisms involved in anti-HER2 sensitivity or resistance, in order to develop other
rationally targeted agents in the near future (Fornaro et al., 2011).

4.5 Conclusion

Since there is no internationally accepted standard of care for gastric or gastro-esophageal
cancer patients and survival remains poor, new therapeutic strategies are needed. There is
mounting evidence of the role of HER2 overexpression in patients with gastric cancer. HER2
overexpression has been correlated to poor outcome and more aggressive disease.
Furthermore, the positive results of the randomized phase III ToGA trial have opened up
new frontiers. Trastuzumab not only represents a new and effective therapeutic option, but
has also stimulated the search for predictive marker in order to refine patient selection
(Fornaro et al., 2011). Trastuzumab represents a new reference treatment for patients with
HER2-positive metastatic gastric or gastro-esophageal cancer. Routine HER2 testing is
suggested for all patients with advanced disease. Other agents directed against members of
the HER family (like lapatinib) are currently under investigation (Lorenzen & Lordick,
2011).
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5. General conclusion

Ample data shows that only a limited portion of patients may benefit from anti-cancer
treatments currently used in the clinic. Personalized cancer medicine, based on genetic
profiling of individual tumors and biomarkers, is regarded as the treatment strategy of the
future. In this review the most promising biomarkers in colorectal, pancreatic and gastric
cancer were discussed (table 2). Currently, the only biomarker that has made it into clinical
practice for colorectal cancer is KRAS mutation for the selection of patients eligible for
cetuximab therapy. Furthermore, evidence shows that other molecular alterations, such as
BRAF, PIK3CA (exon-20) mutations or loss of PTEN expression, could preclude response to
EGFR moAb.

Location Predictive Prognostic Stage
Colorectal cancer KRAS Clinical stage
(since 2008)
PIK3CA exon 20 mut. Preclinical stage
BRAF Preclinical stage
Pancreatic cancer CA19-9 Clinical stage
hENT1 hENT1 Preclinical stage
miRs miRs Preclinical stage
GLUT Preclinical stage
Gastric cancer HER2 Clinical stage
(since 2010)
HER2 Preclinical stage

Table 2. The most promising biomarkers in colorectal, pancreatic and gastric cancer
summarized.

Improved screening for early diagnosis is essential in order to increase the rate of curatively
resectable pancreatic carcinomas, thereby ameliorating patient’s prognosis. A relatively non-
invasive, cost efficient possibility could be provided by the measurement of disease-specific
markers in peripheral blood. However, only a few markers have shown promising results in
recent studies with CA19-9 being the most widely investigated and evaluated single marker
(Biinger et al., 2011).

In patients with gastric cancer there is mounting evidence of the role of HER2
overexpression since it has been correlated to poor outcome and more aggressive disease.
Furthermore, HER 2 overexpression was found to be predictive for treatment of gastric
cancer patients with trastuzumab. Routine HER2 testing is now suggested for all patients
with advanced disease.

Given the importance of biomarkers in this era of targeted therapies more and especially
prospective randomized trials are necessary.
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1. Introduction
1.1 Metals as an essential, yet potentially toxic part of cellular chemistry

Metals are vital to nearly all the life processes within the cell. It is estimated that nearly a
third of cellular proteins bind metals. Yet, the very same properties of these metal ions
which make them so useful, also makes them potentially hazardous within the cell.
Endogenous metals, such as copper, zinc, and iron are also potentially toxic, performing
deleterious redox chemistry if not carefully controlled and regulated(Finney and O'Halloran
2003). The intricate cellular machinery that manages these metals are collectively known as
the metal homeostasis and trafficking proteins of the cell. While we have learned much with
respect to how the cell partitions and allocates metals, and at times attempted to define the
‘concentration’ in various compartments of the cell, instead we have begun to see how ill-
defined a ‘resting’” condition really is, and how much the partitioning of cellular metals can
change (Dodani, Leary et al. 2011; Qin, Dittmer et al. 2011).

What is it about metals which make them so critical, and so useful? Unlike other elements,
biological metals, and particularly the first row of transition metals in the periodic table,
have a partially filled d-shell of orbitals. This gives them multiple semi-stable oxidation
states under ambient conditions. And the changes between these states provide reduction
and oxidation potential for the chemistry of the cell (Bertini, Gray et al. 2007). For example,
iron, as part of hemoglobin, shuffles between a (II) and (III) oxidation state to perform the
vital act of delivering oxygen throughout the body. However, the same element, iron, if it
were a ‘free’ aquo- ion in the cytoplasm of the cell would likely undergo Fenton chemistry,
and these same changes in oxidation state would give rise to the generation of radicals that
would damage the cell.

Still, biology manages, most of the time, to work. The efficient chemistry of these life
processes often exceeds our own ability to accomplish their work synthetically. Unraveling
the ways in which the chemistry of these metals is controlled promises not only to improve
what we know about chemistry, accomplishing important reactions such as the oxidation of
methane or the fixation of nitrogen in new and more efficient ways, but also to remarkably
improve our understanding of biology, and our ability to manipulate it as well.
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1.2 The location of metals, and bioavailability, within the cell regulates cell function

Metals serve roles in thousands of proteins and enzymes, and are found in various species
throughout the mammalian cell. Good recent reviews of biological copper (Boal and
Rosenzweig 2009; Banci, Bertini et al. 2010; Lutsenko 2010), iron (Kosman 2010), and zinc
(Eide 2006; Tomat and Lippard 2010) exist. Our understanding of the location and
bioavailability of metals, until rather recently, was mainly accessible by studying the
properties of the proteins that bind them.

For example, one role of copper is as an important component of cytochrome c oxidase,
which performs respiration in mitochondrion (Tsukihara, Aoyama et al. 1995; Tsukihara,
Aoyama et al. 1996). From this as well as other examples, we know copper to be an
important component in the mitochondrion. Among its many roles, zinc is a critical
structural component of zinc-finger proteins, which regulate transcription in the nucleus. A
significant reference of zinc-binding proteins is available for understanding the
compartments of the cell where zinc may be found (Vallee and Auld 1990). Taken together,
this kind of indirect knowledge leads to a coordinated, systems-based approach to
understanding the location of cellular metals, as has been recently applied in the case of
copper (Banci, Bertini et al. 2010).

These indirect approaches are also useful in understanding bioavailability of metals. For
example, based upon the measurement of the metal-binding constant of superoxide
dismutase we have been able to extrapolate that there is no free copper in the cytoplasm of
yeast (Rae, Schmidt et al. 1999). Additionally, measurement of the zinc-binding potential of
the CueR copper regulatory protein demonstrated that there was no ‘free’ copper in the
cytoplasm of E. coli bacteria (Changela, Chen et al. 2003), setting the window of such ions at
less than one atom per cell.

In addition to achieving the chemistry vital to the cell, metalloproteins open up a new
avenue of cellular regulation. Not only can their activity be up- or down-regulated by
changes in the expression level, but also by changes in the availability of their metal
cofactors. An elegant illustration of this is the work of Tottey et al, which found, in
examining the periplasm of the bacteria Synechocystis PCC 6803 that compartmentalization
can be used to keep competitive metals out of the “‘wrong’ nascent proteins (Tottey, Waldron
et al. 2008). In another, more clinical example, it has long been known that copper
availability can modulate the growth of tumors in the body (Pan, Kleer et al. 2002). When
copper is depleted by adminstering copper-chelating compounds such as
tetrathiomolybdate to the patient, the growth of new blood vessels as well as the tumors
that rely on them is inhibited.

1.3 We can now visualize changes in cellular metal distributions, and their signature
patterns, during physiological changes

Recent technological advances have also made it possible to directly visualize metals within
cells at the sub-cellular level. As early as the 1980’s, advances in microanalysis were enabling
the development of electron microscopy capable of compositional analysis - or the ability to
distinguish the chemical composition of samples at the cellular or subcellular level. An
excellent example of this is the work of Peter Ingram and Ann Le Furgey (Ingram, Shelburne
et al. 1999). One of the limitations of electron microscopy is the thickness of samples, which
generally must be no more than 100 nm thick, requiring specialized sample preparation.
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On the other hand, hard X-ray microscopy (~10 keV or greater incident energy), generally
does not face this limitation. The focal depth is on the order of 200 - 300 microns, and
anything thinner than this will simply appear as 2-D projection of the volume. Thus, as zone
plate technology and third generation synchrotron sources have developed, the minimal
sample preparation required has made X-ray fluorescence microscopy a very accessible
technique.

The accessibility of X-ray fluorescence microscopy, with relatively simple sample
preparation and publically available synchrotron facilities, has facilitated its application -
even to areas quite clinical and far removed from the physics of the synchrotron facilities
that support it. The findings, some of which are highlighted below, have at times been
startling. Could 80% of the cell’s copper simply be exported during the angiogenic process
of tubulogenesis (Finney, Mandava et al. 2007)? Isn’t this a drastic commitment of energy?
Despite clinical findings regarding chelation, as mentioned earlier, it is doubtful any
scientist would have predicted this. But, it is precisely the directness of these methods which
makes such surprising findings possible.

1.4 Are these signatures diagnostic?

According to the National Cancer Institute, a biomarker is “A biological molecule found in
blood, other body fluids, or tissues that is a sign of a normal or abnormal process, or of a
condition or disease. A biomarker may be used to see how well the body responds to a
treatment for a disease or condition. Also called molecular marker and signature molecule”.
In this sense, a biomarker is something that is diagnostic - serving as an indicator of a
physiological state or disease condition.

The cellular distributions of metals clearly have the potential to fulfill this role. As we learn
more about the distributions and compartmentalization of cellular metals, and how these
change in various conditions, it is increasingly clear that signatures should exist.

2. Overview of X-ray fluorescence imaging
2.1 Prinicples of biological X-ray fluorescence imaging

Fluorescence exists in many familiar forms. It is the absorption of light at one wavelength,
and its re-emission as light of a longer wavelength (with less energy). It can be seen when
you put certain laundry detergents under a simple black-light, which you cannot see with
your eyes, and watch optical light come back out, making it ‘glow’. Optical fluorescence like
this is also a critical tool in almost all of biology, where even the most complex optical
fluorescence microscopes still use monochromatic light and emission filters to image
optically-fluorescent dyes and protein labels, revealing information about cellular
structures. X-ray fluorescence imaging is fundamentally no different from this. However,
unlike optical light which excites vibrational states, X-rays are of such energy that, for
metals, they excite the electrons bound to the atom directly.

2.1.1 Basics of X-ray fluorescence

The energy and wavelength of light are inversely related, as follows from Equation 1, where
E is energy, h is Planck’s constant, ¢ is the speed of light, and A is the wavelength.
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E=hxc/\ (1)

Looking at this equation, it is simple to see that if the energy of an incoming photon is
decreased, such as might happen when it runs into an electron, the photon is not only
reduced in energy but its wavelength will increase, changing its ‘color’. In fact, the photon
may excite the electron into a higher energy state. When this happens, it leaves behind an
opening, or ‘hole” in the electron shell. Since the spacing of orbitals, or the difference in
energy between them, is constant for a particular metal atom, when an electron ‘falls” back
down in energy, into the ‘hole’ that was left behind, it emits light at a very characteristic
energy - much like a pipe of a particular length on an organ plays a very specific note. It is
this property of X-ray fluorescence, the fact that each element - zinc, copper, iron - will emit
fluorescence at characteristic energies with specific relative intensities that are intrinsic to
the metal itself, that makes it possible to distinguish the emission spectrum of iron from that
of copper, for example. Or to distinguish how much of either one is present in a mixture.

2.1.2 Special considerations for biological samples

Critical to the success of biological X-ray fluorescence imaging is preparation of samples
which are both structurally and compositionally intact. At the same time, the samples must
be preserved such that they can withstand the damaging potential of a focused X-ray beam.
The most ideal way of ensuring this is to prepare samples which are frozen in a vitreous
glass of ice. This avoids creating crystalline ice, which would break cellular structures and
membranes and is not a simple task. Also, to keep the sample completely frozen without
any recrystallization of the ice is not straight-forward. Current research is attempting to
achieve both of these.

Yet, much interesting and useful research has been done on dry samples. Recent studies
examine either flash-frozen and freeze-dried samples, or chemically fixed and dried samples
(McRae, Bagchi et al. 2009).

Another consideration in examining biological samples is that the emission peaks of most
common biological metals overlap quite strongly in the emission spectrum generated by
energy-dispersive detectors. Thus, proper fitting of the data, including de-convolution of
these peaks, is critical to correct assignment of intensity to a metal of interest. The
development of software, particularly MAPS, has been of paramount importance in this
field (Vogt 2003). Likewise, the selection and use of reference standards, to convert emitted
intensity to a calculated quantity, is also critical to proper analysis.

3. The revolution: Peering into the unseen
3.1 Case 1: The biology of selenium
3.1.1 Overview of selenium biochemistry

Selenium exists, in mammals, primarily as part of selenomethionine or selenocystine, and
less abundantly as selenite, selenide, monomethylselenol, dimethylselenide,
trimethylselenonium, L-selenomethionine (SM), Se-methyl-L-selenocysteine. Because of its
chemical similarity, it is utilized by the body in many of the same pathways as sulphur.
Some controversy has surrounded its use as a nutritional supplement in the prevention of
cancer - where it has been purported to function in an anti-oxidative capacity.
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3.1.2 What XFM has revealed

X-ray fluorescence has shed light on the biological roles of selenium in biochemistry. Kehr et
al. obtained beautiful images, the first of their kind, of the selenium in sperm (Kehr,
Malinouski et al. 2009). It had long been known that selenium is essential for sperm
production and therefore fertility in mammals (Maiorino, Roveri et al. 2006). By directly
imaging the selenium in the sperm at various stages of development, scientists found that a
high and specific accumulation of selenium occurs during spermatid development. Further,
they determined that it related to an increased need for the plasma selenoprotein SelP in
order to produce additional mGPx4 protein. This work not only expanded the current
understanding of selenium biology, but also demonstrated the utility of direct imaging of
selenium at the subcellular level for better understanding of mammalian biology.

In another example, the effects of GPx1 deficiency were explored in mice. GPx1 is the major
mammalian selenoprotein and it is expressed at a particularly high level in the liver
(Malinouski, Kehr et al. 2011). The uniform distribution of Se in hepatocytes is consistent
with the concept that XFM largely detects GPx1. In this work, it was found that in addition
to homogenous signal from GPx1, the kidney also showed highly localized circular
structures of Se surrounding proximal tubules. It was reported that this signal represents
GPx3, which was secreted from these tubules and remained bound to the basement
membrane. It represented approximately 20% of the Se pool in mouse kidney, and an even
higher fraction in the kidney of the naked mole rat. This observation supports the postulate
that the production of these two proteins, and their sources of selenium, are separate. The
authors also postulate that advances in X-ray fluorescence imaging, increasing its resolution
and sensitivity, will lead to a greater understanding of selenium biology.

3.2 Case 2: A role for zinc in cell fertilization, differentiation, lactation
3.2.1 A historical perspective on the cell biology of zinc

Zinc has long been known to play an important role in biology. Studies of the biochemistry
of zinc may well have first begun in the 1950’s, with the study of metallothionein. We now
know that zinc plays both structural roles, such as in zinc finger proteins, and catalytic roles
such as it does in carbonic anhydrase. Yet, there remains much to learn about this metal.
Results from direct X-ray fluorescence imaging of this element in cells may indeed have
revealed that there is still much to learn.

3.2.2 A new view of zinc from XFM

One of the first findings regarding zinc (utilizing sub-micron X-ray fluorescence imaging)
was that it may be involved in cell differentiation, particularly looking at HL-60 cells
(Glesne, Vogt et al. 2006). In examining the growth of human embryonic stem cells, taking a
systems biology approach to examining entire colonies of cells and all the first row
transition metals, we also found that the amount of zinc present in cells directly correlated
with their differentiation (Wolford, Chishti et al. 2010). The images in Figure 1, of stem cells
differentiated with retinoic acid, are particularly illustrative. Loss of Oct4 (pink) is
associated with higher zinc (red in ‘Zn” panel). This was found to be true regardless of the
method of differentiation, or whether the cells at the outer edge or at the center of the colony
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were the ones to differentiate first. This exciting finding brings us to a new understanding of
how little we know about the majority of nuclear zinc, as well as the roles of metals during
differentiation.

MRS e Al

Fig. 1. Correlating XRF and immuno-fluorescence images of human embryonic stem cells.

At the same time, zinc plays many roles in the cell, as well as roles even outside of the cell.
An elegant example of work utilizing X-ray fluorescence to better understand zinc
physiology is reported by the Kelleher group in their studies of lactation (McCormick,
Velasquez et al. 2010). In contrast to the coordination of zinc throughout much of the cell,
zinc in milk is significantly associated with lower molecular weight molecules - at relatively
high concentration relative to other essential metals. And it is not known how the mammary
gland regulates the transfer of zinc into milk. By directly imaging the zinc in mammary
tissue of both lactating and non-lactating mice, the researchers were able to demonstrate that
zinc associates with a distinct peri-nuclear pool. Further, through experiments utilizing the
chemical indictor Fluo-zin-3, which is a zinc indicator, together with dyes for the
endoplasmic reticulum, mitochondrion, and Golgi, optical fluorescence microscopy
indicated that this zinc was ‘labile” on account with its ability to bind the zinc dye, and at
least partially associated with the Golgi complex. This work represents some of the first X-
ray fluorescence imaging of mammary tissue at the sub-micron scale, and suggests that the
pathways for zinc export during lactation likely are similar to those utilized in the prostate.

Another particularly surprising finding from direct X-ray fluorescence imaging of metals in
cells relates to fertilization. Work by a team of scientists from Northwestern University has
recently shown that the accumulation of zinc is essential for fertilization (Kim, Vogt et al.
2010). In this work, single-cell elemental analysis of mouse oocytes by X-ray fluorescence
microscopy revealed a 50% increase in total zinc content within the 12-14-h period of meiotic
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maturation. While the reason for this is still unclear, the team has recently reported that
experiments utilizing extra-cellular optically-fluorescent zinc indicators have shown that
some of this zinc is exported upon fertilization (Kim, Bernhardt et al. 2011). This may be an
example of the cell using metal bioavailability to regulate protein function.

3.3 Case 3: The potential of copper as a dynamic, signaling molecule
3.3.1 Established, enzymatic roles for copper

Copper is widely used in biology for enzymatic chemistry. Its ability to cycle between (I)
and (II) oxidation states makes it particularly useful for reduction and oxidation chemistry.
It is used to activate oxygen, detoxify radicals, and in mitochondrial function. Yet, for as
much as is known about copper, direct X-ray fluorescence imaging is revealing new roles,
and changes in distributions that may have the potential to serve as biomarkers of the
future.

3.3.2 Viewing copper differently — Dramatic fluxes of copper

It was reported in 2006 by Gitlin et al. that copper in hippocampal neurons appeared to be
exported following NMDA-receptor stimulation (Schlief, Craig et al. 2005). The use of Cu-64
to try to measure this export made it somewhat difficult to determine exactly how much of
the cellular copper was exported, or image exactly where the copper was. But, clearly, new
roles for copper were emerging.

Shortly after this, Finney et al. reported that a dramatic efflux of copper occurs during the
angiogenic process of tubulogenesis, or the process by which new capillaries are formed.
As mentioned earlier, copper had long been known to be important to angiogenesis, and
thus also to the growth of cancerous tumors that rely upon a growing blood supply. By
directly imaging the tubulogenesis process, at fixed points, using X-ray fluorescence
microscopy scientists found that between 80-90% of the cell’s copper was exported at
early points, and then taken back up later in the growth of capillary-like structures
(Finney, Mandava et al. 2007). Exactly why this happens remains a mystery, and has
sparked new efforts in the development of tools for metalloproteomics (Finney, Chishti et
al. 2010). From this, one might speculate that a role for copper in intercellular signaling, of
some sort, may exist.

Taking this technique, and applying it back to the same sort of systems which Gitlin et al.
had examined, leads to another remarkable finding. As shown in Figure 2, a typical SH-sy5y
cell, the majority of cellular copper is typically localized in the perinuclear area in neuronal
cells. Upon stimulation, the copper may be seen to relocalize such that a significant increase
in the fraction of cellular copper that is along the dendrites of the cell is seen. Not only can
fluxes of copper be seen in hippocampal neurons, but they are dependent on calcium, and
induced by extracellular stimulation (Dodani, Domaille et al. 2011). Clearly, undiscovered
roles for copper as an important part of cell signaling exist. And X-ray fluorescence imaging
is enabling our further understanding of them. As roles for metals such as this are further
defined, they hold the potential to reveal patterns and signatures that may become the
biomarkers of the future.
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Fig. 2. Copper localizes peripherally to the nucleus in a cell

4. Inorganic signatures of life: Can metal ion distributions be biomarkers of
physiological state?

4.1 A need to link metal ion fluxes with other biomolecules

The key to more insightful interpretations from much of this imaging is linking it to known
physiological pathways. Much of what we know about cell function, and many therapeutic
targets, is because of the specificity of proteins. Unleashing the potential of this tool calls for
matching our developing understanding of the role of metal ions themselves in biology with
our greater understanding of physiology in general.

Can the distribution of metal ions be diagnostic? Can these metal ions, or at least their
signature distribution and quantity in subcellular compartments, serve as biomarkers?
Consider this:

e  Metal ions are essential to many processes
¢ Inorganic signatures can identify specific physiological processes
¢ Intervention, clinical diagnostics require targeting associated proteins

Thus, while it seems entirely possible that the distributions of metals may be used as a
signature diagnostic of a pathological state in the future, the development of
metalloproteomics and other methods of identifying their partner biomolecules is essential
to therapeutic intervention in these metal-related disease processes.

4.2 Need for higher resolution imaging to better define subcellular compartments

A need exists for higher-resolution X-ray fluorescence imaging, to better identify the specific
cellular compartments where metals are distributed. Many examples highlighted here look
at changes in metal distributions that are either ‘in” vs. “out’ of the cell, ‘near” or ‘away” from
the nucleus. At the advent of the age of nano-scale imaging of biological samples, imaging
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cells at the scale of 10’s of nanometers, where we can begin to see within the mitochondrion,
for example, will reveal many new and exciting things about the cell biology of metals.

4.3 Need for other data acquisition schemes to improve statistics

Another important consideration in the context of biomarkers is speed. X-ray fluorescence
imaging is currently quite slow. Samples are raster-scanned through an X-ray beam with dwell
times of 1s or more per pixel. With potentially hours of scan time required for imaging a single
cell, good statistical sampling is difficult to achieve. What is needed for this? Some current
areas of development may help, particularly the development of fast fly-scanning data
acquisition, where samples are raster scanned continuously and fluorescence information is
recorded ‘on-the-fly’. Another area with promise for speed is the development of microfluidic
devices that will enable X-ray fluorescence spectra of whole cells to be individually captured
while flowing in a stream, thus allowing measurement of at least the total metals in individual
cells over populations of hundreds of cells. As techniques like these emerge, the promise of X-
ray fluorescence imaging for diagnostics comes closer to a reality.
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Urinary Water-Soluble Vitamins as Nutritional
Biomarker to Estimate Their Intakes

Tsutomu Fukuwatari and Katsumi Shibata
The University of Shiga Prefecture,
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1. Introduction

The traditional approach of nutritional assessment is to survey the amount of nutrients
consumed by dietary assessment. Although this method can provide approximate intake,
this approach often makes misreporting, and can’t determine nutritional status. Especially,
to determine micronutrient intake by dietary assessment is difficult because of high
variations in habitual micronutrient intake. A nutritional biomarker can be an indicator of
nutritional status with respect to intake or metabolism of dietary constituents. The
nutritional biomarkers can be designated into one or more of three categories, 1) a means of
validation of dietary instruments, 2) surrogate indicators of dietary intakes, or 3) integrated
measures of nutritional status for a nutrient (Potischman & Freudenheim, 2003). Recent
validation studies have developed the urinary compounds as nutritional biomarkers to
estimate nutrient intakes. For example, 24-hr urinary nitrogen has been established as a
biomarker for protein intake (Bingham, 2003), same as urinary potassium and potassium
intake (Tasevska et al., 2006), and urinary sugars for sugar intake (Tasevska et al., 2005).

Water-soluble vitamins are absorbed from the digestive tract after ingestion, stored in the
liver, delivered to peripheral, and then excreted to urine (Food and Nutrition Board,
Institute of Medicie, 1998). Urinary water-soluble vitamins or their metabolites decrease
markedly as vitamin status declines, and they are affected by recent dietary intake (Food
and Nutrition Board, Institute of Medicie, 1998). Urinary excretion of water-soluble vitamins
such as thiamin, riboflavin and niacin has been used for setting Dietary Reference Intakes
(DRIs) in USA and Japan (Food and Nutrition Board, Institute of Medicie, 1998; The
Ministry of Health, Labour, and Welfare, 2009). Although pharmacological dose of water-
soluble vitamin intake such as vitamin B, (Zempleni et al., 1996), nicotinamide (Shibata &
Matsuo, 1990) and biotin (Zempleni & Mock, 1999) dramatically increase urinary vitamin
levels, a few study had studied about the relationship between several oral dose correspond
to dietary intake and urinary excretion of vitamin C (Levine et al., 1996, 2001). Thus, little
attention had been paid to assess the quantitative relationships between intakes and urinary
excretion of water-soluble vitamins. However, only a single study had investigated urinary
vitamin as a possible marker for intake until 2007. Individuals” 30-day means of thiamin
intake are highly correlated with their mean 24-hr urine thiamin levels under strictly
controlled condition, showing 24-hr urinary thiamin as a useful marker for thiamin intake
under strictly controlled conditions (Tasevska et al., 2007).
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In the present review, recent findings from our intervention and cross-sectional studies are
described to contribute to the establishment and effective use of urinary water-soluble
vitamins as potential nutritional biomarkers. Furthermore, we propose the reference values
for urinary water-soluble vitamins to show adequate nutritional status based on the
findings. Our findings suggest that urinary water-soluble vitamins can be used as
nutritional biomarkers to assess their mean intakes in groups. More accurate estimation of
individuals” water-soluble vitamin intakes based on urinary excretion requires additional,
precise biological information such as the bioavailability, absorption rate, and turnover rate.

2. Intervention studies
2.1 Factors affecting the urinary excretion of water-soluble vitamins

Urinary excretion of water-soluble vitamins varied among subjects more than blood levels
did (Shibata et al., 2009). One possible explanation is that one or more of several factors such
as nutrient requirements, energy expenditure, tissue turnover, intestinal absorption, kidney
reabsorption, and physical characteristics differ between individuals. In fact, urinary
excretion of vitamin B, is varied with the urine volume (lhara et al., 2008), and furosemide-
induced diuresis increases vitamin B; excretion rate (Rieck et al, 1999). Physical
characteristics also affect the amount of urinary compounds. For example, individuals
excreting higher urinary nitrogen had greater weight and body mass index (BMI) than those
excreting average or lower nitrogen (Bingham et al., 1995), and creatinine clearance is
positively correlated with BMI (Gerchman, 2009). In this context, the physical characteristics
and urine volume may affect urinary excretion of B-group vitamins. We measured urinary
excretion of B-group vitamins in free-living, healthy human subjects, and determined the
correlations between each of the urinary B-group vitamins and factors such as physical
characteristics and urine volume (Fukuwatari, 2009).

Twenty four-hr urine samples were collected from 186 free-living Japanese females aged 19-
21 years, and 104 free-living Japanese elderly aged 70-84 years, and correlations were
determined between urinary output of each B-group vitamin and body height, body weight,
body mass index, body surface area, urine volume, and urinary creatinine. Only urinary
excretion of vitamin B> showed strong correlation with urine volume in both young female
and elderly subjects (r = 0.683, p < 0.001 and r = 0.523, p < 0.001, respectively). All factors
such as urine volume, urinary creatinine and physical characteristics such as body height,
body weight, BMI and body surface area showed weak or no correlations with other 7
urinary B-group vitamins including thiamin, riboflavin, pyridoxal metabolite 4-pyridoxic
acid, sum of nicotinamide metabolites, pantothenic acid, folate and biotin. To determine
how urinary vitamin By, is affected by its intake and urine volume, healthy Japanese adults
(10 men; mean age, 25.9 + 1.0 years; 10 women; mean age, 23.5 * 6.4 years) orally
administrated 1.5 mg cyanocobalamin, which is 500-fold higher daily intake. The Twenty
Japanese adults consumed similar foods for 3 days and took a 1.5-mg cyanocobalamin tablet
after breakfast on day 2. The 24-hour urine sample was collected for 3 successive days, and
Pearson correlation coefficients between urinary vitamin Bi and urine volume on each day
were determined.

Pharmacologic dose of cyanocobalamin increased Urinary vitamin B, only 1.3-fold, and its
concentration was not affected (Fig. 1A). Urinary vitamin Bi» was always strongly correlated
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with urine volume even on the day before, the day of, and the day after intake (Fig. 1B-D).
These results clearly showed that urinary excretion of vitamin Bi» was dependent uponurine
volume, but not on intake of vitamin Bi.Vitamin By, is different from other B-group
vitamins with respect to main excretion route, which is through the bile, and <10% of the
total loss of vitamin Bi, from the body is through urine (Shinton, 1972). These results
suggest that the change in the level of urinary vitamin Bi» is too small to evaluate intake of
vitamin Bip, and thus urinary vitamin B, was unavailable to be used as biomarker for
estimation of its intake. To excrete vitamin B> into urine, vitamin By, binds to carrier protein
transcobalamin (TC) in serum (Allen, 1975), the TC-vitamin By, complex is filtered in the
glomeruli, and the proximal convoluted tubule reabsorbs this complex via a receptor-
mediated system (Birn, 2006). Megalin is an essential receptor for reabsorption of the TC-
vitamin B> complex in the proximal tubule (Birn et al., 2002), binds to the TC-vitamin Bi»
complex with an estimated affinity (Kq) of ~183 nmol/L (Moestrup et al., 1996). This high
affinity may explain why urinary loss of vitamin Bi is very low. However, little is known
about how water regulation mediated by regulatory factors such as aquaporin, vasopressin
and angiotensin is linked to reabsorption of vitamin Bio.
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Fig. 1. Effect of administration of a pharmacologic dose of cyanocobalamin on urinary
concentration of vitamin B1 (A) and the correlations between urinary vitamin Bi» and urine
volume on the day before cyanocobalamin intake (B), the day of intake (C) and the day after
intake (D) (Fukuwatari et al., 2009).
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2.2 Determination of urinary water-soluble vitamins as biomarkers for evaluating its
intakes under strictly controlled conditions

As mentioned above, it is well known that pharmacological dose of water-soluble vitamin
intake dramatically increase urinary vitamin levels, but a few study had studied about the
relationship between several oral dose correspond to dietary intake and urinary excretion of
vitamin C (Levine et al., 1996, 2001). We also determined whether urinary levels of water-
soluble vitamins and their metabolites can be used as possible markers for estimating their
intakes in the intervention study (Fukuwatari & Shibata, 2008). Six female Japanese college
students participated to the intervention study, and their age, body weight, height and BMI
(mean + SD) were 21.0 = 0.0 years old, 161.7 + 1.7 cm, 51.2 + 2.8 kg and 19.6 + 1.2,
respectively. They were given a standard Japanese diet in the first week, same diet with
synthesized water-soluble vitamin mixture as the diet as approximately one-fold vitamin
mixture based on DRIs for Japanese in the second week, with three-fold vitamin mixture in
the third week, and six-fold mixture in the fourth week. The 24-hr urine was collected on
each week, and the relationships were determined between oral dose and urinary vitamin
levels. All urinary vitamin and their metabolites levels except vitamin Bi, increased linearly
in a dose-dependent manner, and highly correlated with vitamin intake (r = 0.959 for
vitamin By, ¥ = 0.927 for vitamin By, r = 0.965 for vitamin B¢, ¥ = 0.957 for niacin, r = 0.934 for
pantothenic acid, r = 0.907 for folic acid, » = 0.962 for biotin, and r = 0.952 for vitamin C; Fig.
2). These findings show that water-soluble vitamin and their metabolite levels in 24-hr urine
reflect the vitamin intakes under strictly controlled conditions.

Humans can synthesize the vitamin nicotinamide from tryptophan in the liver, and the
resultant nicotinamide is distributed to non-hepatic tissues. The purpose of the synthetic
pathway in the liver is not the supply of NAD* but the supply of nicotinamide for non-
hepatic tissues. The conversion pathway of nicotinamide from tryptophan is affected by
various nutrients (Shibata et al., 1995, 1997a, 1998; Kimura et al., 2005), hormones (Shibata,
1995; Shibata & Toda, 1997), exercise (Fukuwatari et al., 2001) and drugs (Shibata et al., 1996,
1997b, 2001; Fukuwatari et al., 2004), based on data concerning the urinary excretion of
metabolic intermediates in the tryptophan-nicotinamide pathway. However, the
intervention study showed that administration of nicotinamide did not affect de novo
nicotinamide synthesis from tryptophan (Fukuwatari & Shibata, 2007).

3. Cross-sectional studies: Determination of urinary water-soluble vitamins
as biomarkers for evaluating its intakes in free-living subjects

The intervention study showed that urinary water-soluble vitamin levels are correlated
highly with their intake in a strictly controlled environment (Fukuwatari & Shibata, 2008).
Performance of a study under a free-living environment without any interventions is the
next step to confirm the applicability of methods using a biomarker. Thus, we conducted the
Values are individual points of six subjects in each dose. 4-PIC signifies 4-pyridoxic acid, a
catabolite of pyridoxal, and the Nam metabolites signify the total amount of nicotinamaide
metabolites, Nl-methylnicotinamide (MNA), N!-methyl-2-pyridone-5-carboxamide (2-Py)
and N'-methyl-4-pyridone-3-carboxamide (4-Py).

Cross-sectional studies, and free-living healthy subjects who were 216 university dietetics
students aged 18-27 years, 114 Japanese elementary school children aged 10-12 years and 37
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Fig. 2. Regression and 95% CI of oral dose and urinary excretion of vitamin By (A), vitamin
By (B), vitamin B (C), niacin (D), pantothenic acid (E), folate (F), biotin (G) and vitamin C
(H) (Fukuwatari et al., 2008).

Japanese elderly females aged 70-84 years were participated (Tsuji et al., 2010a, 2010b, 2011).
The subjects performed 4-day dietary assessment by recording all food consumed during
the consecutive 4-day period with a weighed food record, and collected 24-hr urine samples
on the fourth day. The results showed that the correlation between the urinary excretion and
the dietary intake on the same day as urine collection was highest compared with the
correlations on other days in each generation (Table 1-3). Moreover, the correlations
between the urinary excretion and the mean dietary intakes during the recent 2-4 days
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iig;f;‘;ag  Vitamin intake ~ Vitamin intake = Vitamin intake = Vitamin intake
. . : at Day 4 { at Day 3 : at Day 2 : at Day 1
. . vitamina :
Vitamins : : :
mean +SD  mean +SD b imean +SD: r* mean*SD: r* mean+SD:
Vitamin B; 0.425 £ 0.286 227 £0.92 %O.29§ 246 £1.06 ;0.35§§ 2.46 +1.00 j0.27§ 12.09+0.84 0.12
(pmol/d)  (umol/d)  (umol/d)  (umol/d)  (umol/d)
Vitamin B, 0.382+0.321 3.32+1.09 10.32% 3.47 +1.35 :0.28" 3.43+1.35 0.31% 3.17+1.46 0.11
(umol/d)  (umol/d) (nmol/d) (umol /d) (umol/d)
Vitamin Bs 3.68 £1.31 5.30+2.15 :0.26': 5.62 +2.38 0.37"5.83+2.14 0.21* 5.25+2.37 0.21*
(pmol/d ) (umol/d ) (nmol/d) (pmol/d) (pmol/d )
Vitamin By, 0.028 +0.018 2.88+3.42 : 0.05:3.59+3.86:0.01:3.49+5.16 -0.06: 3.05+5.69 : 0.10
(nmol/d) | (nmol/d) (nmol/d) (nmol/d) (nmol/d)
Niacin -— 90.8 +39.4 :10.32% 96,5+ 45.7 0.26* 98.8 £39.5 .0.17* 93.4 + 49.0 .0.22*
(umol/d) (nmol/d) (umol/d) (mol/d)
Niacin ~ 84.5+281 | 184+65 :0.29%) 191+£70 024" 196+63 0.20* 184+74 0.21*
equivalent  (pmol/d) | (pmol/d) (pmol/d) (pmol/d) (pmol/d)
Pantothenic  16.5+52  23.6+8.2 :0.33% 23.9+85 044" 243+9.6 :0.28%.22.7+11.2:0.10
acid (pmol/d) | (pmol/d) (pmol/d) (pmol/d) (pmol/d)
Folate 231+88 | 569+338 [0.15: 591 +321 0.24" 610+423 10.19* 569 £515 :0.07
(nmol/d) : (nmol/d) (nmol/d) (nmol/d) (nmol/d)
Vitamin C 139 +131  425+362 0.29°. 476 +354 10.34 546+435 0.16 388+276 0.22F
(umol/d)  (umol/d) (umol/d) (umol /d) (1mol /d)

aUrinary excretion for each vitamin corresponds to thiamin for vitamin By, riboflavin for vitamin By, 4-
PIC for vitamin B, the sum of nicotinamide, MNA, 2-Py and 4-Py for niacin equivalent, the sum of
reduced and oxidized ascorbic acid and 2,3-diketogluconic acid for vitamin C.

br means a correlation between urinary excretion and dietary intake of vitamin, for which values are
denoted as *P<0.05, *P<0.01, $P<0.001

Table 1. Measured values for 24-hr urinary excretion collected on Day 4 and daily vitamin
intake for each water-soluble vitamin, and correlation between 24-hr urinary excretion and
daily vitamin intake in young Japanese (n=148) (Tsuji et al., 2010a).

showed higher correlations, except for vitamin By, than those for daily intakes (Table 4-6).
However, these correlations ranged from 0.27 to 0.59, and these modest correlations were
not enough to use urinary vitamins as biomarkers to estimate their intakes in individuals.
Several factors are known to affect water-soluble vitamin metabolism. For example, alcohol,
carbohydrate and physical activity are expected to affect vitamin B; metabolism (Hoyumpa
et al., 1977; Manore, 2000; Elmadfa et al., 2001); bioavailability of pantothenic acid in food is
half that of free pantothenic acid (Tarr et al., 1981); and the single nucleotide polymorphism
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of methylenetetrahydrofolate reductase (MTHFR) gene affects folate metabolism (Bagley &
Selhub, 1998). When estimated intake of water-soluble vitamins was calculated using mean
recovery rate and urinary excretion values, estimated water-soluble vitamin intakes except
vitamin By, were correlated with 3-day mean intakes, and showed 91-107% of their 3-day
mean intakes, except vitamin Bi» (61-79%) (Table 2). These findings showed that urinary
water-soluble vitamins reflected their dietary intake over the past few days, and could be
used as biomarkers to assess their intakes in groups.

24-h urinary Vitamin intake

excretion of

Vitamin intake Vitamin intake Vitamin intake

vitamine at Day 4 at Day 3 at Day 2 at Day 1
Vitamins
mean+SD mean+*SD r mean+SD r* mean+*SD r* mean+*SD 1
Vitamin By 0.766+0.383 3.13+1.01 041% 2.90 +0.85 0.25' 2.60 + 0.74 0.22¢ 2.75+0.92 0.07
(nmol/d) (umol/d)  (umol/d)  (umol/d)  (umol/d)
Vitamin B, 0.290+0.209 347094 036' 3.75+1.13 036" 359+ 1.00 0.33' 3.60+1.17 0.23*
(pmol/d) = (pmol/d) (pmol/d) (pmol/d) - - (pmol/d) -
Vitamin B;  2.36+0.92 593+1.86 0.42' 596+1.65 032" 5.97+1.69 0.36' 6.00+2.41 0.17
(pmol/d)  (pmol/d) (pmol/d)  (pmol/d) - (pmol/d)
Vitamin B, 0.026+0.015 3.15£1.97 018 4.85£593 0.14 476429 -0.02 4.64+3.37 0.11
(nmol/d) = (nmol/d) - - (nmol/d) - - (nmol/d) - (nmol/d) -
Niacin — 970323 0.8 1017£382 0.11 1053313 0.21* 101.4 £ 32.50.23*
- (pmol/d) - (pmol/d): (umol/d) - (pmol/d) -
Niacin ~ 656+27.6 21456 028° 21856 023' 218+52 016 21856 0.5
equivalent  (umol/d) = (pmol/d) - - (pmol/d) -  (pmol/d) - (pmol/d) -
Pantothenic 11.6£55 = 27.6£6.9 ~023 30.1%7.4 0.20* 27.0£63 031" 28.7+7.8 025"
acid (pmol/d) ~ (pmol/d) - - (pmol/d) - - (pmol/d) - - (pmol/d)
Folate  168+6.6 575:170 027° 615:423 012 491£123 0.18 532%164 0.24%
(nmol/d)  (nmol/d) - (nmol/d) . (nmol/d) .~ (nmol/d) -
Vitamin C ~ 161+221  477+225 035 448+313 0.23* 403+289 0.26' 445+328 0.18
(pmol/d)  (pmol/d) - (pumol/d)  (umol/d)  (umol/d)

aUrinary excretion for each vitamin corresponds to thiamin for vitamin By, riboflavin for vitamin By,
4-PIC for vitamin B, the sum of nicotinamide, MNA, 2-Py and 4-Py for niacin equivalent, the sum of
reduced and oxidized ascorbic acid and 2,3-diketogluconic acid for vitamin C.

br means a correlation between urinary excretion and dietary intake of vitamin, for which values are
denoted as *P<0.05, *P<0.01, *P<0.001

Table 2. Measured values for 24-hr urinary excretion collected on Day 4 and daily vitamin
intake for each water-soluble vitamin, and correlation between 24-hr urinary excretion and
daily vitamin intake in Japanese school children (n=114) (Tsuji et al., 2010b).
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24-h uri o . . o
UINAY vitamin intake  Vitamin intake Vitamin intake Vitamin intake

Vitamins ef;iﬁﬁ:)f at Day 4 at Day 3 at Day 2 at Day 1

mean+SD mean+SD # mean*SD 1 mean+*SD # mean+SD 1’

Vitamin B,  0459+0494 251091 047f 250+0.73 0545 2.62+0.85 0.28 237+ 0.74 042*

(pmol/d)  (pmol/d)  (umol/d)  (pmol/d) (umol/d)
Vitamin B,  0.852+0.828 3.47:+1.22 0.49% 3.60 +1.08 0.46¢ 3.69+1.12 0.525 354 £1.14 034*
(pmol/d)  (umol/d)  (pmol/d) ~ (pmol/d)  (pmol/d)
Vitamin B, 445+226 7.06+2.78 037* 7.04+235 0.13 7.57+2.71 034* 7.45+2.41 016
(pmol/d)  (pmol/d)  (pmol/d) = (pmol/d) ~ (umol/d)
Vitamin B;, 0.034+0.035 5.81+4.91 015 5.89+5.31 -0.07 495+431 012 6.75+8.43 -0.03
(nmol/d)  (nmol/d) (nmol/d) (nmol/d) (nmol/d)
Niacin 113+£49 035% 127+57 1038 129465 [039% 121+47 1032
(umol/d) | (mol/d) | | (umol/d) | (amol/d)
Niacin ~ 89.7+30.8 21372 037* 232473 045 239+94 039* 223%71 026
equivalent (pmol/d)  (pmol/d) (pmol/d) (pmol/d) (pmol/d)
Pantothenic ~ 151462  261+89 059 255+89 049 256+64 046+ 245471 030
acid (pmol/d) (pmol/d) (pmol/d) (pmol/d) (pmol/d)
Folate 36.6+169 7924305 055 845+360 024 854+301 048t 818+366 028
(nmol/d) . (nmol/d) . . (nmol/d) ! - (nmol/d) - . (nmol/d)

VitaminC 214271 6274310 046! 620407 043t 722423 0.39* 642356 (.53
(pmol/d)  (pmol/d) ~ (pmol/d) ~  (pmol/d)  (pmol/d)

aUrinary excretion for each vitamin corresponds to thiamin for vitamin Bs, riboflavin for vitamin Bo,
4-PIC for vitamin Bs, the sum of nicotinamide, MNA, 2-Py and 4-Py for niacin equivalent, the sum of
reduced and oxidized ascorbic acid and 2,3-diketogluconic acid for vitamin C.

br means a correlation between urinary excretion and dietary intake of vitamin, for which values are
denoted as *P<0.05, #P<0.01, §P<0.001

Table 3. Measured values for 24-hr urinary excretion collected on Day 4 and daily vitamin
intake for each water-soluble vitamin, and correlation between 24-hr urinary excretion and
daily vitamin intake in elderly Japanese (n=35) (Tsuji et al., 2011).
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2 days mean 3 days mean 4 days mean
vitamin vitamin vitamin Recovery =~ Mean estimated
intake intake intake ratec (%) vitamin intaked
Vitamins (Days 3-4) (Days 2-4) (Days 1-4)

%

mean+SD 1 meanzSD 1 meanzSD 7 mean+SD mean+SD r¢ ra-

tiof
Vitamin 237 +0.79 0405 2.40+0.73 0.425 2.32+0.63 0.398 17.8 £11.4 2.38 +1.61 0405 100
By (pmol/d) (pmol/d) (pmol/d) (pmol/d) %
Vitamin 3.04 £0.87 0.395 3.05+0.83 0.435 3.00 £0.81 0.395 12.4 £10.0 3.08 £2.59 0.385 101
B> (pmol/d) (pmol/d) (pmol/d) (pmol/d) %
Vitamin 546 +1.85 0.405 558 £1.62 0.405 550 £1.54 0.395 69.6 +£28.6 529 +1.88 0.405 95%
B (pmol/d) (pmol/d) (pmol/d) (pmol/d)
Vitamin By, 3.24+2.62 0.06 3.32+£260 0.02 3.23+284 0.07 14+15 204+1.33 0.06 61%
(nmol/d) (nmol/d) (nmol/d) (nmol/d)
Niacin ~ 93.6 +£33.7 0.358 95.4+28.7 0.335 94.9+28.7 (.33 - - — -
(1mol/d) (1mol/d) (hmol/d)
Niacin 189+54 0.335 192+47 0328 190+47 0325 458+16.0 184+61 0.33596%
equivalent (pmol/d) (pmol/d) (pmol/d) (pmol/d)
Pantothenic 23.7+7.0 0475 23.9+67 0465 23.6+7.0 0415 71.6+233 23.0+7.3 0475 96%
acid (pmol/d) (pmol/d) (pmol/d) (pmol/d)
Folate ~ 583 +£243 0.24¢ 593+243 0.27+ 588273 024t 43+19 540206 0.24% 91%
(nmol/d) (nmol/d) (nmol/d) (nmol/d)
Vitamin C 446 +£285 0.445 478+267 0425 455+244 0415 31.3+29.6 446 +420 0.445 93%
(pmol/d) (pmol/d) (pmol/d) (pmol/d)

aMean dietary intake was calculated using daily dietary intake for each individual.

br means a correlation between 24-h urinary excretion and mean dietary intake.
cRecovery rate was derived from 24-h urinary excretion/3-Days mean intake.

dMean estimated intake was calculated using 24-hr urinary excretion and recovery rate.
er means a correlation between 3-day mean dietary intake and mean estimated intake.
f% ratio means a ratio between 3-day mean intake and mean estimated intake.

*P<0.05, *P<0.01, *P<0.001.

Table 4. Correlations between 24-hr urinary excretion and mean vitamin intakes, recovery
rates, and mean estimated intakes in young Japanese (n=148) (Tsuji et al., 2010a).
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2 days mean 3 days mean 4 days mean
R R R Recovery .
vitamin vitamin vitamin ratec Mean estimated
intake intake intake %) vitamin intaked
0
Vitamins (Days 3-4) (Days 2-4) (Days 1-4)

%
mean*SD 7 mean*SD » mean+*SD 1 mean*SD mean+SD r ra-

tiof
Vitamin By 3.02+£0.77 0.425 2.88£0.63 0.425 2.85+0.58 0.35827.6+12.2 2.83+1.42 0.375 10
(pmol/d) (pmol/d) (pmol/d) (pmol/d) 0%
Vitamin B, 3.61+0.85 0.415 3.60+0.79 0.435 3.60+0.78 0425 7.9+52 3.66+2.63 0.26* 10
(pmol/d) (pmol/d) (pmol/d) (pmol/d) 2%
Vitamin B¢ 5.94+1.41 0455 595+1.29 0495 5.96 £1.35 0.43539.8 +14.0 590+2.30 0415 10
(pmol/d) (pmol/d) (pmol/d) (pmol/d) 0%
Vitamin By, 4.00 £3.14 0.19* 425+255 0.10 435+210 010 07+0.6 3.72+214 0.06 79
(nmol/d) (nmol/d) (nmol/d) (nmol/d) %
Niacin 99+26 0.24* 101+£21.7 0.29% 101+204 0328 - - —
(pmol/d) (pmol/d) (pmol/d)
Niacin  216+48 029 217+43 029 217+£39 0328307126 215+91 0.20* 99
equivalent (pmol/d) (pmol/d) (pmol/d) (pmol/d) %
Pantothenic 28.8+6.0 026t 282+5.6 0.325 283+5.7 0.32541.4+19.5 28.1+£13.3 027+ 99
acid (pmol/d) (pmol/d) (pmol/d) (pmol/d) %
Folate  595+236 0.23* 560+174 0.24* 553 +147 027+ 31+13 536+211 0.09 97
(nmol/d) (nmol/d) (nmol/d) (nmol/d) %
Vitamin C 462200 0.395 442+183 0395 443+170 0.39536.4 +50.3 447 +613 0.39 10
(pmol/d) (pmol/d) (pmol/d) (pmol/d) 0%

aMean dietary intake was calculated using daily dietary intake for each individual

by means a correlation between 24-h urinary excretion and mean dietary intake.
<Recovery rate was derived from 24-h urinary excretion/3-Days mean intake.

dMean estimated intake was calculated using 24-hr urinary excretion and recovery rate.
er means a correlation between 3-day mean dietary intake and mean estimated intake
f% ratio means a ratio between 3-day mean intake and mean estimated intake.

*P<0.05, *P<0.01, *P<0.001.

Table 5. Correlations between 24-hr urinary excretion and mean vitamin intakes, recovery
rates, and mean estimated intakes in Japanese school children (n=114) (Tsuji et al., 2010b).
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2 days mean 3 days mean 4 days mean
vitamin vitamin vitamin Recovery = Mean estimated
intake intake intake ratec (%) vitamin intaked
Vitamins (Days 3-4) (Days 2-4) (Days 1-4)

mean+SD 7 meanzSD 7 mean*SD 7 mean*SDmean+SD ¢ ra-

tiof

Vitamin B; 2.51+0.66 0.625 2.55+0.62 0.585 2.50+0.59 0.595 16.9 £17.7 2.71 £2.92 0.585 107
(pmol/d) (pmol/d) (pmol/d) (pmol/d) %

Vitamin B, 3.53+1.03 0.53% 3.59+0.99 0.578 3.57 £0.95 0.555 23.1 £22.9 3.69 +3.58 0.525 103
(pmol/d) (pmol/d) (pmol/d) (pmol/d) %

Vitamin B¢ 7.05+2.17 030 7.22+201 0.35* 7.58+1.95 0.33 64.2+31.7 6.93+3.5 0.35* 96
(pmol/d) (pmol/d) (pmol/d) (pmol/ d)2 %

Vitamin 5.85+3.55 -0.01 555+3.16 0.01 585+3.16 -0.03 09+1.6 3.62+3.73 0.12 65
B (nmol/d) (nmol/d) (nmol/d) (nmol/d) %
Niacin 120+42 046t 123+37 0545 122+36 0.528 - - - -

(pmol/d) (pmol/d) (pmol/d)

Niacin 222+58 050t 228+56 0.545 227+55 049t 401+123 224+77 0545 98
equivalent (pmol/d) (pmol/d) (pmol/d) (pmol/d) %
Pantothenic 25.8+8.1 0.58% 25.8+7.1 0.578 254+6.5 0.565 59.6 +24.2 25.3 +10.4 0.46¢ 98
acid (pmol/d) (pmol/d) (pmol/d) (pmol/d) %
Folate  819%279 042" 831+£257 047t 828266 0.43f 4520 805+372 0.48t 97
(nmol/d) (nmol/d) (nmol/d) (nmol/d) %

Vitamin C 624 £337 0.50f 657 +339 0.50t 653 +334 0.535 32.0£39.3 682+847 0.51f 101
(pmol/d) (pmol/d) (pmol/d) (pmol/d) %

aMean dietary intake was calculated using daily dietary intake for each individual.
br means a correlation between 24-h urinary excretion and mean dietary intake.

<Recovery rate was derived from 24-h urinary excretion/3-Days mean intake.

dMean estimated intake was calculated using 24-hr urinary excretion and recovery rate.

er means a correlation between 3-day mean dietary intake and mean estimated intake.

f% ratio means a ratio between 3-day mean intake and mean estimated intake.

*P<0.05, tP<0.01, P<0.001.

Table 6. Correlations between 24-hr urinary excretion and mean vitamin intakes, recovery
rates, and mean estimated intakes in elderly Japanese (n=35) (Tsuji et al., 2011).

Relatively low correlations were found between urinary folate and dietary intake in the
cross-sectional studies, whereas a high correlation was found in the intervention study
(Fukuwatari & Shibata, 2008). The relatively low correlation of folate in free-living subjects
may be explained by several reasons. Urinary folate excretion responds slowly to change in
dietary folate intake, and is reduced significantly in people who consume a low-folate diet
(Kim & Lim, 2008). Some Japanese subjects consumed Japanese green tea and liver well, and
these foods contain 16 pg/100 g and 1000 pg/100 g folate, respectively, in the Japanese Food
Composition Table (The Ministry of Education, Culture, Sports, Science and Technology,
2007). The composition of Japanese tea may vary depending on whether the extract of tea
was made personally or whether it was a bottled tea beverage, because the present Japanese
Food Composition Table cannot differentiate such products. Similarly, since the Food
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Composition Table only describes the composition of raw liver, an error exists between the
quantity of vitamin intake obtained from the Food Composition Table and the actual intake
from cooked liver. Nutrient intakes were calculated using this Food Composition Table
which did not take account of cooking loss for the above foods, and thus this might cause
potential low level of accuracy. There might be also a technical issue. Urinary intact folates
were measured by a microbiological assay in the cross-sectional studies. However, folates
are catabolized into p-aminobenzoylglutamate and the acetylated form, p-
acetamidobenzoylglutamate, which are excreted into the urine (Wolfe et al., 2003).

4. Reference values for urinary water-soluble vitamins

Urinary water-soluble vitamins can be used as potential biomarker not only for estimation
of its intake but also evaluation for its nutritional status. The intervention study
comprehensively investigated urinary water-soluble vitamin values in subjects consuming
semi-purified diet with vitamin mixture for 7 days (Shibata et al., 2005). The study revealed
the mean values and ranges for each water-soluble vitamin except vitamin By, in the subjects
with vitamin mixture based on DRIs for Japanese. Based on these results, we propose the
reference values for urinary water-soluble vitamins to show adequate nutritional status in
Table 7. When urinary excretion of some vitamins is lower than the lower reference value,
subject may not intake its vitamin enough for DRIs. When urinary vitamin is higher than the
upper value, subject may intake its vitamin supplement. These reference values may be
useful for first screening to check one’s vitamin nutritional status and vitamin supplement
intake.

Vitamins2 Reference values
Vitamin By 300-2400 (nmol/d)
Vitamin B, 200-1800 (nmol/d)
Vitamin Bg 3.0-16.0 (pmol/d)
Vitamin By -—

Niacin 50-300 (pmol/d)
Pantothenic acid 10-60 (pmol/d)
Folate 15-80 (nmol/d)
Biotin 50-300 (nmol/d)
Vitamin C 150-2400 (prmol/d)

aUrinary excretion for each vitamin corresponds to thiamin for vitamin Bs, riboflavin for vitamin Bo,
4-PIC for vitamin Bs, the sum of nicotinamide, MNA, 2-Py and 4-Py for niacin equivalent, the sum of
reduced and oxidized ascorbic acid and 2,3-diketogluconic acid for vitamin C.

Table 7. Proposed reference values for urinary water-soluble vitamins in adults.

5. Conclusion

Recent studies have induced great advances for urinary water-soluble vitamins as
biomarkers for its intakes. Measuring urinary water-soluble vitamin levels can be the good
approach for assessing dietary vitamin intake in groups, and for simply evaluation of its
nutritional status in individuals. However, there is limitation for its use; urinary vitamins
have not been suitable biomarker to estimate its intake in individuals yet. More accurate
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estimation of the dietary intake of water-soluble vitamins based on urinary excretion
requires additional, precise biological information such as the bioavailability, absorption
rate, and turnover rate. Next step in this type of study will be to determine whether vitamin
contents in spot urine sample is used to assess water-soluble vitamin intakes in groups.
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1. Introduction
1.1 Epidemiology

Approximately 20% of the European population report severe chronic pain (Breivik et al.,
2006), with higher prevalences in women and in lower income groups (Gerdle et al., 2004;
Larsson et al., 2007). Common chronic pain conditions are localized neck-shoulder pain
including trapezius myalgia (prevalence in population 10-20%) (Lidgren, 2008), chronic
whiplash associated disorders (WAD) (prevalence in the population 1.5%) (Guez et al.,
2002), and chronic widespread pain (CWSP) (prevalence in population 5-10%) (Gerdle et al.,
2008a). Chronic pain is associated with disability, low quality of life, and substantial
socioeconomic costs (Breivik et al., 2006; Phillips, 2006; SBU, 2006).

1.2 Development of chronic myalgia — Chronic trapezius myalgia as an example

There is a connection between physical demands, psychosocial demands, and the risk of
persistent muscle pain (Bernard, 1997; Punnett & Wegman, 2004); however, the mechanisms
behind chronic myalgia are poorly understood. Myalgia usually starts with a feeling of
tiredness and stiffness. At the beginning, the initial intermittent stage, pain can be alleviated
for short or long periods. Chronic regional myalgia (CRM) in the neck-shoulder area often
gradually becomes more easily triggered and more diffuse and can be spread to include most
of the body (CWSP). CWSP includes fibromyalgia, a subgroup characterized by widespread
hyperalgesia. The risk factors for the transition from a local/regional pain condition to CWSP
are poorly understood (Larsson et al., in press). The diagnoses CRM (e.g., chronic trapezius
myalgia) and CWSP are settled by careful anamnesis and clinical examinations that reveal
tender muscle at palpation corresponding to the reported painful areas.

1.3 Neurobiological alterations in chronic pain

Acute pain results from a complex integrated series of events at peripheral and central
levels. In healthy subjects, mechanisms related to acute pain might not necessarily be valid
in subjects with subchronic, intermittent, or chronic pain.
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Pace et al. suggested two types of persistent chronic pain: 1) nociceptive/inflammatory pain
and 2) neuropathic pain (Pace et al, 2006). The present study mainly discusses
nociceptive/inflammatory pain. Chronic pain is more complex than acute pain as extensive
short-term and long-term plastic and sometimes permanent changes (including peripheral
and/or central hyperexcitability/sensitization) of the pain transmission system can occur at
different levels (Kuner, 2010; Reichling & Levine, 2009) and by the modification of
psychological (e.g., attentional, emotional, and anticipation status) and context factors
(Grachev et al., 2000; Hunt & Mantyh, 2002; Petersen-Felix & Curatolo, 2002; Schmidt-Wilcke,
2008; Wilder-Smith et al., 2002, Woolf & Salter, 2000). Different structures in the brain -
vaguely labelled as the pain matrix (Iannetti & Mouraux, 2010; Lee & Tracey, 2010; Legrain et
al., 2011) - are dynamically involved in processing of nociception and pain (including
emotions, cognitions, and motivation) (Ossipov et al.,, 2010). In patients with chronic pain
conditions, a pain matrix shows different types of alterations including morphological changes
(Apkarian, 2008; Schweinhardt & Bushnell, 2010), indicating that different chronic pain
conditions exhibit unique anatomical “brain signatures” (Baliki et al., 2011).

Descending supraspinal control of spinal nociception originates from many brain regions
(Heinricher et al., 2009; Ossipov et al., 2010). The descending supraspinal control includes a
dynamic balance between inhibiting and facilitating mechanisms that can be altered due to
behavioural, emotional, and pathological states (Heinricher et al., 2009; Ossipov et al., 2010).
When the system shifts towards inhibition, hyposensibility or lack of pain in spite of inputs
from peripheral tissue may result (Heinricher et al., 2009; Kuner, 2010; Porreca et al., 2002;
Ren & Dubner, 2002; Robinson & Zhuo, 2002; Wilder-Smith et al., 2002). The evolutionary
value of this is that the organism can ignore pain during critical situations, e.g., flight or
fight scenarios (Kuner, 2010). A facilitating shift of the descending system has been reported
for different groups of patients with persistent pain (Heinricher et al., 2009; Julien et al.,
2005; Kuner, 2010; Porreca et al., 2002; Ren & Dubner, 2002; Robinson & Zhuo, 2002; Wilder-
Smith et al., 2002).

Decreased production of substances such as endorphins or gamma-aminobutyric acid
(GABA), the most common inhibitory neurotransmitter in the central nervous system, may
contribute to disturbances in pain inhibition. Animal and human studies have confirmed
that the endogenous opioid system and GABA play a role in the modulation of pain.
However, the understanding of the mechanisms, including the peripheral balances between
nociceptive and anitinociceptive processes, behind chronic myalgia is incomplete. The
analgesic properties of exogenous cannabinoids have been recognized for many years. Data
clearly implicate endocannabinoids as endogenous tonic pain controlling molecules
(Agarwal et al., 2007; Richardson et al., 1998; Walker & Huang, 2002), but little is known as
to whether peripheral endocannabinoid signalling is disturbed in human pain.

1.4 Muscle nociception and peripheral sensitization

Neurophysiological studies have indicated that small-diameter, slowly conducting afferent
nerve fibres from skeletal muscle -free nerve endings of group III (A6) and IV afferent (C)
fibres - have to be excited to elicit pain (Mense, 2003). The nociceptor is specialized to
respond to noxious stimuli and communicate this information to the CNS. Nociceptors or
noxious stimulus detectors (Woolf & Ma, 2007) are sensitive to chemical substances released
from damaged or overloaded cells and excessive tissue deformation (Coutaux et al., 2005;
Mense, 1993). Nociceptors respond to single or combinations of stimuli: noxious mechanical
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stimuli, temperature, and chemical substances such as serotonin H*, (5-HT), bradykinin
(BKN), glutamate, prostaglandin E» (PGEy), substance P, nerve growth factor (NGF), ATP,
and potassium (Coutaux et al., 2005; Mense, 1993; 2009). Administration of any of these
substances, alone or in combination, results in excitation of nociceptors (Mense, 1993). The
relative effectiveness of these substances is unknown. In a pathophysiological situation due
to trauma or inflammation, a combination of substances acts on the nociceptors (the
inflammatory “soup” or “cocktail”)(Mense, 2009). The nociceptor is not a static detector as
plastic changes can occur such as peripheral sensitization (Woolf & Ma, 2007). A sensitized
nociceptor has a lowered threshold for activation and can thus be activated by stimuli that
are normally innocuous (Coutaux et al., 2005; Mense, 1993). Several substances - e.g., H*,
NO, K*, ATP, bradykinin (BKN), PGE;, NGF, TNF-q, IL-6, and glutamate - are known to
cause peripheral sensitization (Coutaux et al., 2005; Mense, 2009; Momin & McNaughton,
2009). The action of these substances is mediated by their specific receptors mainly found in
three classes: 1) G protein coupled receptors; 2) receptor tyrosine kinases; and 3) ionotropic
receptors/ion channels (Linley et al., 2010). Sensitization is often accompanied by an
increase in the sensitive area (Mense, 1993). In addition, other alterations of the nociceptors,
including activation of silent nociceptors, have been found as the result of injury or
inflammation (Schaible et al., 2009). When persistent alterations in the nociceptors as the
result of induced gene transcription and protein synthesis drive pain in the absence of
noxious stimuli these alterations represent a pathological condition (Woolf & Ma, 2007).

1.5 The bio-psycho-social model of chronic pain

The net result of the above mentioned and other alterations are clinically registered as pain
hypersensitivity - an increased responsiveness to nociception and sometimes to innocuous
stimuli. In clinical management of chronic pain, a bio-psycho-social model (Gatchel et al.,
2007) is preferred since the above mentioned complex blend of factors - neurobiological,
psychological (e.g., depression, catastrophizing, and anxiety), coping styles, and contextual
factors - contribute to the development and maintenance of chronic pain (Alonso et al., 2004;
Asmundson & Katz, 2009; Borsbo et al., 2008; Dersh et al., 2001; Ericsson et al., 2002, Means-
Christensen et al., 2008; Ocafiez et al., 2010; Sofat et al., 2011; Sullivan et al., 2001).

1.6 Central versus peripheral causes for chronic pain

One of the consequences of the discovery of central sensitization is that CNS can change
pain -e.g., amplification, duration, degree, and spatial extent - so that pain no longer
directly reflects the peripheral noxious situation (Woolf, 2011). It is unknown whether a
chronic pain condition can be driven by established central alterations such as central
hyperexcitability, alterations in pain matrix, and alterations in descending mechanisms
(facilitation) with very little or no peripheral stimuli or nociception. However, there are
several indications that central alterations in nociceptive processing are driven by peripheral
tissue alterations (Gerdle et al., 2008c) and peripheral nociceptive input (Schneider et al.,
2010; Staud, 2010; Staud et al., 2009; Woolf, 2011).

1.7 The microdialysis technique

Concerns have been expressed at the lack of success in translating basic science data using
animals into clinical analgesics (Lascelles & Flecknell, 2010). Microdialysis may be able to
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replace animal experiments (Langley et al., 2008). The microdialysis technique offers a well-
established in vivo method for studying the local biochemistry of individual tissues in the
body (Ungerstedt, 1991), e.g., nociceptive and metabolic mechanisms. This technique has
been used in neuroscience to monitor neurotransmitter release, but has also found
application in monitoring the biochemistry of peripheral tissues in both animals and
humans (Ungerstedt, 1991).

Microdialysis mimics the function of a capillary blood vessel by perfusing a thin dialysis
tube (catheter) implanted into the tissue with a physiological saline solution. Through
simple diffusion, substances can move across the dialysis membrane along the concentration
gradient. The chemical analysis of the dialysate reveals the composition of the extracellular
fluid. Thus microdialysis allows for continuous sampling of compounds in the interstitial
space of the muscle, where nociceptor free nerve endings terminate close to the muscle
fibres, providing accurate information on regional biochemical changes before such
compounds are diluted and cleared by the circulatory system. The trapezius muscle has
been used as a human model muscle for chronic myalgia both due to its clinical importance
and to its accessibility for invasive investigations. Some studies use the masseter, vastus
lateralis, and gastrocnemius muscles to examine myalgia.

To determine the concentrations of small molecules such as lactate, pyruvate, glutamate,
and glucose, a catheter with a 20 kDa cut-off is usually used (Waelgaard et al., 2006). To
determine the concentrations of larger molecules such as cytokines, a catheter with a 100
kDa cut-off is usually used (Waelgaard et al., 2006).

A crucial parameter in microdialysis is relative recovery (RR): the ratio between substance
concentrations in the dialysate to that in the perfusate (Afinowi et al., 2009; Dahlin et al.,
2010 ; Ungerstedt, 1991). RR is used to determine the true concentration of extracellular
fluid. Because the perfusate constantly flows across the membrane, a state of equilibrium
will never be achieved and as a result the dialysate will only represent a certain percentage
of the actual concentration of the extracellular fluid (Afinowi et al., 2009; Hamrin et al.,
2002). Therefore, the final concentration in the dialysate partially depends on the flow rate of
the perfusate. Low flow rate results in higher RR; high flow rates, result in lower RR. At a
very low flow (i.e., < 0.3ul/min), the recovery is near 100%, but factors such as alterations in
the osmotic pressure, temperature, weight cut-off, area of the membrane, concentration
gradient, and composition of the perfusate can influence RR (Dahlin et al., 2010 ; Hamrin et
al., 2002 ; Plock & Kloft, 2005 ). Between cytokines have been reported marked variation in
RR; molecular weight correlated negatively with RR (Helmy et al., 2009).

1.8 Aim

Microdialysis has several important advantages, but studies with patients are expensive and
time consuming. Hence a systematic review of the literature is needed. Systematic
knowledge of the results of such studies might help provide new assessment approaches of
patients with chronic myalgia, new treatments, and new rehabilitation techniques for
patients with chronic myalgia. Most research on muscle pain has been conducted on
animals; however, this review will primarily focus on human studies of neck and shoulder
myalgia, for which the frequently affected trapezius muscle often serves as a model muscle.
This study systematically reviews studies in the literature that have investigated alterations



Potential Muscle Biomarkers of Chronic Myalgia in Humans —
A Systematic Review of Microdialysis Studies 107

in metabolic substances, pain-related substances (algesics), and anti-analgesics in different
chronic muscle pain conditions (mainly myalgia) in humans using microdialysis. This
systematic review was done to identify potential biomarkers - an objectively measured and
evaluated indicator of, e.g., normal pathogenic processes (Ptolemy & Rifai, 2010).

2. Methods
2.1 Inclusion and exclusion criteria

Studies that focused on chronic pain conditions affecting human muscles (myalgias) were
included. To be included, the studies had to use microdialysis and had to use a patient group
and a healthy control group, so articles concerning only healthy subjects have been excluded.

2.2 Search strategy

This review identified the studies fulfilling the above criteria in the systematic review of
Larsson et al. (Larsson et al., 2007). Furthermore, we modified their search strategy in the
following ways: ((muscle OR pain) AND microdialysis) OR (muscle AND pain AND
induced) AND (Humans[Mesh] AND (Clinical Trial[ptyp] OR Meta-Analysis[ptyp] OR
Review[ptyp]) AND English[lang] AND adult{MeSH] AND "last 10 years"[PDat]).

Using this strategy, PubMed was searched. From this search, the titles and abstracts were
scrutinized. If the articles were relevant and necessary, they were read for further
evaluation. We also checked reference lists of these articles. If the article was relevant
according to our aim and inclusion criteria, we listed the results in tables. The tables of the
different conditions reported the statistics concerning comparisons between the patient
group and control group with respect to baseline data or corresponding data for all
investigated substances. Moreover, we listed gender, flow rate, number of subjects in each
group, and if and how the authors handled RR.

2.3 Positive outcome with respect to potential biomarker

A specific substance was classified as a potential biomarker if the majority of studies
(including the majority of subjects) showed significantly lower or significantly higher
concentrations in the patient group compared to the controls.

3. Results

Using the modified search strategy, we had 441 hits after searching PubMed. After
screening, we identified 17 articles that fulfilled our inclusion criteria. Thirteen of these were
not mentioned by Larsson et al. (Larsson et al., 2007). After scrutinizing these 13 articles and
the articles selected by Larsson et al., we found 22 articles concerning different chronic pain
conditions involving muscle. These articles are summarized in Tables 1-7. Moreover, we
identified three articles concerning chronic tendinosis (Table 8).

3.1 Chronic trapezius myalgia

For chronic trapezius myalgia, we identified seven groups of patients reported in ten studies
(Table 1). The majority of the studies reported increases in the interstitial concentrations of
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lactate (Flodgren et al., 2010; Flodgren et al., 2006; Larsson et al., 2008; Rosendal et al., 2004b;
Sjogaard et al., 2010). However, the studies conducted by Flodgren et al. (Flodgren et al.,
2010; Flodgren et al., 2006) did not compensate for relative recovery despite the fact that the
flow rate was relatively high (2ul/min) compared to a flow rate associated with full
recovery (0.3p 1/min).

Study Condition Substances | Results Comments
Number of investigated | (Comparisons between (Compensated
Subjects, % Flow rate | patients and HC; p-values) | for RR (Y/N)
women (W) or lc:w flow
Muscles g
(NA or Y/N)
Flodgren | Chronic shoulder |Glutamate |Glutamate-trapezius: ns Compensated
etal. pain PGE;, PGE,-trapezius: ns for RR: N
(Flodgren |(CSP; n=9), Low flow: Y
etal., 2005) | 100% W 0.3ul/min
HC (n=9),
100%W
Trapezius
Flodgren | Chronic trapezius | Lactate Lactate-trapezius: ns Compensated
et al. myalgia Pyruvate Pyruvate-trapezius: for RR: N
(Flodgren |(MYA; n=14), Glutamate | Glutamate-trapezius: Low flow: N
etal., 2010) | 100% W PGE; MYA<HG, significant
HC PGE-trapezius: not
(compared with |2pul/min reported.
healthy subjects
(n=20) in
(Flodgren et al.,
2006)),
100% W
Trapezius
Rosendal | Chronic trapezius | Lactate Lactate-trapezius: Compensated
etal. myalgia Pyruvate  |MYA >HGC; P=0.001 for RR:Y
(Rosendal |(MYA; n=19), Glutamate |Pyruvate-trapezius: Low flow: NA
etal., 100%W 5-HT MYA > HC; P=0.001
2004b) HC (n=20), Glutamate-trapezius:
100% W 5ul/min MYA > HGC; P=0.05
Trapezius 5-HT-trapezius:
MYA > HC; P=0.01
Rosendal | Chronic trapezius | K+ K*-trapezius: Compensated
etal. myalgia LDH MYA > HC; for RR: Y
(Rosendal | (MYA; n=19), IL-6 P=significant Low flow: NA
et al.,, 2005) | 100%W Collagen LDH-trapezius: ns
HC (n=20), turnover IL-6-trapezius: ns
100% W Collagen turnover-
Trapezius 5ul/min trapezius: ns




Potential Muscle Biomarkers of Chronic Myalgia in Humans —

A Systematic Review of Microdialysis Studies 109
Study Condition Substances | Results Comments
Number of investigated | (Comparisons between (Compensated
Subjects, % Flow rate | patients and HC; p-values) |for RR(Y/N)
women (W) or low flow
Muscles s
(NA or Y/N)
Gerdle Chronic trapezius | BKN BKN-trapezius: Compensated
etal. myalgia Kallidin No group differences. for RR:Y
(Gerdle et |(MYA; n=19), 5ul/min Kallidin-trapezius: Low flow: NA
al., 2008b) |100%W MYA>HC;
Chronic whiplash P=0.018
associated No other group differences
disorders for this substance.
(WAD; n=22),
100%W
HC (n=20),
100%W
Trapezius
Larsson Chronic trapezius | Lactate Lactate-trapezius: ns Compensated
etal. myalgia Pyruvate  |Pyruvate-trapezius: for RR:Y
(Larsson et | (MYA; n=20), Glutamate |MYA > HC; P=0.032 Low flow: NA
al.,, 2008)  |100%W 5-HT Glutamate-trapezius:
HC (n=20), K+ MYA > HC; P=0.005
100%W BKN 5-HT-trapezius:
GM-CSF MYA > HC; P=0.023
Trapezius IL-1p K*-trapezius: ns
IL-6 BKN- trapezius: ns
IL-8 GM-CSE- trapezius: ns
TNF-a IL-1p-trapezius: ns
IL-2 IL-6-trapezius: ns
IL-4 IL-8-trapezius: ns
IL-5 TNF-a-trapezius: ns
IL-10 IL-2-trapezius: ns
IL-4-trapezius: ns
5ul/min IL-5-trapezius: ns
IL-10-trapezius: ns
Ghafouri | Chronic 5-HT 5-HT- trapezius: MYA>HC, |Compensated
etal. trapezius P=0.044 for RR: Y
(Ghafouri |myalgia, 5ul/min Low flow: NA
etal., 2010) | (MYA; n=18),
100%W
HC (n=30),
100%W

Trapezius
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Study Condition Substances | Results Comments

Number of investigated | (Comparisons between (Compensated

Subjects, % Flow rate | patients and HC; p-values) |for RR(Y/N)

women (W) or low flow

Muscles s

(NA or Y/N)

Ghafouri | Chronic trapezius | PEA PEA-trapezius: Compensated
etal. myalgia, SEA MYA>HC, P=0.011 for RR: Y
(Ghafouri | (MYA; n=11), 5ul/min SEA-trapezius: Low flow: NA
etal., 2011) | 100% W MYA>HC, P=0.002

HC (n=11), (The statistics are for

100%W dialysate concentrations, but

Trapezius significant differences were

found when compensated
for RR)

Sjegaard | Chronic trapezius | Lactate Lactate-trapezius: Compensated
etal myalgia (MYA; |Pyruvate  |MYA>HC, significant for RR:Y
(Sjogaard |n=43),100%W | Glucose Pyruvate-trapezius: Low flow: NA
etal., 2010) | HC (n=19), K+ MYA>HC, significant

100% W 5ul/min Glucose-trapezius: ns

Trapezius K*-trapezius: ns
Shah Myofascial BKN BKN-trapezius: Compensated
etal trapezius pain | CGRP MFactive>two other groups; |for RR:Y
(Shahet |with active Substance P | P<0.01 Low flow: NA
al.,, 2005) |trigger point IL-1p CGRP-trapezius:

(MFactive; n=3) | TNF-a MFactive>two other groups;

HC with latent | 5-HT P<0.01

trigger point Norepineph |Substance P- trapezius:

(HClatent; n=3) |rine MFactive>two other groups;

HC without H+ P<0.01

trigger point land 2 IL-1p-trapezius:

(HCn=3) ul/min MFactive>two other groups;

Trigger points of P<0.01

Trapezius TNF-a-trapezius:

MFactive>two other groups;
P<0.01

5-HT-trapezius:
MFactive>two other groups;
P<0.01
Norepinephrine-trapezius:
MFactive>two other groups;
P<0.01

Ht-trapezius: MFactive>two
other groups;

P<0.01
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Study Condition Substances | Results Comments
Number of investigated | (Comparisons between (Compensated
Subjects, % Flow rate | patients and HC; p-values) |for RR(Y/N)
women (W) or low flow
Muscles s
(NA or Y/N)
Shah et al. |Myofascial BKN BKN-gastrocnemius: Compensated
(Shah et |trapezius pain | CGRP MFactive>2 other groups; | for RR:Y
al, 2008) | with active Substance P |Sign Low flow: NA
trigger point IL-1p CGRP-gastrocnemius:
(MFactive; n=3) | TNF-a MFactive>2 other groups;
HC with latent | IL-6 Sign
trigger point IL-8 Substance P-gastrocnemius:
(HClatent; n=3) |5-HT MFactive>2 other groups;
HC without Norepineph |Sign
trigger point rine IL-1B-gastrocnemius:
(HC; n=3) H+ MFactive>2 other groups;
Trigger points of |1 and Sign
Trapezius 2ul/min TNF-a-gastrocnemius:
Gastrocnemius MFactive>2 other groups;
medialis without Sign
trigger points 5-HT-gastrocnemius:

MFactive>2 other groups;
Sign
Norepinephrine-trapezius:
MFactive>2 other groups;
Sign

H*-gastrocnemius:
MFactive>2 other groups;
Sign

Comparisons between trapezius
(T) and gastrocnemius (G) in
MFactive:

BKN: T>G; Sign

CGRP: T>G; Sign

Substance P: T>G; Sign

IL-1B: T>G; Sign

TNEF-a: T>G; Sign

IL-6: T>G; Sign

IL-8: T>G; Sign

5-HT: T>G; Sign
Norepinephrine: T>G; Sign
H*ns

Comparisons between trapezius
(T) and gastrocnemius (G) in
MFlatent:

BKN, IL-1B, IL-6, IL-8, 5-HT,
Norepinephrine, H*: ns
CGRP: T>G; Sign




112 Biomarker
Study Condition Substances | Results Comments
Number of investigated | (Comparisons between (Compensated
Subjects, % Flow rate | patients and HC; p-values) |for RR(Y/N)
women (W) or low flow
Muscles fse
(NA or Y/N)

Substance P: T>G; Sign

TNF-a: T>G; Sign

Comparisons between trapezius
(T) and gastrocnemius (G) in
HC:

BKN: T>G; Sign

Other substances: ns

*Low flow rate associated with 100% relative recovery was defined as 0.3ul/min.

Table 1. Studies of chronic trapezius myalgia. The results of the different substances are
baseline data. Healthy controls are abbreviated as HC. The bold horizontal lines indicate
different patient groups.

A similar pattern was noted for the majority of studies reporting increased interstitial
concentrations of pyruvate (Flodgren et al., 2010; Flodgren et al., 2006; Larsson et al., 2008;
Rosendal et al., 2004b; Sjogaard et al., 2010). Flodgren et al. did not show any significant
differences for pyruvate (Flodgren et al., 2010; Flodgren et al., 2006).

Three studies that focused on chronic trapezius myalgia investigated the interstitial
muscle concentration of glutamate (Flodgren et al., 2005; Larsson et al., 2008; Rosendal et
al., 2004b). In two of these studies (Larsson et al., 2008; Rosendal et al., 2004b), which were
markedly larger than the third study (Flodgren et al., 2005), revealed significant increases
in the interstitial concentrations of glutamate. In all the studies investigating glutamate,
the interstitial muscle concentration of 5-HT was significantly increased (Ghafouri et al.,
2010; Larsson et al., 2008; Rosendal et al., 2004b; Shah et al., 2008; Shah et al., 2005).
Furthermore, glutamate was also increased in patients with chronic WAD (Table 2)
(Gerdle et al., 2008c).

Four studies examined the interstitial concentrations of BKN and/or Kallidin (Gerdle et al.,
2008b; Larsson et al., 2008; Shah et al., 2008; Shah et al., 2005). Shah et al. (Shah et al., 2008;
Shah et al., 2005) found increased levels of BKN in subjects with active trigger points and the
levels were higher in the trapezius (with pain) than in a pain-free distant muscle. In contrast,
two studies - a field study and a laboratory study - found no differences between patients
and controls (Gerdle et al., 2008b; Larsson et al., 2008). Kallidin was only investigated in one
study and this study reported significantly higher interstitial levels in patients with chronic
trapezius myalgia (Gerdle et al., 2008b).

Several studies have investigated cytokines, but only Shah et al. found significant
differences for active trigger points (Shah et al., 2008; Shah et al., 2005). These authors also
have compared the levels of cytokines in the myalgic trapezius (trigger points) with a
muscle without pain and found higher levels in the aching muscle. These studies, however,
are limited because their sample size was small. Larger studies have not found elevated
levels of cytokines (Larsson et al., 2008; Rosendal et al., 2005). In three relatively large
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studies, potassium revealed no consistent pattern (Larsson et al., 2008; Rosendal et al., 2005;
Sjogaard et al., 2010). PGE, was not increased in two groups of patients (Flodgren et al.,
2005; Flodgren et al., 2010; Flodgren et al., 2006), but the first of these groups was relatively
small (Flodgren et al., 2005) and the other had possible methodological drawbacks related to
RR (Flodgren et al., 2010; Flodgren et al., 2006).

Study Condition Substances Results Comments

Number of investigated | (Comparisons between |(Compensated for

Subjects, % Flow rate patients and HC; RR (Y/N) or low

women (W) p-values) flow rate*

Muscles (NA or Y/N)
Gerdle Chronic Lactate Lactate-trapezius: ns Compensated for
etal. whiplash Pyruvate Pyruvate-trapezius: ns |RR:Y
(Gerdle et |associated Glutamate Glutamate-trapezius: ns | Low flow: NA
al.,, 2008c) |disorders K+ K*- trapezius: ns

(WAD; n=22), |5-HT 5-HT-trapezius:

100% W IL-6 WAD>HC; P=0.05

HC (n=20), IL-6-trapezius:

100% W 5ul/min WAD>HC; P=0.008

Trapezius
Gerdle Chronic BKN BKN- trapezius: No Compensated for
etal. trapezius Kallidin group differences. RR:Y
(Gerdle et | myalgia Kallidin-trapezius: Low flow: NA
al.,, 2008b) |[(MYA;n=19), |5ul/min MYA>HC; P=0.018

100% W No other group

Chronic differences for this

whiplash substance.

associated

disorders

(WAD; n=22),

100% W

HC (n=20),

100%W

Trapezius

*Low flow rate associated with 100% relative recovery was defined as 0.3pl/min.

Table 2. Studies of chronic WAD. The results of the different substances are baseline data.
Healthy controls are abbreviated as HC.

In two studies, Shah et al. investigated P and CGRP (Shah et al., 2008; Shah et al., 2005).
They found significant increases in active trigger points in the trapezius and found that
these levels were higher in the aching trapezius than in a distant pain-free muscle.

Substances only reported in single studies/patient groups were glucose (no difference)
(Sjogaard et al., 2010), norepinephrine (significant difference) (Shah et al., 2008; Shah et al.,
2005), and H* (significant difference) (Shah et al., 2008; Shah et al., 2005).
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3.2 Chronic WAD

We identified two studies (Table 2) using the same material concerning patients with
chronic WAD (Gerdle et al., 2008b; Gerdle et al., 2008c), and 5-HT and IL-6 were
significantly higher in WAD than in HC. No differences were found in the concentrations of
investigated metabolites, potassium, glutamate, BKN, or kallidin compared with healthy
controls.

3.3 Fibromyalgia

Two studies investigated fibromyalgia patients (Table 3). In the larger study investigating
the painful trapezius muscle of fibromyalgia patients, significantly higher interstitial
concentrations of lactate and pyruvate were found compared to healthy controls (Gerdle et
al., 2010). In the other study, the vastus lateralis muscle was investigated in eight patients
with fibromyalgia and the authors reported no differences in concentrations of lactate
compared to controls (Mclver et al., 2006). It is unclear from this study if the vastus lateralis
was habitually painful and/or painful at palpation (e.g., tender point examination).
Moreover, no compensation for RR was done despite a relatively high flow rate.

Study Condition Substances Results Comments
Number of investigated | (Comparisons between | (Compensated
Subjects, % Flow rate patients and HGC; for RR (Y/N) or
women (W) p-values) low flow rate*
Muscles (NA or Y/N)
Gerdle Fibromyalgia Lactate Lactate-trapezius: Compensated for
et al. (FM; n=19), Pyruvate FM>HC; P=0.039 RR:N
(Gerdleet |100% W Glutamate Pyruvate-trapezius: Low flow: Y
al., 2010) HC (n=19), FM>HC; P=0.001
100% W 0.3pl/min Glutamate-trapezius:
ns.
Trapezius
Mclver Fibromyalgia Lactate Lactate-vastus: ns Compensated for
etal (FM; n=8), RR:N
(Mclver et |100%W 2ul/min Low flow: N
al., 2006) HC (n=8),
100% W
Vastus lateralis

*Low flow rate associated with 100% relative recovery was defined as 0.3ul/min

Table 3. Studies of fibromyalgia. The results of the different substances are baseline data.
Healthy controls are abbreviated as HC.

3.4 Temporomandibular pain disorders

Compared to the healthy controls, fibromyalgia patients had increased 5-HT in the masseter
muscle (Ernberg et al, 1999). Compared to the healthy controls, myofascial
temporomandibular disorder patients had significantly higher glutamate levels (Castrillon
et al., 2010) (Table 4).
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Study Condition Substances | Results Comments
Number of Subjects, |investigated |(Comparisons (Compensated
% women (W) Flow rate between patients | for RR (Y/N) or
Muscles and HC; p-values) |low flow rate*
(NA or Y/N)
Ernberg Fibromyalgia 5-HT 5-HT Compensated for
etal (FM; n=18), (corrected for | (corrected for S-5- | RR:N, but
(Ernberg et 100%W S-5-HT) HT)-trauma- corrected for S-
al., 1999) Localized myalgia of masseter: 5-HT
the 7ul/ min FM>HC: Low flow:N
temporomandibular P=0.05
system 5-HT
(LM; n=17),76% W (corrected for S-5-
HC (n=10), 60%W HT)-baseline-
Masseter masseter: no
group differences
Hedenberg- | Fibromyalgia PGE; PGE;-masseter: ns | Compensated for
Magnusson | (FM; n=19), Leukotriene | LTB4-masseter: RR:N
etal 89%W By(LTB4) FM>LM; P=0.05 |Low flow:N
(Hedenberg- | Localized myalgia of
Magnusson | the 7ul/min
et al., 2001) temporomandibular
system
(LM; n=19), 74% W
HC (n=11), 64% W
Masseter
Castrillon Myofascial Glutamate | Glutamate- Compensated for
(Castrillon et | temporomandibular masseter: RR:
al., 2010) disorder pain 2ul/min TMD> HC; Low flow:
(TMD; n=13), 77% W P=0.023
HC (n=10), 80%W
Masseter

*Low flow rate associated with 100% relative recovery was defined as 0.3ul/min.

Table 4. Studies of temporomandibular pain disorders. The results of the different
substances are baseline data. Healthy controls are abbreviated as HC.

3.5 Chronic tension type headaches

In two studies of one group of patients (Ashina et al., 2002; Ashina et al., 2003) with chronic
tension headaches, no differences were found in metabolites and some algesic substances
(e.g., BKN and PGE2) in the trapezius muscle (Table 5).

3.6 Polymyalgia rheumatica

We found two studies of polymyalgia rheumatica based on the same groups of subjects
(Kreiner & Galbo, 2011; Kreiner et al., 2010) (Table 6). These two studies reported marked
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alterations in cytokines but also to some extent in algesic substances such as glutamate in
two muscles. These two studies also reported 5-HT in one muscle and in BKN in one
muscle. Interestingly, all alterations were normalized after prednisolone treatment.

Study Condition Substances | Results Comments
Number of Subjects, |investigated | (Comparisons (Compensated
% women (W) Flow rate between patients | for RR (Y/N)
Muscles and HC; or low flow
p-values) rate*
(NA or Y/N)
Ashina Chronic tension-type |Pyruvate Pyruvate-trapezius: | Compensated for
etal. Headache Glucose ns RR:Y
(Ashinaet |(CTTH; n=16), Urea Glucose-trapezius: | Low flow: NA
al., 2003) 63% W Glutamate |ns
HC K+ Urea-trapezius: ns
(n=17), BKN Glutamate-
71% W PGE; trapezius: ns
Trapezius ATP K*-trapezius: ns
2ul/min BKN-trapezius: ns
PGE;-trapezius: ns
ATP-trapezius: ns
Ashina Chronic tension-type |Lactate Lactate- trapezius: | Compensated for
etal. Headache ns RR:Y
(Ashinaet |(CTTH; 2ul/min Low flow: NA
al., 2002) n=16),
63% W
HC (n=17),
71% W
Trapezius

*Low flow rate associated with 100% relative recovery was defined as 0.3pl/min.

Table 5. Studies of chronic tension type headaches. The results of the different substances
are baseline data. Healthy controls are abbreviated as HC.

3.7 Mitochondrial myopathy

In a study of mitochondrial myopathy that included four patients, no significant differences
were found for metabolites, glutamate, hypoxanthine, urate, and aspartate (Table 7).

3.8 Chronic tendinosis

We also found three studies that focused on chronic tendinosis (Table 8). These three
studies are small and have investigated different tendons with pain. The interstitial
concentrations of glutamate, PGE», and lactate were investigated, but no consistent pattern
with respect to these substances was found.
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Study Condition Substances | Results Comments
Number of investigated | (comparisons between patients | (Compensated
Subjects, % Flow rate and HC; p-values) for RR (Y/N) or
women(W) low flow rate*
Muscles (NA or Y/N)
Kreiner & |Polymyalgia |Lactate Lactate -trapezius: PMR >HC; | Compensated
Galbo rheumatica Pyruvate P=0.05 for RR:'Y
(Kreiner & | (PMR)(n=20), |Glutamate Pyruvate -trapezius: ns Low flow: NA
Galbo, 60%W 5-HT Glutamate-trapezius: PMR
2011) Healthy BKN >HC; P=0.05
controls (HC) |PGE2 5-HT-trapezius: ns
(n=20), 65%W |K+ BKN-trapezius: ns
Trapezius ATP PGE2-trapezius: ns
Vastus 3pl/min K+-trapezius: ns
lateralis ATP-trapezius: ns
Lactate-vastus: ns
Pyruvate-vastus: ns
Glutamate-vastus: PMR >HC;
P=0.05
5-HT-vastus: PMR >HC; P=0.05
BKN-vastus: ns
PGE2-vastus: PMR >HC; P=0.05
K+-vastus: ns
ATP-vastus: ns
Kreiner et |Polymyalgia |IL-1a/p IL-1a-trapezius: PMR >HC; Compensated
al. rheumatica IL-1 receptor | P=0.001 for RR:' Y
(Kreiner et | (PMR)(n=20), |antagonist IL-1B-trapezius: PMR >HGC; Low flow: NA
al., 2010) 60% W (IL-1Ra) P=0.01
Healthy IL-6 IL-1Ra-trapezius: PMR >HGC;
controls (HC) |IL-8 P=0.01
(n=20), 65% W | TNF-a IL-6-trapezius: PMR >HC;
Trapezius Monocyte P=0.01
Vastus chemoattract | IL-8-trapezius: PMR >HC;
lateralis ant P=0.05
protein TNF-a-trapezius: PMR >HG;
1(MCP-1) P=0.05
3ul/min MCP-1-trapezius: PMR >HC;

P=0.05

IL-1a-vastus: PMR >HC; P=0.01
IL-1B-vastus: PMR >HC; P=0.05
IL-1Ra-vastus: PMR >HC;
P=0.05

IL-6-vastus: PMR >HC; P=0.05
IL-8-vastus: PMR >HC; P=0.05
TNF-a-vastus: PMR >HC; P=ns
MCP-1-vastus: PMR >HC;
P=0.05

*Low flow rate associated with 100% relative recovery was defined as 0.3ul/min.

Table 6. Studies of Polymyalgia rheumatica. The results of the different substances are
baseline data. Healthy controls are abbreviated as HC.
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Study Condition Substances Results Comments
Number of investigated (Comparisons (Compensated
Subjects, % Flow rate between patients and |for RR (Y/N) or
women(W) HG; p-values) low flow rate*
Muscles (NA or Y/N)
Axelson Mitochondrial Lactate Lactate-tibialis: ns Compensated for
etal Myopathy (MM; | Pyruvate Pyruvate-tibialis: ns | RR:N
(Axelson et |n=4); 50% W Glutamate Glutamate-tibialis: ns | LoW flow: Y
al., 2002) HC (n=11),36% |Hypoxanthine |Hypoxanthine-
4 Urate tibialis: ns
Tibialis anterior | Aspartate Urate-tibialis: ns
0.3ul/min Aspartate-tibialis: ns

*Low flow rate associated with 100% relative recovery was defined as 0.3ul/min.

Table 7. Studies of mitochondrial myopathy. The results of the different substances are
baseline data. Healthy controls are abbreviated as HC.

HC (n=5), 0%W
Achilles tendon

Study Condition Substances | Results Comments

Number of investigated | (Comparisons between |(Compensated for

Subjects, % patients and HG; RR (Y/N) or low

women(W) p-values) flow*

Tendon (NA or Y/N))
Alfredson Tennis Elbow | Glutamate Glutamate: ns Compensated
etal (TE; n=4), PGE, PGEx:TE>HC;P< 0.001 |for RR: N
(Alfredsonet |25% W Low flow: Y
al., 2000) HC (n=4),

50%W

Extensor carpi

radialis brevis

tendon
Alfredson Jumpers’ knee |Glutamate Glutamate: JK>HC; Compensated
etal (JK; n=5), PGE, P=0.01 for RR: N
(Alfredson et |20%W PGE;: ns Low flow: Y
al., 2001) HC (n=5),

20%W

Patellar tendon
Alfredson Chronic Lactate Lactate: CAT>HC; Compensated
etal Achilles P=0.05 for RR: N
(Alfredson, |tendinosis Low flow: Y
2005) (CAT; n=4),

0%W

*Low flow was defined as 0.3ul/min.

Table 8. Studies of tendons with chronic pain. The results of the different substances are
baseline data. Healthy controls are abbreviated as HC.
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4, Discussion
4.1 Metabolites

The majority of studies concerning the trapezius in chronic trapezius myalgia have reported
increases in the interstitial concentrations of lactate and pyruvate (Flodgren et al., 2010;
Flodgren et al., 2006, Larsson et al., 2008, Rosendal et al., 2004b; Sjogaard et al., 2010).
However, Flodgren et al. (Flodgren et al., 2010; Flodgren et al., 2006) did not compensate for
RR and their results might be biased.

There are several possible explanations for the generally higher interstitial levels of pyruvate
levels in chronic trapezius myalgia and in the trapezius of patients with FMS. For example,
changes in the lactate-pyruvate metabolism via lactate dehydrogenase isoforms may result
in higher pyruvate levels (Philip et al., 2005). Another explanation is a reduction in tissue
oxygenation in FMS (Bengtsson, 2002) and chronic trapezius myalgia (Larsson et al., 2004),
reductions that may result in higher pyruvate and higher lactate concentrations due to a
shift towards an anaerobic state. A lower fitness level is a third explanation as a low fitness
level means more frequent reliance on anaerobic metabolism. However, it is unknown if a
general deconditioning in these two pain conditions involves the postural trapezius. The
aerobic capacity of a muscle is largely governed by the number of mitochondria and their
enzymes (Weibel & Hoppeler, 2005). The mitochondrial density increases as result of
exercise and this increased density affects the level of metabolites (i.e., enhanced aerobic
capacity) (Norrbom, 2008). Lower capillary density and/or enzymes associated with aerobic
metabolism have been reported in FMS and in chronic trapezius myalgia (Larsson et al.,
2004; Lindh et al., 1995). For FMS and chronic trapezius myalgia, the trapezius muscle fibres
can appear with alterations in mitochondrial content and distribution, e.g., moth-eaten
fibres and ragged red-fibres (Bengtsson, 2002; Bengtsson et al., 1986; Larsson et al., 2000;
Larsson et al., 2004).

The role of lactate is complex. Lactate may assist in the detection of exercise stress before
tissue damage occurs and can be exchanged rapidly among tissue compartments where it
may be oxidized as a fuel or reconverted to form pyruvate or glucose (Gladden, 2004; Kim et
al., 2007; Philip et al., 2005; Robergs et al., 2004). Lactate is also involved in peripheral
nociception and it appears to facilitate the response of the acid-sensing ion channel 3 (ASIC-
3) to low pH (Kim et al., 2007). Such ASIC channels are considered to be molecular
transducers for nociception and mechanosensation (Kim et al., 2007).

To summarize, most studies of myalgic trapezius muscles show significant increases in
interstitial levels of lactate and pyruvate. These results might be explained by decreased
fitness level, reduced tissue oxygenation, increased muscle activation, and/or damaged
mitochondria.

4.2 Pain-related substances
4.2.1 Glutamate

Two of the studies of chronic trapezius myalgia (Larsson et al., 2008; Rosendal et al., 2004b),
which are markedly larger than the third study (Flodgren et al., 2005), found significant
increases in the interstitial concentrations of glutamate. A possible difference between
subjects of these studies may contribute to the inconsistent glutamate finding. The myalgic
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subjects studied by Larsson et al. and Rosendal et al. (Larsson et al., 2008; Rosendal et al.,
2004b) comprised subjects reporting considerable pain and had distinct current muscular
signs confirmed at clinical examination. The pain history, the present pain, and clinical
muscular neck status of the subjects are very sparsely presented in the Flodgren study
(Flodgren et al., 2005). Moreover, one study found the painful masseter was significantly
associated with increased glutamate (Castrillon et al., 2010).

Glutamate, a pain modulator in the human central nervous system, acts via the N-methyl-D-
aspartate (NMDA) receptor (Coggeshall & Carlton, 1997) (Hudspith, 1997) and influences
peripheral pain processing (Carlton, 2001; Varney & Gereau, 2002 ), e.g., muscle
inflammation and delayed onset muscle soreness (Cairns et al., 2001a; Cairns et al., 2001b;
Cairns et al., 2003; Svensson et al., 2003; Svensson et al., 2005; Tegeder et al., 2002 ).
Glutamate is released from peripheral afferent nerve terminals (Miller et al., 2011). Studies
of animals have shown that glutamate receptors are located on the peripheral ends of small-
diameter primary afferents in several tissues such as muscle (Coggeshall & Carlton, 1998).
Inflammatory animal models reveal increased levels of glutamate in peripheral tissues and
nociceptive behaviours (Miller et al.,, 2011). Several studies have demonstrated that
injections of glutamate increase pain intensity (Cairns et al., 2003; Gazerani et al., 2006). A
review from 2008 concluded that elevation of interstitial glutamate in skeletal muscle alters
pain sensitivity in healthy humans and is associated with pain symptoms in some chronic
non-inflammatory muscle pain conditions (Cairns & Dong, 2008), which are probably
mediated through activation of peripheral excitatory amino acid receptors located on the
terminal ends of nociceptors. The present review mainly supports the conclusions of that
review. However, the interstitial concentrations of glutamate were not increased in the
trapezius of patients with chronic WAD (Gerdle et al, 2008c) or in patients with
fibromyalgia (Gerdle et al., 2010). One difference between chronic trapezius myalgia and the
two other conditions might be the more widespread (spatial) hyperalgesia in the two latter
conditions (Arendt-Nielsen & Graven-Nielsen, 2003; Wallin et al., 2011).

4.2.2 Serotonin

Serotonin (5-hydroxtryptamine, 5-HT) is involved in the central and peripheral modulation
of nociceptive pain and hyperalgesia (Sommer, 2004). 5-HT is synthesized in brain neurons
from the essential amino acid tryptophan and released from platelets and mast cells in the
periphery due to tissue damage (Mense, 1993). Whether 5-HT has an analgesic or
hyperalgesic action depends on the cell type and type of receptor it targets. Currently, seven
receptor families have been identified. These receptors are cell-surface proteins that bind 5-
HT and trigger intracellular changes that influence the behaviour of cells and explain the
broad physiological actions and distribution of this biochemical mediator. According to
animal studies, the 5-HT receptor classes currently identified, the 5-HT; and the 5-HT», may
be involved in mainly chemical and thermal hyperalgesia (Ernberg, 2008). 5-HT activates the
descending endogenous pain system and this inhibits centrally mediated pain transduction
(Sommer, 2006; Suzuki et al., 2004). In the periphery, 5-HT sensitizes afferent nerve fibres,
contributing to hyperalgesia in inflammation and nerve injury (Giordano & Rogers, 1989;
Sommer, 2004; Taiwo & Levine, 1992). Intramuscular administration of 5-HT into the human
masseter muscle has been demonstrated to induce pain (Ernberg et al., 2006). The studies
identified in this systematic review concerning chronic trapezius myalgia (Table 1) clearly
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indicate significantly increased levels of 5-HT in the whole spectrum of severity of chronic
trapezius myalgia and these findings agree with other studies of muscle pain conditions
such as myalgic masseter muscle (Ernberg et al., 1999) (Table 4) and chronic whiplash
associated pain including trapezius pain (Gerdle et al., 2008c) (Table 2). The finding that
there are higher interstitial levels of 5-HT in chronic trapezius myalgia than in controls at
rest agrees with other studies that also found that 5-HT is a peripheral pro-nociceptive
substance activated by afferents and by the release of other substances (Saria et al., 1990;
Sommer, 2004). The results of the present systematic review clearly indicate that 5-HT can
be a potential biomarker of different types and severity of chronic myalgia.

4.2.3 Bradykinin (BKN) and Kallidin (KAL)

BKN and KAL are kinins - a group of structurally related 9-11 amino acid peptides that are
produced by kallikrein-mediated enzymatic cleavage of kininogen (Coutaux et al., 2005;
Riedel & Neeck, 2001; Wang et al., 2006). Kinins mediate their effects via two different G
protein coupled receptors, B; and By, that provoke an increase in intracellular Ca?* (Meyer et
al., 2006, Zubakova et al., 2008). In normal tissue in the acute situation, BKN and KAL act
via the B; receptor. In the chronic phase of the response of tissue injury and infection, B;
receptors are expressed by BKN and KAL via this receptor (Calixto et al., 2004; Coutaux et
al., 2005, Couture et al., 2001, Graven-Nielsen & Mense, 2001; McMahon et al., 2006).
Interstitial muscle BKN and KAL have been suggested as algesic kinins involved in muscle
pain. BKN was the first inflammatory mediator recognized to have potent hyperalgesic
properties (Levine & Reichling, 1999). BKN induces pain and modifies the receptive fields of
dorsal horn neurons to noxious stimuli in humans when administered in different ways
(Boix et al., 2005; Meyer et al., 2006). BKN and cytokines are central factors in the link
between tissue damage and inflammatory responses (Coutaux et al., 2005). Moreover, BKN
is a potent vasodilatator and is increased in the interstitium of muscle during exercise
(Clifford & Hellsten, 2004; Schmelz et al., 2003; Stewart & Rittweger, 2006). Animal studies
have shown that BKN can both excite (i.e., algogenic) and sensitize nociceptors (Levine &
Reichling, 1999; Wang et al., 2006). The present review identified four studies investigating
the interstitial concentrations of BKN and/or Kallidin (Gerdle et al., 2008b; Larsson et al.,
2008; Shah et al., 2008; Shah et al., 2005). The relatively small studies conducted by Shah et
al. (Shah et al., 2008; Shah et al., 2005) clearly indicated that BKN was involved since
increased levels of BKN in subjects with active trigger points and the levels were higher in
the trapezius (with pain) than in a pain-free distant muscle. In contrast no significant
differences in BKN were found between patients and controls in a field study and a
laboratory study, (Gerdle et al., 2008b; Larsson et al., 2008) The difference in results between
the above mentioned studies could be due to the fact that alterations in BKN might be very
localized (i.e., in the trigger points) and not generally found in the aching trapezius muscle.
KAL was only investigated in one study and increased in chronic trapezius myalgia but not
in the trapezius of chronic WAD compared to controls (Gerdle et al., 2008b). Clearly, more
pathophysiological in vivo studies are necessary in order to understand the roles of BKN and
KAL for nociception and pain in patients with chronic pain.

4.2.4 Potassium

Increased interstitial potassium levels may be related to muscle pain (Graven-Nielsen et al.,
1997). Green et al., however, did not find potassium related to acute ischaemic myalgia in
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healthy subjects (Green et al., 2000). Repetitive work in healthy subjects may increase
potassium levels (Rosendal et al., 2004a), although in the present systematic review no
consistent pattern of increased potassium was found in patients with chronic trapezius
myalgia (Larsson et al., 2008; Rosendal et al., 2005; Sjogaard et al., 2010) (Table 1) or with
chronic WAD (Table 2).

4.2.5 Cytokines

There are several direct and indirect pathways that link cytokines with nociception or
hyperalgesia (Coutaux et al., 2005; Sommer & Kress, 2004; Uceyler et al., 2009). Four studies
investigated cytokines in chronic trapezius myalgia, but significant differences were only
found for active trigger points (Shah et al., 2008; Shah et al., 2005). These studies, however,
used very few subjects, an obvious limitation. Larger studies have not found elevated levels
of cytokines (Larsson et al., 2008; Rosendal et al., 2005). On the other hand, these studies
might have had some technical problems due to the catheters used, also a limitation.
However, the chronic WAD study found increased IL-6 (Gerdle et al., 2008c).

4.3 Anti-analgesic substances

As is obvious from the above, most studies concern metabolites and algesic substances.
Little is known about changes in the pain-inhibitory signalling molecules. One interesting
group of such molecules is the N-acylethanolamines (NAEs), which is a family of
endogenous lipid mediators that have several roles including the regulation of inflammation
and pain (Pacher et al., 2006). Examples of NAEs are N-palmitoylethanolamine (PEA), N-
stearoylethanolamine (SEA), N-oleoylethanolamine (OEA), and N-arachidonoylethanolamine
(anandamide, AEA). The most thoroughly studied of the NAEs is AEA, which interacts with
cannabinoid receptors. At higher concentrations, AEA also targets transient receptor
potential (vanilloid-1) receptors and has been shown to have anti-nociceptive actions in a
number of animal models of pain (Calignano et al., 1998). The present review also includes
one study of SEA and PEA (Ghafouri et al., 2011), which reported significantly increased
levels of two NAEs.

4.4 Other pain conditions identified

According to our review, microdialysis of painful muscles have also been investigated, but
these studies have only been based on one group of patients of each condition: polymyalgia
rheumatic, chronic tension-type headache, and mitochondrial myopathy. Hence no definite
conclusions concerning potential biomarkers can be drawn for these conditions. The results
concerning polymyalgia rheumatic were prominent for several algesics including cytokines.
Kreiner et al. investigated the presence of muscle alterations (Kreiner & Galbo, 2011; Kreiner
et al., 2010), and they found that the biochemical alterations were normalized after treatment
with prednisolone. Although more studies are needed, their results suggest that
intramuscular mechanisms are important.

In the studies of different chronic tendinosis, the number of patients was low and no
consistent patterns were seen. Larger studies are needed to identify biochemical
alterations.
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4.5 Suggestions with respect to future studies

The fact that most studies of chronic trapezius myalgia, chronic WAD, and
temporomandibular pain disorders included women is expected, as the prevalence of these
conditions are higher in women. Future studies should also include groups of men with
chronic muscle pain conditions. In addition, it is important to describe the patient group in
detail with respect to clinically relevant examination parameters. Furthermore, systematic
descriptions of the patient groups are needed that reflect pain intensity and psychological
distress as well as consequences such as work participation and sick leave. A systematic
description will allow a more accurate characterization of pain severity in a broad context.
Most studies rely on bivariate correlations between pain descriptors such as pain intensity
or pressure pain thresholds and the concentration of a certain substance. Multivariate
correlation analyses and regression analyses are methods that can be used to investigate
how groups of clinical examination variables, several simultaneous symptoms, and the
concentrations of several biochemical substances intercorrelate. To better understand the
potentially complex biochemical situation of the muscle in chronic pain conditions, it is
necessary to also investigate the multivariate interrelationships between the concentrations
of the investigated substances. According to ICD, the clinically used pain diagnoses are
symptom diagnoses based on temporal and anatomical characteristics (e.g., chronic
lumbago). Hence a certain diagnosis may include patients with different activated
pathophysiological mechanisms. To identify subgroups of patients with identical
pathophysiological mechanismes, it is important to use large patient groups and appropriate
statistical methods (e.g., cluster analysis and principal component analysis).

5. Conclusion

This systematic review found that most of the studies focused on trapezius myalgia (seven
patient groups reported in ten studies), temporomanidibular pain syndromes (two patient
groups reported in three studies), and fibromyalgia (two patient groups but different
muscles). Relatively strong scientific support identifies 5-HT as a potential biomarker in
chronic myalgia. Moderately strong scientific support identifies glutamate, pyruvate, and
lactate as potential biomarkers in chronic trapezius myalgia. There is a need for larger
studies of well-characterized patient groups with respect to perceived situations, symptoms,
and signs so as to investigate several substances simultaneously in order to improve the
understanding of peripheral nociceptive processes in myalgia.
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1. Introduction

Most cancers results from man-made and natural environmental exposures (such as tobacco
smoke; chemical pollutants in air, water, food, drugs; radon; and infectious agents) acting in
concert with both genetic and acquired characteristics. It has been estimated that without
these environmental factors, cancer incidence would be dramatically reduced, by as much as
80%-90% (Perera, 1996). The modulation of environmental factors by host susceptibility was
rarely evaluated. However, within the past few years, the interaction between
environmental factors and host susceptibility factors has become a very active area of
research (Perera, 2000). Molecular biology as a tool for use in epidemiological studies has
significant potential in strengthening the identification of cancers associated with
environmental exposures related to lifestyle, occupation, or ambient pollution. In molecular
epidemiology, laboratory methods are employed to document the molecular basis and
preclinical effects of environmental carcinogenesis (Portier & Bell, 1998).

Molecular epidemiology has become a major field of research and considerable progress has
been made in validation and application of biomarkers and its greatest contribution has
been the insights provided into interindividual variation in human cancer risk and the
complex interactions between environmental factors and host susceptibility factors, both
inherited and acquired, in the multistage process of carcinogenesis (Perera, 2000).

The possibility to use a biomarker to substitute classical endpoints, such as disease incidence
or mortality is the most promising feature and one that is most likely to affect public health.
The use of events that are on the direct pathways from the initiation to the occurrence of
disease to surrogate the disease incidence is a very appealing approach, which is currently
investigated in different fields (Bonassi & Au, 2002).

Biological monitoring of workers has three main aims: the primary is individual or collective
exposure assessment, the second is health protection and the ultimate objective is
occupational health risk assessment. It consists of standardized protocols aiming to the
periodic detection of early, preferably reversible, biological signs which are indicative, if
compared with adequate reference values, of an actual or potential condition of exposure,
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effect or susceptibility possibly resulting in health damage or disease. These signs are
referred to as biomarkers (Manno et al., 2010).

There has been dramatic progress in the application of biomarkers to human studies of
cancer causation. Progress has been made in the development and validation of biomarkers
that are directly relevant to the carcinogenic process and that can be used in large-scale
epidemiologic studies (Manno et al., 2010).

There are many important aspects to consider when a biomonitoring study is designed. For
instance, there is needed a detail information on genotoxin exposure, e.g. type of toxin,
duration of exposure, commencing date of exposure relative to sampling date of buccal cells,
in order to achieve a meaningful interpretation of data. It will also helps to identify key
variables affecting the observed frequency of biomarkers, like age, gender, vitamin B status,
genotype and smoking status (Thomas et al., 2009).

Based on the impact on genotoxicity biomarkers in peripheral blood lymphocytes on the
design of biomonitoring studies, Battershill et al. (2008) study have considered a
strong/sufficient correlation between micronucleus (MN) frequency and increasing age. The
effect is more pronounced in females than in males, with the increase more marked after 30
years of age. There are studies that also demonstrated a strong correlation between age and
MN frequency and suggested that chromosome loss is a determining factor in this increase.

In what concern to gender, is also documented a gender difference in the background
incidence of MN in peripheral blood lymphocytes (PBL), with the frequency being
consistently higher in females. A study that assessed MN, chromosomal aberrations and
sister chromatid exchange showed highly significant elevations in MN in lymphocytes of
women (29% when adjusted for age and smoking) whereas chromosomal aberrations and
sister chromatid exchange remained unchanged. This may reflect aneuploidy detected in
MN assays (Battershill et al., 2008).

In respect to smoking, although the link between smoking and cancer is strong and
exposure to genotoxic carcinogens present in tobacco smoke has been convincingly
demonstrated, interestingly the same convincing association is less apparent when assessing
biomonitoring studies of genotoxicity. HUMN project study about tobacco smoke, the
majority of the laboratories showed no significant differences between smokers and non-
smokers and the pooled analysis, interestingly, indicated an overall decrease for all smokers
compared to controls (Battershill et al., 2008).

It was verified a weak/insufficient evidence for association with genotoxicity end points
and alcohol consumption. Alcohol consumption has been causally associated with cancer at
a number of sites (e.g. head and neck cancer). Alcoholic beverages have not been reported to
induce mutagenic effects in rodents. The evidence regarding an effect of drinking alcoholic
beverages on increased MN or substitute for chromosomal aberrations formation in PBL is
inconclusive (Battershill et al., 2008).

2. Biomarkers — General definitions

Biomarkers have been defined by the National Academy of Sciences (USA) as an alteration
in cellular or biochemical components, processes, structure or functions that is measurable



Genotoxicity Biomarkers: Application in Histopathology Laboratories 135

in a biological system or sample. The traditional, generally accepted classification of
biomarkers into three main categories - biomarkers of exposure, effect, and susceptibility;
depending on their toxicological significance (Manno et al., 2010).

A biomarker can potentially be any substance, structure or process that could be monitored
in tissues or fluids and that predicts or influences health, or assesses the incidence or
biological behaviour of a disease. Identification of biomarkers that are on causal pathway,
have a high probability of reflecting health or the progression to clinical disease, and have
the ability to account for all or most of the variation in a physiological state or the
preponderance of cases of the specified clinical outcome, have largely remained elusive
(Davis et al., 2007).

A biomarker of exposure is a chemical or its metabolite or the product of an interaction
between a chemical and some target molecule or macromolecule that is measured in a
compartment or a fluid of an organism (Manno et al., 2010).

A biomarker of effect is a measurable biochemical, structural, functional, behavioural or any
other kind of alteration in an organism that, according to its magnitude, can be associated
with an established or potential health impairment or disease. A sub-class of biomarkers of
effect is represented by biomarkers of early disease (Manno et al., 2010).

A biomarker of susceptibility may be defined as an indicator of an inherent or acquired
ability of an organism to respond to the challenge of exposure to a chemical (Manno et al.,
2010).

Although the different types of biomarkers are considered for classification purposes, as
separate and alternative, in fact it is not always possible to attribute them to a single
category. The allocation of a biomarker to one type or the other sometimes depends on its
toxicological significance and the specific context in which the test is being used (Manno et
al., 2010).

2.1 Genotoxicity biomarkers

As a subtype of biomarkers of effect there are biomarkers of genotoxicity, generally used to
measure specific occupational and environmental exposures or to predict the risk of disease
or to monitor the effectiveness of exposure control procedures in subjects to genotoxic
chemicals (Manno et al., 2010).

Cytogenetic biomarkers are the most frequently used endpoints in human biomonitoring
studies and are used extensively to assess the impact of environmental, occupational and
medical factors on genomic stability (Barrett et al., 1997; Battershill et al., 2008) and
lymphocytes are used as a surrogate for the actual target tissues of genotoxic carcinogens
(Barrett et al., 1997). The evaluation of MN in PBL is the most commonly used technique,
although cells such as buccal epithelium are also utilized (Battershill et al., 2008).

MN assay is one of the most sensitive markers for detecting DNA damage, and has been
used to investigate genotoxicity of a variety of chemicals. MN testing with interphase cells is
more suited as a cytogenetic marker because it is not limited to metaphases, and has the
advantage of allowing rapid screening of a larger numbers of cells than in studies with sister
chromatid exchanges or chromosomic aberrations (Ishikawa et al., 2003).
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MN analysis, therefore, appears to be a good tool for investigating the effects of clastogens
and aneuploidogens in occupational and environmental exposure in human epidemiological
studies (Ishikawa et al., 2003) and are described as a promising approach with regard to
assessing health risks (Battershill et al., 2008).

2.1.1 Cytokinesis-Block micronucleus assay

The scope and the application of cytokinesis-block MN assay (CBMN) in biomonitoring has
also been expanded in recent years so that in addition to scoring MN in binucleate cells,
there are proposals to evaluate MN in mononucleate cells (to provide a more comprehensive
assessment of DNA damage), nucleoplasmic bridges (indicative of DNA misrepair,
chromosome rearrangement or telomere endfusions) and nuclear buds (a measure of gene
amplification or acentric fragments). Fenech (2007), has proposed that CBMN assay can be
used to measure chromosomal instability, mitotic dysfunction and cell death (necrosis and
apoptosis) and has suggested the term CBMN assay. Identification of the contents of MN
(e.g. presence and absence of centromeres) is now considered important in the evaluation of
MN in biomonitoring studies, providing insight into mechanisms underpinning the positive
results reported, ie. to differentiate between clastogens and aneugenic responses
(Battershill, et al., 2008).

The CBMN assay is a comprehensive system for measuring DNA damage; cytostasis and
cytotoxicity-DNA damage events are scored specifically in once-divided binucleated cells
and include: micronucleus (MN), nucleoplasmic bridges (NPB) and nuclear buds (NBUDs).
Cytostatic effects are measured via the proportion of mono-, bi- and multinucleated cells
and cytotoxicity via necrotic and/or apoptotic cell ratios (Fenech, 2002a, 2006, 2007).

MN originate from chromosome fragments or whole chromosomes that lag behind
anaphase during nuclear division. The CBMN assay is the preferred method for measuring
MN in cultured human and/or mammalian cells because scoring is specifically restricted to
once-divided binucleated cells, which are the cells that can express MN. In the CBMN assay,
once-divided cells are recognized by their binucleated appearance after blocking cytokinesis
with cytochalasin-B (Cyt-B), an inhibitor of microfilament ring assembly required for the
completion of cytokinesis.

The CBMN assay allows measuring chromosome breakage, DNA misrepair, chromosome
loss, non-disjunction, necrosis, apoptosis and cytostasis. Also measure NPB, a biomarker of
dicentric chromosomes resulting from telomere end-fusions or DNA misrepair, and to
measure NBUDs, a biomarker of gene amplification.

Because of its reliability and good reproducibility, the CBMN assay has become one of the
standard cytogenetic tests for genetic toxicology testing in human and mammalian cells
(Fenech, 2002b, 2007).

NPB occur when centromeres of dicentric chromosomes are pulled to opposite poles of the
cell at anaphase. There are various mechanisms that could lead to NPB formation following
DNA misrepair of strand breaks in DNA. Typically, a dicentric chromosome and an acentric
chromosome fragment are formed that result in the formation of an NPB and an MN,
respectively. Misrepair of DNA strand breaks could also lead to the formation of dicentric
ring chromosomes and concatenated ring chromosomes which could also result in the
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formation of NPB. An alternative mechanism for dicentric chromosome and NPB formation
is telomere end fusion caused by telomere shortening, loss of telomere capping proteins or
defects in telomere cohesion. The importance of scoring NPB should not be underestimated
because it provides direct evidence of genome damage resulting for misrepaired DNA
breaks or telomere end fusions, which is otherwise not possible to deduce by scoring MN
only (Fenech, 2007 ; Thomas et al., 2003).

NBUD are biomarkers of elimination of amplified DNA and/or DNA repair complexes. The
nuclear budding process has been observed in cultures grown under strong selective
conditions that induce gene amplification as well as under moderate folic acid deficiency.
Amplified DNA may be eliminated through recombination between homologous regions
within amplified sequences forming mini-circles of acentric and atelomeric DNA (double
minutes), which localized to distinct regions within the nucleus, or through the excision of
amplified sequences after segregation to distinct regions of the nucleus. The process of
nuclear budding occurs during S phase and the NBUD are characterized by having the same
morphology as an MN with the exception that they are linked to the nucleus by a narrow or
wide stalk of nucleoplasmic material depending on the stage of the budding process. The
duration of the nuclear budding process and the extrusion of the resulting MN from the cell
remain largely unknown (Fenech, 2007; Serrano-Garcia & Montero-Montoya, 2001; Utani et
al., 2007).

Most chemical agents and different types of radiation have multiple effects at the molecular,
cellular and chromosomal level, which may occur simultaneously and to varying extents
depending on the dose. Interpretation of genotoxic events in the absence of data on effects in
nuclear division rate and necrosis or apoptosis can be confounding because observed
increases in genome damage may be due to indirect factors such as inhibition of apoptosis
or defective/permissive cell-cycle checkpoints leading to shorter cell-cycle times and higher
rates of chromosome malsegregation. Furthermore, determining nuclear division index
(NDI) and proportion of cells undergoing necrosis and apoptosis provides important
information on cytostatic and cytotoxic properties of the agent being examined that is
relevant to the toxicity assessment. In human lymphocytes, the NDI also provides a measure
of mitogen response, which is a useful biomarker of immune response in nutrition studies
and may also be related to genotoxic exposure. The cytome approach in the CBMN cytome
assay is important because it allows genotoxic (MN, NPB and NBUD in binucleated cells),
cytotoxic (proportion of necrotic and apoptotic cells) and cytostatic (proportion and ratios of
mono-, bi- and multinucleated cells, NDI) events to be captured within one assay (Fenech,
2005, 2007; Umegaki & Fenech, 2000).

In conclusion, the CBMN method has evolved into an efficient “cytome” assay of DNA
damage and misrepair, chromosomal instability, mitotic abnormalities, cell death and
cytostasis, enabling direct and/or indirect measurement of various aspects of cellular and
nuclear dysfunction such as: unrepaired chromosome breaks fragments and asymmetrical
chromosome rearrangement (MN or NPB accompanied by MN originating from acentric
chromosomal fragments); telomere end fusions (NPB with telomere signals in the middle of
the bridge and possibly without accompanying MN); malsegregation of chromosomes due
to spindle or kinetochore defects or cell-cycle checkpoint malfunction (MN containing whole
chromosomes or asymmetrical distribution of chromosome-specific centromere signals in
the nuclei of BN cells); nuclear elimination of amplified DNA and/or DNA repair
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complexes (NBUD); chromosomal instability phenotype and breakage-fusion-bridge cycles
(simultaneous expression of MN, NPB and NBUD); altered mitotic activity and/or
cytostasis (NDI) and cell death by necrosis or apoptosis (ratios of necrotic and apoptotic
cells) (Fenech, 2007).

2.1.2 Micronucleus in exfoliated buccal cells

Regeneration is dependent on the number and division rate of the proliferating (basal) cells,
their genomic stability and their propensity for cell death. These events can be studied in the
buccal mucosa (BM), which is an easily accessible tissue for sampling cells in a minimally
invasive manner and does not cause undue stress to study subjects. This method is
increasingly used in molecular epidemiology studies for investigating the impact of
nutrition, lifestyle factors, genotoxin exposure and genotype on DNA damage, chromosome
malsegregation and cell death (Thomas et al., 2009).

The assay has been successfully to study DNA damage as measured by MN or by the use of
fluorescent probes to detect in BM is an indication of the regenerative capacity of this tissue.
The BM provides a barrier to potential carcinogens that can be metabolized to generate
potential reactive products. As up to 90% of all cancers appear to be epithelial in origin, the
BM could be used to monitor early genotoxic events as a result of potential carcinogens
entering the body through ingestion or inhalation. Exfoliated buccal cells have been used
non-invasively to successfully show the genotoxic effects of lifestyle factors such as tobacco
smoking, chewing of betel nuts and/or quids, medical treatments, such as radiotherapy as
well as occupational exposure, exposure to potentially mutagenic and/or carcinogenic
chemicals, and for studies of chemoprevention of cancer.

In this assay cells derived from the BM are harvested from the inside of a patient’'s mouth
using a small-headed toothbrush. The cells are washed to remove the debris and bacteria, and
a single-cell suspension is prepared and applied to a clean slide using a cytocentrifuge. The
cells are stained with Feulgen and Light Green stain allowing both bright field and permanent
fluorescent analysis that can be undertaken microscopically (Thomas et al., 2009).

The Buccal Mucosa Cytome (BMCyt) assay has been used to measure biomarkers of DNA
damage (MN and/or nuclear buds), cytokinetic defects (binucleated cells) and proliferative
potential (basal cell frequency) and/or cell death (condensed chromatin, karyorrhexis,
pyknotic and karyolitic cells). The protocol can also make use of molecular probes for DNA
adduct, aneuploidy and chromosome break measures within the nuclei of buccal cells.
Furthermore, chromosome-specific centromeric probes have been used to measure
aneuploidy by determining the frequency of nuclei with abnormal chromosome number.
Tandem probes have been successfully applied to measure chromosome breaks in specific
important regions of the genome (Thomas et al., 2009).

The methodology and concepts described in this protocol may be applied to other types of
exfoliated cells such as those of the bladder, nose and cervix but the morphological
characteristics, sampling and scoring methods are neither properly described nor
standardized for cells from these tissues (Thomas et al., 2009).

The time of sampling is also an important variable to consider. As the buccal cells turn over
every 7-21 days, it is theoretically possible to observe the genotoxic effects of an acute
exposure approximately 7-21 days later.
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Ideally, repeat sampling, at least once every 7 days after acute exposure, should be
performed for 28 days or more so that the kinetics and extent of biomarker induction can be
thoroughly investigated. In the case of chronic exposure due to habitual diet or alcohol
consumption or smoking it is recommend that multiple samples are taken at least once
every 3 months to take into account seasonal variation (Thomas et al., 2009).

The uniformity of sampling is one of the many aspects to consider; therefore a circular
expanding motion is used with toothbrush sampling to enhance sampling over a greater
area and to avoid continual erosion in a single region of the BM. This is performed on the
inside of both cheeks using a different brush for sampling left and right areas of the mouth
to maximize cell sampling and to eliminate any unknown biases that may be caused by
sampling one cheek only. It is important to note that repeated vigorous brushing of the
same area can lead to increased collection of cells from the less differentiated basal layer.
About transportation, in some investigations buccal cells may have to be collected from a
distant site which may cause sample deterioration. About cell fixation, there are many
possible alternatives of fixatives such as methanol: glacial acetic acid (3:1), 80% methanol or
ethanol: glacial acetic (3:1). The staining technique recommend is Feulgen because is a DNA-
specific stain and because permanent slides can be obtained that can be viewed under both
transmitted and/ or fluorescent light conditions. There are many false-positive results in MN
frequency as a result of using Romanowsky-type stains such as Giemsa, May-Grunwald
Giemsa and/or Leishmann’s which leads to inaccurate assessment of DNA damage.
Romanowsky stains have been shown to increase the number of false positives as they
positively stain keratin bodies that are often mistaken for MN and are therefore not
appropriate for this type of analysis. For these reasons, it is advisable to avoid Romanowsky
stains in favour of DNA-specific fluorescent-based stains such as propidium iodide, DAP],
Feulgen, Hoechst 33258 or Acridine Orange (Thomas et al., 2009).

The criterion of scoring is originally based in the described by Tolbert et al. that are intended
for classifying buccal cells into categories that distinguish between “normal” cells and cells
that are considered “abnormal” on the basis of cytological and nuclear features, which are
indicative of DNA damage, cytokinetic failure or cell death. Therefore, some definitions of
the cytological findings are (Thomas et al., 2009):

Normal “differentiated” cells have a uniformly stained nucleus, which is oval or round in
shape. They are distinguished from basal cells by their larger size and by their smaller
nucleus-to-cytoplasm ratio. No other DNA-containing structures apart from the nucleus are
observed in these cells. These cells are considered to be terminally differentiated relative to
basal cells, as no mitotic cells are observed in this population.

Cells with MN are characterized by the presence of both a main nucleus and one more
smaller nuclear structures called MN. The MN are round or oval in shape and their
diameter should range between 1/3 and 1/16 of the main nucleus. MN has the same
staining intensity and texture as the main nucleus. Most cells with MN will ontain only one
MN but it is possible to find cells with two or more MN. Baseline frequencies for
micronucleated cells in the BM are usually within the 0.5-2.5 MN/1000 cells range. Cells
with multiple MN are rare in healthy subjects but become more common in individuals
exposed to radiation or other genotoxic events.

Cells with nuclear buds contain nuclei with an apparent sharp constriction at one end of the
nucleus suggestive of a budding process, i.e. elimination of nuclear material by budding.
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The NBUD and the nucleus are usually in very close proximity and appear to be attached to
each other. The NBUD has the same morphology and staining properties as the nucleus;
however, its diameter may range from a half to a quarter of that of the main nucleus. The
mechanism leading to NBUD formation is not known but it may be related to the
elimination of amplified DNA or DNA repair (Thomas et al., 2009).

The scoring method should include coded slides by a person not involved in the study in
order to be a blind study. The best magnification to the observation is 1000X. An automated
procedure of scoring, by image cytometry have to be developed and validated. The authors
suggested first determine the frequency of all the various cell types in a minimum of 1000
cells, following this step, the frequency of DNA damage biomarkers (MN and NBUD) is
scored in a minimum of 2000 differentiated cells (Thomas et al., 2009).

At the end the results with the BMCyt are dependent on the level of exposure and potency
of genotoxic or cytotoxic agents, genetic background and the age and gender of the donor
cells being tested (Thomas et al., 2009).

Is important to define the role of BMCyt in human biomonitoring as a new tool, less
invasive in comparison with the CBMN assay, and with many potentialities in molecular
epidemiology (Thomas et al., 2009).

Genotoxicity biomonitoring endpoints such as micronucleus, chromosome aberrations and
8-OHdG and DNA repair measured by comet assay are the most commonly used
biomarkers in studies evaluating environmental or occupational risks associated with
exposure to potential genotoxins. A review made by Knudsen and Hansen (2007) about the
application of biomarkers of intermediate end points in environmental and occupational
health concluded that MN in lymphocytes provided a promising approach with regard to
assessing health risks but concluded that the use of chromosome aberrations in future
studies was likely to be limited by the laborious and sensitive procedure of the test and lack
of trained cytogeneticists. Methodologies like comet assay in lymphocytes, urine and tissues
are increasingly being used as markers of oxidative DNA damage (Battershill et al., 2008).

Studies investigating correlations between endpoints used in genotoxicity biomonitoring
studies have yielded inconsistent results, where we can find studies that correlate
cytogenetic and comet and studies there do not achieve a correlation between micronucleus,
chromosome aberrations and comet. The relative sensitivities of the different endpoints
discussed, together with the importance of other factors which influence the persistence of
the biomarkers such as DNA repair, may plausibly impact on background levels in the
studies considered and would need to be considered before the relationship regarding
increases in genotoxicity endpoints with exposure to environmental chemicals or
endogenous factors is explored (Battershill et al., 2008).

2.2 Application of genotoxicity biomarkers in an occupational setting —
Histopathology laboratories

A biomonitoring study was conducted in 7 histopathology laboratories in Portugal in order
to assess the genotoxicity effects in occupational exposure to formaldehyde (FA).

FA is a reactive, flammable and colourless gas with a strong and very characteristic pungent
odour that, when combined with air, can lead to explosive mixtures. FA occurs as an
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endogenous metabolic product of N-, O- and S-demethylation reactions in most living
systems. It is used mainly in the production of resins and their applications, such as
adhesives and binders in wood product, pulp and paper, synthetic vitreous fibre industries,
production of plastics, coatings, textile finishing and also as an intermediate in the synthesis
of other industrial chemical compounds. Common non-occupational sources of exposure to
FA include vehicle emissions, particle boards and similar building materials, carpets, paints
and varnishes, food and cooking, tobacco smoke and its use as a disinfectant (Conaway et
al., 1996; Franks, 2005; IARC, 2006; Pala et al., 2008; Viegas & Prista, 2007).

Commercially, FA is manufactured as an aqueous solution called formalin, usually
containing 37 to 40% by weight of dissolved FA (Zhang et al., 2009), which is commonly
used in histopathology laboratories as a cytological fixative to preserve the integrity of
cellular architecture for diagnosis.

Exogenous FA can be absorbed following inhalation, dermal or oral exposure, being the
level of absorption dependent on the route of exposure. The International Agency for
Research on Cancer (IARC) reclassified FA as a human carcinogen (group 1) in June 2004
based on “sufficient epidemiological evidence that FA causes nasopharyngeal cancer in humans”
(IARC, 2006; Zhang et al., 2009). In their review, IARC also concluded that there was “‘strong
but not sufficient evidence for a causal association between leukaemia and occupational exposure to
FA” (Zhang et al., 2009, 2010). However, some studies have also led to mixed results and
inconclusive evidence (Franks, 2005; Speit et al., 2010).

The inhalation of vapours can produce irritation to eyes, nose and the upper respiratory
system. Whilst occupational exposure to high FA concentrations may result in respiratory
irritation and asthmatic reactions, it may also aggravate a pre-existing asthma condition.
Skin reactions, following exposure to FA are very common, because the chemical is both
irritating and allergenic (Pala et al., 2008). FA induces genotoxic and cytotoxic effects in
bacteria and mammals cells (Ye et al., 2005) and its genotoxicity and carcinogenicity has
been proved in experimental and epidemiological studies that used proliferating cultured
mammalian cell lines and human lymphocytes (Pala et al., 2008; Speit et al., 2007) by DNA-
protein cross-links, chromosome aberrations, sister exchange chromatides, and MN (Zhang
et al., 2009).

The goal of this study was to compare the frequency of genotoxicity biomarkers, provided
by CBMN assay in peripheral lymphocytes and MN test in buccal cells between workers of
histopathology laboratories exposed to FA and individuals non-exposed to FA and other
environmental factors, namely tobacco and alcohol consumption.

The study population consisted of 56 workers occupationally exposed to FA from 7 hospital
histopathology laboratories located in Portugal (Lisbon and Tagus Valley region), and 85
administrative staff without occupational exposure to FA. The characteristics of both groups
are described in Table 1.

Ethical approval for this study was obtained from the institutional Ethical Board and
Director of the participating hospitals, and all subjects gave informed consent to participate
in this study. Every person filled a questionnaire aimed at identifying exclusion criteria like
history of cancer, radio or chemotherapy, use of therapeutic drugs, exposure to diagnostic
X-rays in the past six months, intake of vitamins or other supplements like folic acid as well
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as information related to working practices (such as years of employment and the use of
protective measures). In this study, none of the participants were excluded.

Control group Exposed group
Number of subjects 85 56
Gender
Females 54 (64%) 37 (66%)
Masculine 31 (36%) 19 (34%)
Age
(mean *standard deviation, 32.4248.1 39.45+11.5
in years)
Range 20-53 20-61
Years of employment
(mean * sandard deviation, -
in years) 14.5
Range 1-33
Tobacco consumption
Non-smokers 60 (70,6%) 45 (80,4%)
Smokers 25(29, 4%) 11 (19,6%)
Alcohol consumption
Non-drinkers 19 (22,4%) 19 (33,9%)
Drinkers 66 (77,6%) 37 (66,1%)

Table 1. Characteristics of the studied sample.

2.2.1 Environmental monitoring of FA exposure

Exposure assessment was based on two techniques of air monitoring conducted
simultaneously. First, environmental samples were obtained by air sampling with low flow
pumps for 6 to 8 hours, during a typical working day. FA levels were measured by Gas
Chromatography analysis and time-weighted average (TWAg,) was estimated according to the
National Institute of Occupational Safety and Health method NIOSH 2541 (NIOSH, 1994).

The second method was aimed at measuring ceiling values of FA using Photo Ionization
Detection (PID) equipment (11.7 eV lamps) with simultaneous video recording. Instantaneous
values for FA concentration were obtained on a per second basis. This method allows
establishing a relation between workers activities and FA concentration values, as well to
reveal the main exposure sources (McGlothlin et al., 2005; Viegas et al., 2010).

Measurements and sampling were performed in a macroscopic room, provided with fume
hoods, always near workers breath.

2.2.2 Biological monitoring

Evaluation of genotoxic effects was performed by applying the CBMN assay in peripheral
blood lymphocytes and exfoliated cells from the buccal mucosa.
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Whole blood and exfoliated cells from the buccal mucosa were collected between 10 a.m.
and 12 p.m., from every subject and were processed for testing. All samples were coded and
analyzed under blind conditions. The criteria for scoring the nuclear abnormalities in
lymphocytes and MN in the buccal cells were the ones described by, respectively, Fenech et
al. (1999) and Tolbert et al. (1991).

Heparinized blood samples were obtained by venipuncture from all subjects and freshly
collected blood was directly used for the micronucleus test. Lymphocytes were isolated
using Ficoll-Paque gradient and placed in RPMI 1640 culture medium with L-glutamine and
red phenol added with 10% inactivated fetal calf serum, 50 ug/ml streptomycin + 50U/mL
penicillin, and 10 ug/mL phytohaemagglutinin. Duplicate cultures from each subject were
incubated at 37°C in a humidified 5% CO, incubator for 44h, and cytochalasin-b 6 ug/mL
was added to the cultures in order to prevent cytokinesis. After 28h incubation, cells were
spun onto microscope slides using a cytocentrifuge. Smears were air-dried and double
stained with May-Griinwald-Giemsa and mounted with Entellan®. One thousand cells were
scored from each individual by two independent observers in a total of two slides. Each
observer visualized 500 cells per individual. Cells from the buccal mucosa were sampled by
endobrushing. Exfoliated cells were smeared onto the slides and fixed with Mercofix®. The
standard protocol used was Feulgen staining technique without counterstain. Two thousand
cells were scored from each individual by two independent observers in a total of two
slides. Each observer visualized 1000 cells per individual. Only cells containing intact nuclei
that were neither clumped nor overlapped were included in the analysis.

2.2.3 Statistical analysis

The deviation of variables from the normal distribution was evaluated by the Shapiro-Wilk
goodness-of-fit test. The association between each of the genotoxicity biomarkers and
occupational exposure to FA was evaluated by binary logistic regression. The biomarkers
were dichotomized (absent/present) and considered the dependent variable in regression
models where exposure was an independent variable. Odds ratios were computed to
evaluate the risk of biomarkers presence and their significance was assessed. The non-
parametric Kuskal-Wallis and Mann-Whitney U-tests, were also used to evaluate
interactions involving confounding factors. All statistical analysis was performed using the
SPSS package for windows, version 15.0.

2.2.4 Results
FA exposure levels

Results of FA exposure values were determined using the two methods described - the
NIOSH 2541 method for average concentrations (TWAsgy) and the PID method for ceiling
concentrations. For the first exposure metric, FA mean level of the 56 individuals studied was
0.16 ppm (0.04 - 0.51 ppm), a value that lies below the OSHA reference value of 0.75 ppm. The
mean ceiling concentration found in the laboratories was 1.14 ppm (0.18 - 2.93 ppm), a value
well above the reference of the American Conference of Governmental Industrial Hygienists
(ACGIH) for ceiling concentrations (0.3 ppm). As for the different tasks developed in
histopathology laboratories, the highest FA concentration was identified during macroscopic
specimens’ exam. This task involves a careful observation and grossing of the specimen
preserved in FA, therefore has direct and prolonged contact with its vapors (Table 2).
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Tasks Ceiling values
(ppm)
Macroscopic specimen’s exam 293
Disposal of specimen and used solutions 0.95
Jar filling 2.51
Specimen wash 2.28
Biopsy exam 1.91

Table 2. FA ceiling values (ppm) by tasks in the macroscopy room.

Genotoxicity biomarkers

For all genotoxicity biomarkers under study, workers exposed to FA had significantly
higher mean values than the controls (Table 3).

In peripheral blood lymphocytes, significant differences (Mann-Whitney test, p<0.001) were
observed between subjects exposed and non-exposed to FA, namely in mean MN
(respectively, 3.96£0.525 wvs 0.81+0.172), NPB (3.04+0.523 wvs 0.18%0.056), and NBUD
(0.98+0.273 vs 0.07£0.028). In buccal mucosa cells, the MN mean was also significantly
higher (p=0.002) in exposed subjects (0.96+0.277) than in controls (0.16+0.058).

Mean, MN | \ean, NPBSE. | Mean, NBUDss E, | Mean, MN buccal
lymphocytes +S.E. (range) (range) cells +S.E.
(range) (range)
Controls | 0.81+0.172 (0-7) 0.18+0.056 (0-3) 0.0740.028 (0-1) 0.1620.058 (0-2)
Exposed | 3.96+0.525 (0-14) | 3.04+0.523 (0-15) | 0.98+0.273 (0-13) 0.9620.277 (0-9)

<0.001

<0.001

<0.001

0.002

p-value

Table 3. Descriptive statistics of MN in lymphocytes and buccal cells, NPB and NBUD
means in the studied population (mean + mean standard error, range and p-value of Mann-
Whitney test)

Discriminating by occupation, technologists group mean of MN in lymphocytes was
3.762£0.647; in NBP was 2.62+0.629; in NBUD was 1.09+0.401 and in MN in BM was
1.1840.406. In pathologists, the means were 5.00+1.243; 3.75+1.467; 0.33+£0.188 and in MN in
BM was 0.58+0.434, respectively.

The odds ratios indicate an increased risk for the presence of biomarkers in those exposed to
FA, compared to non-exposed (Table 4) and they were all significant (p<0.001).

OR CI95% p-value

MN lymphocytes 9.665 3.81-24.52 <0.001
NPB 11.97 4.59-31.20 <0.001
NBUD 9.631 3.12-29.70 <0.001

MN buccal cells 3.990 1.38-11.58 0.011

Table 4. Results of binary logistic regression concerning the association between FA and
genotoxicity biomarkers, as evaluated by the odds ratio (OR).
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Regarding the impact of the duration of exposure to FA, the mean values of MN in
lymphocytes and in buccal cells tended to increase with years of exposure (Table 5) but the
association was not statistically significant.

Years of Mean MN Mean Nl\ggag + Mean MN buccal
Group exposure N | Iymphocytes | NPB+ S.E. SE cells £ S.E.
* S.E. (range) (range) (range) (range)
>5 8 2.7540.940 5.1341.381 | 1.38+0.498 0.6310.625
(0-8) (0-10) (0-3) (0-5)
6-10 19 3.05£0.775 2.4240.668 | 1.53+0.731 0.6310.326
Exposed (0-12) (0-9) (0-13) (0-6)
11-20 |12 5.50+1.317 3.33+1.443 | 0.33+0.188 0.83+0.458
(0-14) (0-14) (0-2) (0-5)
>1 15 5.00+1.151 2.33+1.036 | 0.73+0.248 1.20+£0.8
(0-13) (0-15) (0-2) (0-9)

Table 5. Descriptive statistics according to years of exposure to formaldehyde of MN in
lymphocytes and buccal cells, NPB, and NBUD means in the two groups (mean + mean
standard error, range)

Age and gender are considered the most important demographic variables affecting the MN
index. However, Table 6 shows that the mean of all the genotoxicity biomarkers did not
differ between men and women within the exposed and the controls (p> 0.05).

Mean MN Mean NPB + Mean Mean MN
Groups Gender N lymphocytes + S.E ~| NBUD= buccal
S.E. o S.E. cellst S.E.
(range) (range) (range) (range)
Females 37 4.43+0.676 3.03+£0.699 | 1.34+0.418 | 1.14+0.353
Exposed (0-14) (0-15) (0-13) (0-8)
Males 19 3.47+0.883 2.95+0.818 | 0.42+0.158 | 0.74+0.495
(0-13) (0-14) (0-2) (0-9)
Females 54 0.87+0.229 0.2240.078 | 0.11+0.043 | 0.11+0.057
Controls (0-7) (0-3) (0-1) 0-2)
Males 31 0.71+0.255 0.10+0.071 0.00 0.26+0.122
(0-6) (0-2) ' 0-2)

Table 6. Descriptive statistics by gender of MN in lymphocytes and buccal cells, NPB, and
NBUD means in the two groups (mean + mean standard error, range)

In order to examine the effect of age, exposed and non-exposed individuals were stratified
by age groups: 20-30, 31-40, and > 41 years old (Table 7). There was no consistent trend
regarding the variation of biomarkers with age, the only exception being the MN in
lymphocytes in the exposed group (Kruskal-Wallis, p= 0.006), where the higher means
where found in the older group. According to Mann-Whitney test, there is a statistical
significant result between the elder and the older group (20-30 and > 41 years old, p= 0.02),
however the comparison between 20-30 and 31-40 groups (p= 0.262) and 30-40 and > 41
groups (p= 0.065) did not reach statistical significance.
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lxle];llllolz/;fl:es Mean NPB+ Mean x :::i lcvg\]rs
Groups Age N +SE S.E. NBUDt= S.E. +S.E
(range) (range) (range) (range)
2030 | 18 2.19+0.526 3.56+£0.926 | 1.63+0.816 0.75+0.470
(0-8) (0-10) (0-13) (0-6)
3140 | 11 3.00+0.775 1.20+0.467 | 0.50+0.224 0.40+0.221
Exposed (0-8) (0-4) (880-2) (0-2)
41 o7 5.54+0.876 3.00+0.879 | 0.69+0.234 1.46+0.503
(0-15) (0-15) (0-5) (0-9)
0.47+0.157 0.14+0.071 | 0.08+0.047 0.19+0.96
2090 1% 09 0-2) ©-1) 0-2)
3140 | 35 1.14+0.326 0.20£0.099 | 0.06+0.040 0.14+0.83
Controls (0-7) (0-3) (0-1D (0-2)
41 14 0.86+0.501 0.21+0.155 0.07+0.71 0.1410.143
(0-6) (0-2) (0-) 0-2)

Table 7. Age effects on descriptive statistics of MN in lymphocytes and buccal cells, NPB
and NBUD means in the studied population (mean * mean standard error, range).

The interaction between age and gender in determining the frequencies of genotoxicity
biomarkers was investigated and found to be significant only for MN in lymphocytes in
exposed subjects (Kruskal-Wallis, p=0.04). In general the MN tended to be more frequent in
the > 41 years old category in both genders; however women had the higher means.

Regarding smoking habits, a non-parametric analysis rejected the null hypothesis that
biomarkers are the same for the four categories (control smokers and non-smokers, exposed
smokers and non-smokers) (Kruskall-Wallis, p<0.001). However, the analysis of the
interactions between FA exposure and tobacco smoke between exposed and controls (Mann-
Whitney test) showed that FA exposure, rather than tobacco, has a preponderant effect upon
the determination of biomarker frequencies. In the control group, non-smokers had slightly
higher MN means in buccal cells in comparison with smokers; although the result did not
reach statistical significance (Mann-Whitney, p> 0.05).

As for alcohol consumption, because uptake reported in enquires may differ considerably
from real consumption, all consumers were gathered into a single entity, in contrast with
non-consumers. Nevertheless, no one acknowledged having “heavy drink habits” in the
questionnaires.

Overall, biomarkers in controls exhibited higher mean frequencies among alcohol
consumers than among non-consumers. Among those exposed, however, mean frequencies
were slightly lower among drinkers, suggesting that exposure was the major predominant
factor in determining the high biomarker frequencies of those who are exposed. Differences
between drinkers and non-drinkers were not statistically significant, to the exception of MN
in lymphocytes in controls (Mann-Whitney, p=0.011), where drinkers have higher means.
The interaction between alcohol consumption and smoking habits was statistically
significant (Kruskal-Wallis, p=0.043), as subjects that do not smoke and do not drink tend to
have lower frequencies of MN in buccal cells than those who drink and smoke, with a
gradient of frequencies in between.
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2.2.5 Discussion

Long exposures to FA, as those to which some workers are subjected for occupational
reasons, are suspected to be associated with genotoxic effects that can be evaluated by
biomarkers (Conaway et al., 1996; IARC, 2006; Viegas & Prista, 2007; Zhang et al., 2009). In
this study the results suggest that workers in histopathology laboratories are exposed to FA
levels that exceed recommended exposure limits. Macroscopic specimens’ exam, in
particular, is the task that involves higher exposure, because it requires a greater proximity
to anatomical species impregnated with FA, as supported by the studies of Goyer et al.
(2004) and Orsiere et al. (2006).

A statistically significant association was found between FA exposure and biomarkers of
genotoxicity, namely MN in lymphocytes, NPB, NBUD and MN in buccal cells.
Chromosome damage and effects upon lymphocytes arise because FA escapes from sites of
direct contact, such as the mouth, originating nuclear alterations in the lymphocytes of those
exposed (He & Jin, 1998; IARC, 2006; Orsiere et al. 2006; Ye et al., 2005). Our results thus
corroborate previous reports (Ye et al., 2005) that lymphocytes can be damaged by long term
FA exposure. Moreover, the changes in peripheral lymphocytes indicate that the cytogenetic
effects triggered by FA can reach tissues faraway from the site of initial contact (Suruda et
al., 1993). Long term exposures to high concentrations of FA indeed appear to have a
potential for DNA damage; these effects were well demonstrated in experimental studies
with animals, local genotoxic effects following FA exposure, namely DNA-protein cross
links and chromosome damage (IARC, 2006).

In humans, FA exposure is associated with an increase in the frequency of MN in buccal
epithelium cells (Burgaz et al., 2002; Speit et al., 2006, 2007b), as corroborated by the results
presented here.

Suruda el al. (1993) claim that although changes in oral and nasal epithelial cells and
peripheral blood cells do not indicate a direct mechanism leading to carcinogenesis, they
present evidence that DNA alteration took place. It thus appears reasonable to conclude that
FA is a cancer risk factor for those who are occupationally exposed in histopathology
laboratories (IARC, 2006).

MN and NPB measured in lymphocytes had higher means in pathologists compared with
technologists. This result can be explained by the exposure to higher concentrations of
pathologists that perform macroscopic exam. Also this chemical mode of action is more
related with the concentration than with time of exposure expressed by TWA results.

In epidemiological studies, it is important to evaluate the role played by common
confounding factors, such as gender, age, smoking and alcohol consumption, upon the
association between disease and exposure (Bonassi et al., 2001; Fenech at al., 1999).
Concerning gender, studies realized by Fenech et al. (1999) and Wojda et al. (2007) reported
that biomarker frequencies were greater in females than in males by a factor of 1.2 to 1.6
depending on the age group. With the exception of MN in the buccal cells of controls, the
results presented here point to females having higher frequencies than males in all
genotoxicity biomarkers, although the differences usually lacked statistical significance.
Such trend is concordant with previous studies that reported higher MN frequency in
lymphocytes in females and a slightly higher MN frequency in buccal cells in males
(Holland et al., 2008) and that can be explained by preferential aneugenic events involving
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the X-chromosome. A possible explanation is the micronucleation of the X chromosome,
which has been shown to occur in lymphocytes in females, both in vitro and in vivo, and that
can be accounted for by the presence of two X chromosomes. This finding might explain the
preferential micronucleation of the inactive X (Catalan et al., 1998, 2000a, 2000b).

Aging in humans appears to be associated with genomic instability. Cytogenetically, ageing
is associated with a number of gross cellular changes, including altered size and
morphology, genomic instability and changes in expression and proliferation (Bolognesi et
al., 1999; Zietkiewicz et al., 2009). It has been shown that a higher MN frequency is directly
associated with decreased efficiency of DNA repair and increased genome instability
(Kirsch-Volders et al., 2006; Orsiere et al., 2006). The data has shown a significant increase of
MN in lymphocytes in the exposed group. This can be explained in light of genomic
instability, understood as an increased amount of mutations and/or chromosomal
aberrations that cytogenetically translate into a greater frequency of changes in chromosome
number and/or structure and in the formation of micronuclei (Zietkiewicz et al., 2009). The
involvement of micronucleation in age-related chromosome loss has been supported by
several studies showing that the rate of MN formation increases with age, especially in
women (Catalan et al., 1998). This study provides evidence that age and gender interact to
determine the frequency of MN in the lymphocytes of exposed subjects. The higher
incidence of MN in both genders is more manifest in older age groups and the effect of
gender becomes more pronounced as age increases. Several reports link this observation to
an elevated loss of X chromosomes (Battershill et al., 2008).

Tobacco smoke has been epidemiologically associated to a higher risk of cancer
development, especially in the oral cavity, larynx, and lungs, as these are places of direct
contact with the carcinogenic tobacco’s compounds. In this study, smoking habits did not
influence the frequency of the genotoxicity biomarkers; moreover, the frequencies of MN in
buccal cells were unexpectedly higher in exposed non-smokers than in exposed smokers,
though the difference was not statistically significant. In most reports, the results about the
effect of tobacco upon the frequency of MN in human lymphocytes were negative as in
many instances smokers had lower MN frequencies than non-smokers (Bonassi et al., 2003).
In the current study, the analysis of the interaction between FA exposure and smoking
habits indicates that exposure is preponderant in determining the frequency of biomarkers.
Nevertheless, the effect of smoking upon biomarkers remains controversial. Some studies
reported an increased frequency of MN in lymphocytes, NPB, and NBUD as a consequence
of the tobacco-specific nitrosamine 4-(methylnitrosamino)-1-(3-pyridyl)-1-butanone (NNK).
Still in this study no associations were observed between tobacco and nuclear abnormalities
(El-Zein et al., 2006, 2008).

As for alcohol consumption, it did not appear to influence the frequency of genotoxicity
biomarkers in study, to the exception of MN in lymphocytes in controls (Mann-Whitney,
p=0.011), with drinkers having higher means. Alcohol is definitely a recognized genotoxic
agent, being cited as able to potentiate the development of carcinogenic lesions (Ramirez &
Saldanha, 2002). In our study, drinkers in the control group had higher mean frequencies of
all biomarkers than non-drinkers, but the differences were only significant for MN in
lymphocytes. Stich and Rosin (1983) study of alcoholic individuals, reported absence of
significant differences concerning MN frequencies in buccal cells. That is important to
corroborate our result, because of the lack of “heavy drinkers” in our study. The same study
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concluded that neither alcohol nor smoking, alone, increase MN frequency in buccal cells,
but a combination of both resulted in a significant elevation in micronucleated cells in the
buccal mucosa. However, the synergism between alcohol consumption and tobacco has not
been observed to act upon all biomarkers and, in several studies of lifestyle factors, it was
difficult to differentiate the effect of alcohol from that of smoking (Holland et al., 2008).

The CBMN assay is a simple, practical, low cost screening technique that can be used for
clinical prevention and management of workers subjected to occupational carcinogenic
risks, namely exposure to a genotoxic agent such as FA. The results obtained in this study
provide unequivocal evidence of association between occupational exposure to
formaldehyde in histopathology laboratory workers and the presence of nuclear changes.

Given these results, preventive actions must prioritize safety conditions for those who
perform macroscopic exams. In general, exposure reduction to FA in this occupational
setting may be achieved by the use of adequate local exhaust ventilation and by keeping
biological specimen containers closed during the macroscopic exam.

3. Conclusion

Another important application of biological monitoring, besides exposure assessment, is the
use of biomarkers, at either individual or group level, for the correct interpretation of
doubtful clinical tests. These are usually performed as part of occupational health
surveillance program when exposure assessment data are unavailable or are deemed
unreliable. Health surveillance is the periodical assessment of the workers” health status by
clinical, biochemical, imaging or instrumental testing to detect any clinically relevant,
occupation-dependent change of the single worker’s health. Biomarkers are usually more
specific and sensitive than most clinical tests and may be more effective, therefore, for
assessing a causal relationship between health impairment and chemical exposure when a
change is first detected in exposed workers (Manno et al., 2010).

Experience in biological monitoring gained in the occupational setting has often been
applied to assess (the effects of) human exposure to chemicals in the general environment.
The use of biological fluids/tissues for the assessment of human exposure, effect or
susceptibility to chemicals in the workplace represents, together with the underlying data
(e.g. personal exposure and biological monitoring measurements, media-specific residue
measurements, product use and time-activity information), a critical component of the
occupational risk assessment process, a rapidly advancing science (Manno et al., 2010).

Au et al. (1998), advise to put more emphasis on monitoring populations which are known
to be exposed to hazardous environmental contaminant and on providing reliable health
risk evaluation. The information can also be used to support regulations on protection of the
environment.
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1. Introduction

The World Health Organization, WHO, reported in 2010 that there were approximately 490
million (7%) of people suffering from mental disorders, such as abuse of alcohol and other
substances, major depression, bipolar disorder, schizophrenia and dementia, recommending
research the pathophysiology of these disorders in order to improve their understanding
and to develop more efficient and cost-effective interventions (WHO 2001, 2005).

The diagnosis of mental disorders, should be based on objectively measurable parameters
and, also, should help us to establish therapeutic guidelines, based on the etiology of the
diseases, and their adaptation to each individual. The absence of an objective biological test
for the diagnosis of mental disorders which would constitute the Gold Standard for this
task, along with the frequent psychiatric comorbidity, heterogeneity and, polygenic and
multifactorial etiology, requires the search for Biomarkers that facilitated the diagnosis and
treatment of the psychiatric illnesses. The Convergent Functional Genomics has revealed
that proteins, compounds of biochemical nature related to different physiological functions,
genetic tests for diagnosis or, even, different functional tests such as, for example, the
dexamethasone suppression test, DEX, used to study the function of the hypothalamic-
pituitary-adrenal axis, HPA, can be candidates (Avissar & Schreiber 2003; Kemperman 2007;
Russell 2004).

The use of Biomarkers, that is, a physical characteristic, or a biochemical or biological
parameter, objectively measurable and quantifiable, that report the evolution and condition
of certain normal physiological processes or pathological, or response to a therapeutic
intervention, pharmacological or otherwise, is relatively new but this field has gained much
interest in recent decades among clinicians and researchers. A Biomarker, as a measurable
biological entity that points the presence or absence of a disease, a toxin, a biological
condition, a genetic pattern, or a therapeutic response to a drug, must be related
quantitatively with the disease progression and/or therapy (http://www.gaba-
network.org; Biomarkers Definitions Working Group, BDWG, 2001).

Biomarkers, are utilized in psychiatry not only as tools that aid us in the diagnosis and
treatment of various diseases, facilitating the use of therapies aimed at specific groups or
individuals, but also, as Surrogate Markers or Clinical Surrogate Endpoints for PK, PD and
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PG modelling in drug response, and to investigate the biological mechanisms of action and
the efficacy and safety profile of the target drug, being this last point developed along this
chapter (Riggs 1990).

The search of a Biomarker begins with the selection of the groups of patients and controls,
continous with the selection of the type of sample to use and, finally, the selection of the
statistical analysis that allowed us to demonstrate differences between both groups, such as
the multivariate analysis of cross-sectional data and multivariate correlation analysis of
longitudinal data, so that, there was clear evidence that these Biomarkers are able to
distinguish between controls and affected individuals. To complete the validation, we have
to check this on a large group of patients following Food and Drugs Administration
guidelines (FDA 2008). In the case of Biomarkers used to monitor pharmacological
therapies, the choice and validation of these should be supported, in addition, on studies of
the etiology of the disease being treated and mechanism of drug action, as well as provide
data on its cost-effectiveness and its side effects (Kemperman 2007).

In the other hand, a Surrogate Marker, defined as a laboratory measurement, physical sign
or symptom, is used in therapy as a direct measure of how patient feels, functions, or
survives and is expected was able to predict the effect of a treatment, ie, it is a test that is
used as measure of the effect of a given specific treatment. It is a candidate Biomarker if it
can be validated, taking this atribute when the evidence has proven that the predicted effect
induced by drugs or other therapy, on the Surrogate Marker, produces the outcomes desired
on the clinical characteristic of interest, such as blood pressure, serum cholesterol,
intraocular pressure, etc, while Clinical Surrogate Endpoint refers to the final desirable
value that we want to achieve for a specific Surrogate Marker, which is related to the level of
disease progression, intensity of a symptom or sign, or a laboratory test, that constitute the
desired target and that reflect the expected clinical outcome (BDWG 2001).

To validate a Surrogate Marker as a Biomarker, we need to understand the biological
relationship between the Surrogate Marker that predicts the desired clinical benefit and the
clinical outcome achieved. For pharmacological treatments, we have to know, moreover, all
therapeutic actions, if we want to conclude that the effect obtained on the Surrogate Marker
will result in the beneficial clinical outcomes desired. (Buckley & Schatzberg 2009; Russell
2004).

In short, at the present time the biological causality of most psychiatric illnesses and the
intimate mechanism of action of most psychotropic drugs are unknown. However, it is
possible to modulate pharmacologically a large number of neuroreceptors, using this tool as
target of drug therapies and utilizing to control of psychiatric disorders symptoms. We will
review in this chapter, the role and potential use of Biomarkers and / or Surrogate Markers
to optimize the pharmacological treatments of most common psychiatric illnesses, with
emphasis on schizophrenia and depression, in order to use them in the dosage regimen
calcualtion and choosing a particular therapeutic drug strategy (Noll 2006; Shaheen 2010).

2. Models for therapeutic drug monitoring

After the administration of a drug, several processes occur leading to the pharmacological
effect, so that we can define Pharmacokinetics, PK, as "what the body does to a drug" and
pharmacodynamics, PD, as " what the drug does to the body " (Geldof 2007).
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There are three unitary models for the therapeutic drug monitoring:

1. Pharmacokinetic models, PK. They are used to describe control processes of drug
concentration in biological fluids at any time after its administration, being absorption,
distribution, metabolism and excretion, the main stages that determine the evolution of
the drug concentration versus time, so the PK-models, determine the overall course of
the process (Perez-Urizar 2000).

2. Pharmacodynamic models, PD. They are used to describe the relationship between the
drug concentration and/or active metabolites and the magnitude of the
pharmacological effect obtained such as, eg, blood pressure, heart rate, etc (Geldof 2007;
Holford & Sheiner 1981; Rowland & Tozer 1995; Sheiner et al 1997) .

3. Pharmacogenetic models, PG. They are used to describe the influence of interindividual
genetic variations in the response to a drug in terms of efficacy and safety. They use
genotype-phenotype, gene-concentration and gene-dose correlations for predicting the
phenotype of a individual and provide support to achieve a optimal pharmacotherapy.

As important part of the construction of these models, a Surrogate Marker or Biomarker is
defined as measure that characterizes, in a strictly quantitative manner, the various
processes and stages that occur between the administration of a drug and its
pharmacological effect, and can be used in clinical practice for the individualization of drug
therapy, from the viewpoint of dosage regimen calculation and therapeutic strategy. In fact,
there is a growing interest in the use of biomarkers in drug development, as is reflected in
the publication of numerous reviews and comments, appeared recently, on this topic. As
well as, the recent increase in the number of publications about PK-PD models in journals of
Clinical Pharmacology and Clinical Pharmacy, concerning to theoretical models and their
implementation. Despite the continued increase in the number of articles, there are still, a
large number of publications that contain pharmacokinetic and pharmacodynamic data
without PK-PD modeling studies (Francheteau 1993; Geldof 2007; Mandem & Wada 1995;
Zuideveld 2001).

Optimization of pharmacologic treatment is usually done by monitoring serum drug
concentrations, in PK models, or by the direct or indirect pharmacological response,
represented by Biomarkers or Surrogate Markers, in PD models, combined with
pharmacogenetic and environmental characteristics, in PG models.

PK models can be non-parametric or compartimental. Non-parametric models provide an
empirical description of the temporal evolution of drug concentration in terms of the
maximum concentration, Cmax, and time needed to reach it, Tmax, and area under the
concentration versus time curve, AUC. While compartmental models provide a description
of concentration profile versus time of the drug in a body fluid compartment (Csajka &
Vérotte 2006; Geldof 2007; Holford & Sheiner 1982; Perez-Urizar et al 2000).

Binary models PK-PD, PK-PG and PD-PG, as a result of the union of simple models, are
aimed to find out the suitable therapeutic dose, body 'clearance' and other kinetic
parameters related to plasma drug concentration or pharmacological effect, establish an
adequate dosage scheme to achieve the desired therapeutic goal, as well as know the time
evolution of the pharmacological effect, using the appropiate model and the individual
genotype of the different populations to which treatment is targeted, by using the following
mathematical tools:
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1. General equation of the dose-response relationship, receptor mediated, which relates
the intensity of the pharmacological effect, E, with the concentration of the drug, D, and
of the receptor, R, presents in the body:

OPE _(dDY &*E D _
- ( j Where g = K(constant) (1)
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Once the steady-state and a pharmacological response, ranging between the 20-80% of
maximal effect, is reached we can estimate the optimal dose required to achieve the desired
Clinical Surrogate Endpoint, using the following expression, an approximation of the
equation 1:
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Where [ACSE]; is the Clinical Surrogate Endpoint of the drug, equivalent to the average
increase (delta, A) value obtained for CSE in the patients drug treated, [A CSE], is the
experimental delta value obtained for CSE in a individual, (DD); is the dose of drug with
which has been obtained a [A CSE], value equal to 10 and (DD); is the drug target dose
(Lozano et al 2007,2008a,2008b, 2009b,2010a,2010b,2010c, 2011a).

2. Hill's equation, equation 3, a partial solution of the above equation 1, from which
comes, which relates the intensity of the pharmacological effect, E, on the Biomarker
with the concentration of drug in the body, C, (Hill 1910):

v
E — C Emax (3)
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3. Kernel density estimation, Kernel's test, used for poblational analysis, performed in the
PK-PG and PD-PG models, which incorporate pharmacogenetic analysis (Wessa 2008).

4. Finally, for interaction-based models, where two or more drugs that interact on the
same receptor, the following equation, equation 4, serves to describe the relation
between the reaction velocity, dv/dc, of a drug, A, with the receptor, , versus to that of
another drug, B, on the same receptor:

va _ dvp )

dcg  dcp
(Lozano et al 2009a, 2009¢, 2010d).

2.1 PK-PD models

Consist of mathematical expressions that describe the quantitative relationships between the
response intensity of a Biomarker or Surrogate Marker and drug dose applied. They have
three components: a PK model, which characterizes the temporal evolution of the
concentration of the drug and/or active metabolites, in blood or plasma, a PD model that
characterizes the relationship between a drug concentration and/or possible active
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metabolites to the pharmacological effect, and finally, an aggregate model that takes into
consideration other factors that may affect the pharmacological effect, frequently observed
in the models of compartmentalized pharmacological effect and in those of indirect
pharmacological response (Breimer & Danhof 1997; Geldof 2007).

The PK-PD models, can be:

1. Mechanistic-based models, which characterize the time course of drug effect, “in vivo”,
using expressions that describe the biophase drug distribution, target-drug binding,
target-drug activation and feedback homeostatic processes and contain elements
corresponding to the distribution in the target site , target-drug binding, and activation
and transduction. They are based on the principles of receptor theory, that characterizes
the interaction of the receptor with the drug in terms of affinity and intrinsic activity. In
these models, PK-PD, when steady-state is reached, drug concentration in the biophase
is paralell to the plasma concentration and directly proportional to the dose (BDWG
2001; Geldof 2007; Sheiner et al 1979 Van der Graaf & Danhof 1997).

Under stable conditions, relatively simple models, such as those linear or log-linear, can be
used to characterize the dose-response relationship. The most used is the sigmoid model,
which is an empirical function to describe the nonlinear relationship between drug
concentration and the pharmacological effect; this model is mathematically expressed by the
general equation for dose-response curve, equation 1, or also by Hill's equation, equation 3,
a partial solution of the previous, where E is the pharmacological effect observed with a
given dose , Ey is the response in the absence of drug, Emax is the maximum effect or intrinsic
activity of drug, C is the concentration of drug and/or metabolite in plasma and/or
biophase, ECsp is the concentration of drug and / or metabolites that produce 50% of
maximal effect, potency, and vy is the Hill factor, that expresses the sigmoidicity of the curve
(Geldof 2007; Hill 1910; Holford & Sheiner 1982; Meibohm & Derendorf, 1997).

Under conditions of non steady-state , the basic models PK-PD are unable to describe the
time evolution of the pharmacological effect. Factors such as the compartimiental effect,
acute tolerance and sensitization, and indirect response modeling, can explain the
dissociation, frequently observed, between the temporal evolution of the drug concentration
and pharmacological effect, using, in these cases, the previous model but applied to
different doses to simulate the change in concentration along the time (Bauer et al 1997;
Dayneko et al 1993; Derendorf & Meibohm 1999; Jusko & Ko 1994; Ragueneau et al 1998;
Sheiner et al 1979).

2. Indirect response models, are based on a combination of the inhibitor or stimulant
effect, that can produce the drug, and the factors controling the increase or decrease of
the pharmacological response, represented by the constants Kin and Kou (Derendorf &
Meibohm 1999, Mager et al 2003; Meibohm & Derendorf 1997; Rowland & Tozer 1995).

3. Drug interaction-based models, are used to describe the influence of two or more drugs
among them, acting on the same receptor. Their use are limited to situations in which
several drugs are administered together, or when a drug becomes an active metabolite.
In theoretical terms refer to the prediction of the combined effects of more than one
drug. The general approach to the study of these interactions involves the analysis of
changes in the velocity of reaction that occur when the drugs are used combined or
separately (Lozano et al 2009a, 2009¢, 2010d).
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4. Poblational models, are used to solve the problem of inter and intra-individual
variability in the therapeutic response to a drug. In PK and PD models, the kinetic
parameters of each individual are modeled in terms of the fixed effect observed, and
other of random nature, while PK-PD poblational models, based on nonlinear mixed
effects analysis, characterize the pharmacokinetic parameters and concentration-effect
relationship, in poblational terms more than individual. Thus, in PK and PK-PD
poblational models, we need to know in advance the average behaviour of
pharmacokinetic parameters in target population, to identify and assess demographic,
pathophysiological and environmental factors, affecting population under study and,
finally, evaluate the inter and intraindivual variability through the variation coefficient
of the PK parameters and their residual components (Dominguez-Gil & Lanao 1999;
Schnider et al 1996).

2.2 The PK-PG models

Consist of mathematical expressions that describe the quantitative relationship between the
drug dose necessary to achieve the same response intensity of a Biomarker or Surrogate
Marker, for each one of the different genotypes phenotypically actives present in a
population.

Pharmacogenetic models, PK-PG, are used to adapt the therapeutic use of different drugs to
the idiosyncrasy of each patient and their genetic characteristics, increasing its efficiency and
minimizing their side effects. Approximately 20-90% of the interindividual variability in
drug response is consequence of individual genotype and variants that encode different
polymorphs of the enzymes that metabolize and / or transport drugs.

Single Nucleotide Polymorphisms, SNPs, have been associated with substantial changes in
the metabolism or in the effect of a drug, and therefore are being used to predict the clinical
response to a drug of an individual. For the biotransformation of a drug, there are over 30
families of metabolizers enzymes belonging the family of cytochrome P-450, whose genetic
polymorphisms normally lead to a functional changes in the encoded protein, resulting in
individuals with different phenotypes:

a. Poor Metabolizers, PM: The encoded enzyme has no activity, the metabolic activity is very
reduced or absent and the phenotype is predicted by the presence of two inactive alleles.

b. Intermediate Metabolizers, IM: The encoded enzyme has its activity decreased, the
phenotype is predicted by the presence of two alleles with decreased activity, or a
combination of a reduced activity allele and a allele with no activity.

c. Extended metabolizers, EM: They are carriers of one active gene copy at least, have a
normal metabolic activity and phenotype is predicted from the combination of two
active alleles. For some genes, the presence of one active allele combined with one allele
with decreased activity or allele with no activity, causes that the metabolic activity was
normal.

d. Ultrafast Metabolizers, UM: They have a double metabolic capacity and the phenotype
is predicted by the presence of three or more functional alleles or the presence of two
inducible  alleles  http://cpmec.coriell.org/Sections/Medical / DrugsAndGenes_mp
.aspx?Pgld=216).

Carrier proteins of drugs play an important role in regulating the absorption, distribution
and excretion of many drugs. Within the ATP-binding cassette family, P-glycoprotein,
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encoded by the ABCB1 gene, is one of the best known , being its main function the control of
the outflow from inside the cells of certain endogenous and / or exogenous substrates,
including several drugs and substances such as bilirubin, so the presence of polymorphisms
in this gene, entails changes in the PK and PD of certain drugs.

2.3 The PD-PG models

PD-PG models, consist of mathematical expressions that describe the quantitative relationship
between the response intensity of a Biomarker or Surrogate Marker, to a single dose of the
drug, and the different genotypes phenotypically actives present in a specific population.

Pharmacogenetic models, PD-PG, are used to adapt the therapeutic use of different drugs to
the idiosyncrasy of each patient and their genetic characteristics, increasing its efficiency and
minimizing their side effects. Approximately 20-90% of the interindividual variability in
drug response is consequence of individual genotype and variants that encode different
polymorphs of therapeutic targets.

Genetic polymorphisms with indirect effects on the response to drugs are those that affect to
a genes encoding proteins that often are involved in the mechanisms of the drug disposition,
producing alterations in the response to treatment only under certain situations.

Therefore, both PK -PG and PD-PG models are used to describe the genotype-phenotype,
gene-concentration and gene-dose correlations, necessary to achieve an optimal
pharmacotherapy (Brockmoller & Tzvetkov 2008, Tsai & Hoyme 2002; Weinshilboum &
Wang 2006).

3. Biomarkers for therapeutic drug monitoring in psychiatry
3.1 Lithium

Bipolar disorder, BD, is characterized by the presence of one or more episodes of mania or,
in mild cases, hypomania and additional depressive episodes, concomitants or alternants.

The cause is unknown, although recent studies suggest the presence of an imbalance
between excitatory neurotransmitters, mainly glutamate, and inhibitors, principally GABA,
as well as alterations in cation pumps, such as of sodium and of calcium, which would
explain the pathogenesis of bipolar disorder and another pathologies as epilepsy (Brown &
Sherwood 2006).

To explain the action mechanism of Lithium salts there are several proposals, being the most
known:

1. Inhibition of the enzyme GSK-3B, whose complete mechanism in relation with BD has
not yet been hypothesized (Jonker et al 2003).

2. Blockade of the NMDA/ NO receptor: The Nitric Oxide, NO, plays a crucial role in
neuronal plasticity, having shown that the NO system may be involved in the
antidepressant effect of lithium amd the increase in antidepressant capacity of lithium
by the blockade of NMDA receptor would indicate an involvement of the NMDA/NO
receptor in the pharmacological action of lithium (Ghasemi et al. 2008, 2009a, 2009b;
Ghasemi & Race 2008).

3. Inhibition of Inositol monophosphatase enzyme (Einat et al 1998).
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All the pharmacological activity of lithium salts is carried out by the insolubilization of
intracellular inorganic phosphate salts through the formation of inorganic lithium
phosphates. These ones have much lower solubility than their sodium salts (eg the solubility
of LizPOy in water is 0.03821 g/dL/20 ° C versus of the NasPOy that is 8.8 g/dL/25 ° C),
which leads to decrease the amount of intracellular inorganic soluble phosphates, P;,
causing, consequently, decrease in intracellular phosphate stored in organic compounds, P,
and slowdown all metabolic reactions that involve exchange of inorganic phosphates,
mainly those using ATP but, also, those using another nucleotides with capacity for the
storage of phosphates, as we know now , and affecting in a hierarchically manner to several
intracellular pathways of activation and/or inhibition, being those of GSK and inositol-
phosphates, among other, the first to be affected (Lozano et al 2009a, 2010a,2010b).

In the case of the thyroid gland, lithium salts cause a dose-dependent decrease in serum free
thyroxine, FT4, due to the very low solubility of inorganic lithium phosphates, formed in the
interior of target cells by action of lithium, which leads to a decrease in the intracellular pH
and in the tyrosine iodination reaction, pH dependent, with consequent decrease of the FT,
levels, because the iodination of phenols is a direct reaction of iodine, I, on the phenolate
ion, very sensitive to changes in pH, decreasing exponentially the rate of iodination when
the pH does it (Kessler et al 2008; Lozano et al 2010a, 2010b; Taylor & Evans 1953).

3.1.1 PK-PD model

Mechanistic-model. We can use the FT, levels in plasma as a biomarker for quantifying the
intraneuronal concentration of Lithium and the dosage regimen calculation in the
treatments of bipolar disorder with salts Lithium, increasing o decreasing the daily dosage
to reach FT, values, in the range of 1.02-1.08 ng/dL, its Clinical Surrogate Endpoint (Lozano
et al 2010a, 2010D).

3.1.2 PK-PG model

Due to the Lithium elimination by glomerular filtration, the poblational analisys conducted
by Kernel's test has allowed us to detect two subpopulations related to serum creatinine and
therefore with the Lithium Clearance, caused by the presence of MDR1 polymorphisms,
altering the aldosterone level and therefore the Creatinine Clearance, obtaining from the
application of the equation 2, the following equi-effective dose ratio:

DOSE (genotype:wild type) 150

DOSE (genotype:polimorphic type)

(Lozano et al 2011b).

3.1.3 PK-PG model

Poblational analysis conducted by Kernel's test has not detected any subpopulation.

3.2 Escitalopram-SSRI

Depression is a pathological alteration of mood, being Major Depressive disorder the most
studied with a prevalence of 10-25%. Its complex origin, is attributed to a defective
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transmission of noradrenaline and dopamine associated with dysregulation of the
hypothalamic-pituitary-adrenal axis , HPA, which is reflected by the alteration of the
cortisol escape from suppression by dexamethasone in the Dexamethasone Suppression test,
DEX test, and by the increased response of cortisol in the Dexamethasone-Suppressed
Corticotropin-Releasing Hormone Stimulation Test, DEX-CRH test. The decrease in
serotonergic transmission in the brain and increased secretion of cortisol in patients with
major depression have reached the status of an axiom in textbooks, being the cortisol the
biological key mediator through which the brain slows down serotonergic transmission that
causes depression in vulnerable people (American Psychiatric Association 2000; Dinan,
1996; Goodwin & Post 1983; Noll 2006; Schnider et al 1996).

Deregulation of the hypothalamic-pituitary-adrenal axis is present in a high rate among the
patients with depression and its normalization, observed by the response to the DEX-CRH
test, is verified when there is a good response to pharmacological treatment. Moreover, the
serotonergic system interacts with the hypothalamic-pituitary-adrenal axis and, because of
this, the stimulation of this axis can be used as a Surrogate Marker for the pharmacological
action of the 5-HT agonist in the CNS (Cowen 1993, 1998; Gartside & Cowen 1990; Meltzer &
Maes 1994; Meltzer et al 1991).

The reduced serotonergic neurotransmission is well known feature of the depression and
therefore it is not surprising that SSRI drugs were the first line of treatment in depressive
disorders. Plasma levels of Escitalopram and another SSRI drugs decrease the HPA-response
in the DEX test and there is a good correlation between dose of the SSRI drug and decreasing
of plasma cortisol. Cortisol values obtained by Nugent's test, can be used as a Biomarker or
Surrogate Marker for dosage regimen calculation of antidepressant drugs that act on
serotonergic regulation of the HPA axis. The SSRI drugs whose main action is the activation of
serotonergic transmission, produce a decrease of plasma cortisol value obtained by Nugent's
test, in dose-dependent manner and can be used as surrogate marker of SERT-carrier
occupation and 5-HT receptor activation by the Escitalopram and/or other SSRI drugs and to
serve for their dosage regimen calculation (Bel & Artigas 1992; Berkenbosch et al 1987; Bosker
et al 1994; Hsieh et al 2010; Ising et al 2005, 2007; Knorr et al 2011; Maes et al 1993; Meltzer
1985; Nordstrom & Farde 1998; Sasayama et al 2011; Schule et al 2009).

3.2.1 PK-PD model

PK-PD mechanistic-model. Around 50-60% of patients with depression have an increased
activity of the hypothalamic-pituitary-adrenal axis and altered its regulation by negative
feedback. Escitalopram and other SSRI produce an up-regulation of CRH receptors in a
dose-dependent manner that can be measured by Nuggent's test and this can be used for
dosage regimen calculation of escitalopram and other SSRIs.

Once the steady-state and a pharmacological response, ranging between the 20-80% of
maximal effect, is reached we can estimate the optimal dose required to achieve cortisol
values of 9.0 + 2.1 mcg/dl, its Clinical Surrogate Endpoint, using equation 2 (Lozano et al
2008a, 2011a).

3.2.2 PK-PG model

Metabolic studies for Escitalopram /Citalopram indicate that CYP3A4 and CYP2C19 are the
major isozymes involved in N-demethylation of Escitalopram /Citalopram. The alleles
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CYP2C19 * 2, CYP2C19 * 3 and CYP2C19 * 17 CYP2C19 and their combinations lead to
phenotypes PM and IM, obtaining from the application of the equation 2, the following
equi-effective dose ratios:

DOSE (CYP2C19 phenotype : EM) DOSE (CYP2C19 phenotype : EM)

DOSE (CYP2C19 phenotype : IM) and pOSE (CYP2C19 phenotype : PM)

Paroxetine, Fluoxetine and Sertraline, which are metabolized by the CYP2D6 whose activity
ranges considerably within a population and includes Ultrafast metabolizers, UM, Extensive
metabolizers, EM, Intermediate metabolizers,IM, and Poor metabolizers, PM. Among these
are fully functional alleles, alleles with reduced function and null, non-functional, alleles,
which convey a wide range of enzyme activity, from no activity to ultrarapid metabolism of
substrates. Null alleles of CYP2D6 do not encode a functional protein and have no
detectable residual enzymatic activity, being responsibles for the PM phenotype in
homozygous and for IM phenotype in heterozygous, when to present (Zhou 2008),
obtaining from the application of the equation 2, the following equi-effective dose ratios:

DOSE (CYP2D6 phenotype : EM) DOSE (CYP2D6 phenotype : EM) .
DOSE (CYP2D6 phenotype:IM) ~ and DOSE (CYP2D6 phenotype : PM)

(Lozano et al 2008a).

3.3 Antipsychotics

Schizophrenia first described by Benedict Morel in 1853 and with a prevalence of 1% in the
general population, represents a group of chronic and severe mental disorders. Although its
origin is unknown, there is an increased dopaminergic activity in the mesolimbic pathway
of the brain. This biochemical alteration is used as target for the drug treatment of this
disease, being the blockade of dopamine D, receptors in the limbic system important for the
control of the psychotic symptoms and the blockade of 5HT>, receptor for the control of
negative symptoms.

Despite the unknown action mechanism of antipsychotic drug, is known that all of them act
on the dopaminergic system but their affinitiy for dopamin and serotonin receptors,D; and
5-HT, are different, being necessary the blockade of these receptors for its pharmacological
action, being the combined blockade of the receptors 5-HT2, and D; a method that evidence
has proposed for the treatment of schizophrenia (Horacek et al 2006).

Prolactin plasma level, PRL, reflects the tuberoinfundibular D, blockade and can be used as
a Biomarker or Surrogate Marker for drugs affecting dopaminergic system and, in general,
for atypical antipsychotics which main action was the blockade of D, receptors, since they
produce a dose-dependent prolactin increase that can be used as a surrogate for D, receptor
occupation and to serve at the same time for the dose adjustment and/or, by extension, the
absence of prolactin increase levels after antipsychotic treatment could be considered a
surrogate of a decrease occupancy of the D, receptor, as for Aripiprazole. Eventually, low
occupancy of D, receptors in the striatum can be used as Surrogate Marker for the
likelyhood of motor side effects (Avrantis & Miller 1997; Kapur et al 2000; Meltzer 1985;
Nordstrom & Farde 1998).
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Prolactin plasma levels are also high in several drug treatments, such as: (a) Those that are
expected to increase extracellular 5-HT levels in the brain as L-tryptophan, and 5-
hydroxytrytophan, (b) those that acting stimulating different types of 5HT receptors, and
some, but not all, 5HT1, selective agonists. In all these cases, prolactin plasma level becomes
a surrogate of the increase of serotonergic transmission in one or more regions of the brain.
The blockade of this effect, by an antagonist drug of the 5-HT receptors, appropriate and
specific, can serve, in turn, as a substitute for the ability of a drug for the functional
antagonization of the receptor (Goddard 1993; Golden et al 1989; Murphy et al 1996;; Seibyl
et al 1991; Seletti et al 1995; Silverstone & Cowen 1994).

3.3.1 Risperidone

Risperidone, an atypical antipsychotic with high affinity for dopamine receptors D, and
Serotonin 5-HT»,, produces a dose-dependent D, receptor occupancy in the mesolimbic
system, necessary for the control of the disease, while the blockade in the nigrostriatal
would be responsible for extrapyramidal side effects and in the tuberoinfundibular of the
hiperprolactinemy.

3.3.1.1 PK-PD model

Mechanistic-model. Risperidone produces a blockade of D, receptor in the
tuberoinfundibular system causing a dose-dependent increase in prolactin that can be used
for dosing it. Using the values of serum prolactin, obtained in the morning before
administration of Risperidone and not before steady-state plasma levels , minimum
concentration in "steady-state", are reached we can construct the dose-response curve of
prolactin plasma level versus Risperidone dose, which fits a rectangular modified
hyperbola, equation 5, and permit us to establish a maximum value of PRL= 80-90 (40-45)
ng/ml and a minimum value of PRL= 40-50 (20-25) ng/ml, for the optimal dose of
risperidone, in women and men, in parentheses (Lozano et al 2007, 2010c):

)
pRL = SAREP” 5
90 + Risp ©)

3.3.1.2 PK-PG model

Risperidone is eliminated by metabolism mainly through the action of citochrome CYP2D6,
and to a lesser extent through CYP3A4. Risperidone and its main metabolite, 9-OH-
risperidone, constitute the "active fraction" with an elimination half-life of 6 and 24 hours,
respectively, in extensive metabolisers, EM, and 20 and 30 h in the case of patients with
phenotype "poor metabolizer" PM. The "clearance", Cl, for the active fraction of Risperidone
is respectively of 5.0 and 13.7 I/h in EM subjects and 3.2 and 3.3 1/h in individuals PM
(Janssen Research Foundation 1994).

The CYP2D6 activity ranges considerably within a population and includes Ultrafast
metabolizers, UM, Extensive metabolizers, EM, Intermediate metabolizers,IM, and Poor
metabolizers, PM. Among these are fully functional alleles, alleles with reduced function
and null, non-functional, alleles, which convey a wide range of enzyme activity, from no
activity to ultrarapid metabolism of substrates. Null alleles of CYP2D6 do not encode a
functional protein and have no detectable residual enzymatic activity, being responsibles for
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the PM phenotype in homozygous and for IM phenotype in heterozygous, when to present
(Zhou 2008), obtaining from the application of the equation 2, the following equi-effective
dose ratios:

DOSE (CYP2D6 phenotype : EM ) DOSE (CYP2D6 phenotype:EM) 3
DOSE (CYP2D6 phenotype :IM) and DOSE (CYP2D6 phenotype : PM)

(Lozano et al 2007, 2010c).

3.3.1.3 PD-PG model

The poblational analysis of PRL values, using Kernel's test, allowed us to detect two
subpopulations, sex-linked, and related to an alteration of the dopaminergic and / or
serotonergic pathways, caused by a combination of polymorphisms of the genes encoding
receptors 5-HTz, , Dy, and SERT, among others, obtaining from the application of the
equation 2, the following equi-effective dose ratio:

DOSE (genotype : wild type)
DOSE (genotype : polimorphic type)

=04/25

in men and women, respectivily (Lozano et al 2007, 2010c).

3.3.2 Clozapine and olanzapine

Since the HPA axis regulation appears altered in patients with schizophrenia, its modulation
may be relevant for the control of symptoms in schizophrenia and antipsychotic treatment
response. Otherwise, cortisol can be used as surrogate of the 5SHT2, receptor blockade, the
receptor that has manifested itself as the most important in the serotonergic regulation of
HPA axis and, thus, can be used as Surrogate Marker for dosing antipsychotics that act
predominantly on the serotonergic pathways (Marx & Lieberman 1998; Meltzer et al 2001;
Morrow et al 1995). Moreover, the alteration of the HPA axis, induced by antipsychotic with
capacity for serotoninergic antagonism, that bind strongly to receptors 5-HT2./2, can be
used to modulate the response of cortisol and, eventually, to suppress the axis and to cause
a decrease of the corticotropin-releasing factor, CRF, and the adrenocorticotropin hormone,
ACTH (Morrow et al 1995; Patchev et al 1994).

Clozapine and Olanzapine, a 5HT», antagonists, show strong affinity for some dopamine
receptors, but weak ability to antagonize the D, receptor, a receptor that modulates the
neuroleptic activity. Evidence has shown that cortisol levels achieved in individuals treated
with olanzapine and clozapine are dose dependent and directly proportional to the plasma
concentrations of these drugs, at the start of antipsychotic treatment and along it.

Not only Olanzapine and Clozapine have shown a dose-dependent effect on the plasma
cortisol levels, Risperidone also has significant effects but less pronounced compared with
Olanzapine and Clozapine, whereas, Haloperidol has more modest effects. Olanzapine and
Clozapine produce a cortisol increases, A-delta, up to 4-5 times higher than those produced
by Haloperidol, while, risperidone produces a cortisol increases almost 1.5 times greater
than observed with Haloperidol. Therefore, antipsychotics dosage are suitable to be
monitored by using cortisol plasma levels (Girdler et al 2001).
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3.3.2.1 PK-PD model

Mechanistic-model. Clozapine and Olanzapine, among other antipsychotics, cause an
increase plasma cortisol levels in a dose-dependent manner, so the daily dosage has to be
increased or decreased in order to reach cortisol plasma levels of 19.6 + 6.6 mcg / dL and
183 £ 53 mcg / dL, the Clinical Surrogate Endpoint for Clozapine or Olanzapine,
respectively (Lozano et al 2007, 2008a, 2010c, 2011a).

Once the steady-state and a pharmacological response, ranging between the 20-80% of
maximal effect, is reached, we can estimate the optimal dose required to achieve cortisol
values of 19.6 + 6.6 mcg / dL and 18.3 £ 5.3 mcg / dL, the Clinical Surrogate Endpoints for
Clozapine or Olanzapine, respectively, using equation 2 (Lozano et al 2008a, 2011a).

3.3.2.2 PK-PD model

Clozapine and Olanzapine are extensively metabolized in the liver, via the cytochrome P450
system, to polar metabolites suitable for its elimination in the urine and faeces. The CYP1A2
isoenzyme is primarily responsible for metabolism of Clozapine and Olanzapine , but
another CYP's seems to play a role, as well. Inducers agents, e.g. cigarette smoke, or
inhibitor agents, e.g. Theophylline, Ciprofloxacin, Fluvoxamine, of the CYP1A2 may
increase or decrease, respectively, the metabolism of Clozapine and Olanzapine. For
example, the induction of metabolism caused by smoking means, that smokers would
require double up the dose of Clozapine and/or Olanzapine compared with non-smokers ir
order to achieve an equivalent plasma concentration (Entrez Gene 2011).

3.3.2.3 PD-PG model

The poblational analysis of plasma cortisol levels, using Kernel's test , allow us to detect 2
populations, sex-linked and related to an alterations of the dopaminergic and/or
serotonergic, caused by a combination of the different polymorphisms of genes encoding
SERT and 5-HT2, receptor, among others, obtaining from the application of the equation 2,
the following equi-effective dose ratio:

DOSE (genotype : wild type) 9 ora
=2or

DOSE (genotype : polimorphic type)

in dependence of the variant alleles present (Lozano et al 2008a, 2010c).

3.4 Methadone

The reduction of the testosterone levels induced by drugs with opioid activity, seems to be
receptor mediated, since the different isomers have different activities: the levorotatory
isomers are much more effective than dextrorotatory isomers (Cicero et al 1974, 1975, 1976,
1977; Mendelson et al 1976).

There are many different studies showing that the relative potency of drugs to reduce serum
testosterone levels is parallel to its analgesic activity and its affinity for opioid receptors in
the brain. So, this ability to decrease plasma testosterone and/or urine can be used as a trial
to evaluate the structure-activity relationship, kinetic constants of association-dissociation to
receptors, and reach conclusions about their pharmacological potency and its optimal
therapeutic dose (Cicero et al 1975, Mendelson et al 1976).
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The ability of opioid drugs to reduce serum testosterone levels, also, can be effectively used
as a measure to assess the pharmacological activity of Methadone. Therefore, indirect
assessment of the Methadone concentration in the biophase, can be accomplished by using
the test of depletion of testosterone or test of depletion of LH that, also, seems to be specific
for narcotic effect and correlates well with changes in testosterone levels (Kosterlitz & Warp
1968; Lozano et al 2008b, 2009b; Snyder 1975).

3.4.1 PK-PD model

Methadone, among other opiate drugs, causes a decrease in the value of index,
testosterone/ creatinine in urine, in a dose-dependent manner. We can dose Methadone by
increasing o decreasing the daily dosage to reach index values of 20-30 mg / g, the Clinical
Surrogate Endpoint. (Lozano et al 2008b, 2009b).

Once the steady-state and a pharmacological response, ranging between the 20-80% of
maximal effect, is reached we can estimate the optimal dose required to achieve its Clinical
Surrogate Endpoint, using equation 2

3.4.2 PK-PG model

Poblational analysis of the index, testosterone/creatinine in urine, using Kernel's test , have
allowed us to detect 3 different populations, as a result of combination of the different
polymorphisms affecting the genes that encode CYP3A, CYP2B6, and NAT?2, obtaining from
the application of the equation 2, the following equi-effective dose ratio:

DOSE (genotype : wild type) 5 ord
=2or

DOSE (genotype : polimorphic type)

in dependence of the variant alleles present (Lozano et al 2008b, 2009b).

3.5 Lamotrigine

Lamotrigine is a drug specifically used for epilepsy but also is effective as a mood stabilizer
in treating bipolar depression, one of the most intractable stages of this disorder. Its
iatrogenic effects, rare but extremely serious, such as Stevens-Johnson syndrome or Lyell
syndrome, usually appear at 2-8 weeks of starting treatment. With unknown mechanism of
action, it is believed that acts on sodium channels, its use is reserved for prevention of
depressive episodes in bipolar disorder.

Lamotrigine is eliminated from the body by the action of the UGT1A4 enzyme, competing
with bilirubin for the formation of their respective conjugates with glucuronide acid. Taking
advantage of this interaction over UGT1A4, we can use bilirubin plasma levels as a indicator
of plasma Lamotrigine concentration (French 2004; Lees & Leach 1993; Pellock 1999; Ramsay
et al 1991; Rogawski & Loscher 2004).

The influence of bilirubin and other inhibitors of the UGT1A4 enzyme, on plasma
concentrations of Lamotrigine, is calculated assuming a Michaelis-Menten kinetics, using
equation 4, and a competitive inhibition model, as follows:
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A[Bil]
|:E” :|2 KMLfg KM Bil

(Eo = [UGT], Km = Michaelis-Menten Constant)
(Bil= Bilirrubina, Ltg= Lamotrigina, Inh= Inhibidor)

A[Ltg]= ©)

allowing us to conclude that the main factors affecting Cp of Lamotrigine are the amount of
UGT enzyme (Eo) and Ky values of inhibitors with respect to those of Lamotrigine and
Bilirubin, according to the following relation:

A[Ltg] B K

M Inh

Allnh] K, @)

This method described above allows the analysis of the main factors affecting competitive
inhibition between two substrates, such as: UGT enzyme concentration, exponentially, and
Kwm value of substrates (Lozano et al 2009a, 2009b, 2010d).

3.5.1 PK-PG model

Is based on individual genetic polymorphisms which can alter the enzymatic activity of
UGT1A1l: The enzyme that conjugates bilirubin is called uridindifosfoglucuronato
glucuronosyltransferase,UGT, and its production is regulated by a promoter that can have a
mutation that causes decreased production of this enzyme. The amounts of UGT, in Gilbert's
syndrome, are reduced until 30% of the normal value. The genetic defect is in the insertion
of an extra base pair in the promoter TATA box in the gene encoding the enzyme UGT and
that is located on chromosome 2 (Bosma et al 1995). Gilbert's syndrome, therefore, is a
disease in which there is a high bilirubin level and the values in these patients ranging
between 20 mmol/dl and 80 mmol/d], obtaining from the application of the equation 6, the
following equi-effective dose ratio for Lamotrigine:

DOSE (genotype : wild type)

=2
DOSE (genotype : Gilbert's syndrome)

(Lozano et al 2009a, 2009¢, 2010d).

3.6 New antiepileptics

The new generation of AEDs such as Topiramate, Oxcarbazepine, Gabapentin, and
Levetiracetam, acts by enhancing GABAergic neurotransmission: The gamma-aminobutyric
acid, GABA, has 2 types of receptors, A and B. When GABA binds to GABA4 receptor,
facilitates the passage of chlorine, negatively charged ion, inside the cell through chloride
channels. This influx of chloride increases the negativity of the cell (ie, a resting potential
more negative membrane) causing it a greater difficulty to reach the action potential
resulting, finally, in a cell stabilization (Barnard et al 1998; Kravitz et al 1963; Krnjevi¢ &
Schwartz 1967; Sieghart & Sperk 2002; Takeuchi & Onodera 1972; Takeuchi & Takeuchi
1967, 1969).
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The GABAergic transmission, may be increased or facilitated, by direct binding of an
agonist, such as progesterone, benzodiazepines, barbiturates, to the GABA, receptors and
its subsequent activation; by blocking the presynaptic uptake of GABA by Tiagabine; by
inhibiting the metabolism of GABA by GABA-transaminase, such as Vigabatrin and
Valproate, or by increasing GABA synthesis modulating the enzyme glutamic acid
decarboxylase, GAD, responsible for the decarboxylation of glutamate to GABA, as is the
case of Gabapentin and other AEDs that enhance the production of GABA and causes a
down-regulation of glutamate. For Felbamate, whose exact mechanism is unknown, it is
known that exerts its effect on the GABA receptor and by antagonizing the NMDA receptor,
while, Topiramato locks the sodium channels of voltage-gated and increases the activity of
GABA through the activation of some subtype of GABA receptors, antagonizing some
subtype of glutamate receptor and inhibiting the enzyme carbonic anhydrase, particularly
isozymes Il and IV (Kapetanovic et al 1998; Kume al 1994).

The GH plasma levels, also, have been used as a Surrogate Marker of noradrenergic
transmission and, more recently, as evidence of 5HTi, and 5HTiy/q1 receptor activation,
being this another example of how one Surrogate Marker serves as measure for very
different effects in the CNS (Dinan 1996; Facchinetti et al 1994, Herdman et al 1994;
Laakman al 1990; Mota et al 1997).

3.6.1 PK-PD model

The GH plasma levels, can serve as a Surrogate Marker for assessing the GABAergic
transmission in the CNS and is therefore a useful tool for dosage regimen calculation of the
new antiepileptic drugs and for the right choice of therapeutic strategy, since, the oral
administration of drugs that facilitates GABAergic transmission, among them the
antiepileptics, cause a rise of growth hormone plasma levels, GH, in a dose-dependent
manner, being GH release induced by gamma-aminobutyric acid, GABA, and mediated by a
dopaminergic mechanism, via dopamine release at suprapituitary level (Cavagnini et al
1980a, 1980b; Powers et al 2008).

Thus, eg, Diazepam administration causes a dose-dependent rise in GH and the reached
plasmatic peak is related to the plasma level of the drug. This highly significant correlation
of the serum concentrations, between GH and Diazepam, has been found, also, with other
AEDs, that act via the release or facilitation of GABAergic transmission, so we can use the
plasma levels of GH as a Biomarker for dose adjustment of Diazepam, Topiramate,
Gabapentin, Oxcarbazepine, Valproate and Levetiracetam, being the optimal dose, that
which allow us to achieve the Clinical Surrogate Endpoint of GH equal to 15-25 ng/ml
(Monteiro et al 1990; Monteleone et al 1987; Syvélahti & Kanto 1975).

Once the steady-state and a pharmacological response, ranging between the 20-80% of
maximal effect, is reached we can estimate the optimal dose required to achieve the Clinical
Surrogate Endpoint of GH equal to 15-25 ng/ml, using equation 2.

4. Conclusion

In this chapter, we have developed some PK, PD and PG models , in order to study and
monitor the effectiveness, dosage regimen calculation and security of drugs used in
psychiatry, by means of Biomarkers of drug concentration in biophase and the incorporation
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of all the most innovative techniques in pharmacokinetics, pharmacodynamics and
pharmacogenetics , which allow us to:

1. Estimate their pharmacokinetic and pharmacodynamic parameters, using for this
purpose, PK-PD, PK-PD and PG-PG modelling, and quantitative analysis of dose-effect
relationships with mathematical covariant techniques.

2. Quantify the effect of different genetic polymorphisms of CYP450, receptors and
carriers, in dosage regimen calculation of different drugs above described.

3. Identify, using Kernel's test, the different phenotypes and subpopulations originated in
the different dose-response and metabolic behavior, such as the EM, PM and UM
phenotypes.

In conclusion, the use of Biomarkers in PK, PD and PG modelling, in continuos developing,
has provided us with the adequate tools to choose the best therapeutic strategy and
calculate optimal dose, in order to improve the therapeutic drug monitoring of psychiatric
drugs, relapses, drug side effects and clinical outcome of the most common psychiatric
diseases. http://cpmc.coriell.org/Sections/Medical / DrugsAndGenes_mp.aspx?Pgld=216.
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1. Introduction
1.1 Early detection of disease

Early detection of a disease is very important since it greatly improves the individual’'s
chance of responding well to treatment. For example, the 5-year survival rate from prostate
cancer is nearly 100% if it is detected early [http:/ /www.toacorn.com/news/2005/1027/
Health_and_Wellness/077.html]. Similarly, the 5-year survival rate for ovarian cancer is
95% if caught early, but since 75% of the cases are first observed in the later stages of the
disease, the overall 5-year survival rate is less than 50% [http://www.information-about-
ovarian-cancer.com/]. It would be nice if there was a single test to determine if an
individual had cancer somewhere in their body, but unfortunately such a test does not exist.
While all cancers have many factors in common, tissue differences and the body’s response
to different cancers make the test for ovarian cancer (CA125) very different from the test for
prostate cancer (PSA). The lack of sufficient sensitivity and specificity has recently resulted
in the recommendation that PSA no longer be used as a potential marker of prostate cancer
[http:/ /www.uspreventiveservicestaskforce.org/uspstf/uspsprca.htm].

Even within the same tissue, all cancers are not necessarily the same. It is well known that
there are two major types of lung cancer, small cell lung cancer (SCLG) and non-small cell
lung cancer (NSCLC). It is also known that NSCLC has three major sub-types; adeno-
carcinoma (AC), squamous cell carcinoma (SCC), and large cell undifferentiated carcinoma
(LCUCQ). Each of these has differences in the biochemical processes going on within the
cancer cell and one should not expect that the detection, or necessarily the treatment, of
these cancers will be the same. Of the four recognized forms of lung cancer (SCLG, AC, SCC
and LCUC), the latter three are strictly differentiated by appearances of the cell under the
microscope. It is possible that the underlying biochemical processes of an AC cell in one
individual are significantly different than the biochemical processes in another individual
with a cancer that appears similar. Therefore, each of these categories of lung cancer may be
composed of one or more states. While the disease category represents the name of the
disease based on some experimental observation, the disease state represents a grouping
based on the underlying biochemical processes within the diseased cell. The detection of a
disease and its treatment should be relative to specific disease states, not a disease category
or individuals within that category.
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1.2 Types of classifiers

A high-quality classifier would be a great aide in the early detection of disease. The general
procedure is to obtain a biological specimen and search for one or more features that
correctly classify the individual. The specimen can be blood, urine, mucous, or tissue
sample, for example, and the feature can be the expression level of mRNA, a protein, or a
metabolite. The construction of the classifier starts with obtaining a large number of features
from individuals with known phenotypes, known as the training set, and constructing a
classifier that sufficiently predicts each sample’s phenotype. This classifier is then used on a
second set of samples of known phenotype, called the testing set, to determine its overall
accuracy. Since the number of features will be much larger than the number of samples in
the training set, the construction of a classifier suffers from the “curse of dimensionality”
[Bellman, 1957, 1961, 2003]. If the training set contains Nh healthy samples and Nd diseased
samples, then virtually any classifier that uses the smaller of Nh and Nd features, such as
their social security numbers, can correctly classify all samples in the training set. This
extreme example would represent a case where the classifier is fitting the individuals in the
training set and not their phenotype. The goal is to choose a relatively small number of
features that correctly distinguishes the samples.

Two extremes in the total range of possible classifiers are fingerprint-based and biomarker-
based classifiers. A fingerprint-based classifier uses a collection of features, which is also
known as a panel of markers. If two individuals have the same pattern in this set of features
(i.e. similar fingerprints), and one is known to have a particular disease, it is assumed that
the other has this same disease. A biomarker-based classifier tries to find a very small
number of features that distinguishes all healthy samples from all diseased samples. In other
words, a biomarker-based classifier tries to cluster all samples of the same phenotype into
the smallest possible number of clusters. The optimum biomarker would distinguish all
healthy from all diseased samples, resulting in a single healthy cluster and a single disease
cluster.

1.3 Selecting features

A major difference between fingerprint-based and biomarker-based classifiers is how the
features are selected. In a fingerprint-based classifier, the actual classifier is used to
determine who well a given set of features distinguishes the samples. An overriding
heuristic is used to determine what set of features is tested in the classifier, and the quality
of the classification can be used to determine which feature set is tried next. This is known
as a wrapper method. In contrast, a biomarker-based classifier uses one or more procedures to
determine which features successfully distinguish some or all of the samples in the training
set. This set of putative biomarkers is then used in a different classifier, either individually
or a small number together, to determine how well the healthy samples can be
distinguished from the diseased samples. In other words, the selection of features for a
biomarker-based classifier uses a filter method.

Many different procedures can be used in the wrapper method to find the optimal set of
markers. Three major classes of procedures are forward-selection, reverse-selection, and
multidimensional searches. The simplest forward-selection method is a Greedy Search. In
this procedure all features are individually tested in the classifier and the one that performs
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the best is retained. All remaining features are then tested in combination with this best
feature to find the feature-pair that performs the best. This procedure continues until either
the addition of an additional feature does not improve the classification or a pre-set number
of features are selected. An extension of this Greedy Search is known as Branch-and-Bound.
In this latter procedure multiple classifiers are retained at each cycle and the search results
in a population of classifiers that have the highest accuracy.

Reverse-selection works in the opposite direction. Initially, all features are used in the
classifier and features that are not important to the classification are removed. In cases
where the number of features is larger than the number of samples, special procedures need
to be used to ensure that an important feature is not removed in the early steps of the
reduction.

Multidimensional searches use a pre-defined number of features and try different
combinations of features in the classifier. Examples of multidimensional search techniques
are Simulated Annealing, Tabu Search, Gibbs Sampling, Genetic Algorithm, Evolutionary
Programming, Ant Colony Optimization, and Particle Swarm Optimization. The first three
techniques modify a single set of features while the latter four use a population of sets,
where each feature set is changed throughout the search to find one or more optimal sets. It
should be noted that in a Genetic Algorithm the number of features in the set can be
reduced, so the pre-defined number should be considered a maximum number of allowed
features in the final set.

The goal of each wrapper search technique is to find the optimal set of features, and
therefore are approximations to an exhaustive search. If the objective is to find the best set of
k features from a total set of K features, the number of unique combinations is generally

given by (1;) If there are a total of 300 features and the goal is to find the best set of seven

features, an exhaustive search would require examining 4.04x1013 unique sets of features.
The situation is slightly more complicated for a decision tree. In this case the order of the
features is important since this order determines if the feature acts on the entire set of

samples, or a particular subset of samples. Here, the number of possible combinations is
K!

K-k

would require examining 2.04x107 trees. Since this is not computationally feasible, any
result from a fingerprint-based classifier should be considered as a lower-bound to the
accuracy of the classification algorithm.

and an exhaustive search of 300 features to find the best seven-node decision tree

In contrast, the search for the search for the best biomarker-based classifier is exhaustive. All
features are examined by each filtering method and all combinations of putative biomarkers
can be used in the final classifier.

1.4 Fingerprint-based classifiers

Informatic analysis has led to a new paradigm for classification known as fingerprinting or
pattern matching. In this paradigm, individuals are classified based upon a particular
pattern of intensities [Petricoin et al., 2003]. If an untested individual has the same pattern as
a known individual, then these two have the same classification. The simplest fingerprint-
based classifier is a decision tree (Figure 1). In all known applications of a decision tree to
produce a classifier using spectral data [Ho et al., 2006; Liu et al., 2005; Yang et al., 2005; Yu
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et al., 2005], a single scoring metric (e.g. Gini Index, entropy gain, etc.) was used to
determine the cut point at a given node so that the two daughter nodes were as
homogeneous as possible for one or more categories (e.g. diseased versus healthy). Given
the general structure of a decision tree in Figure 1, the root node (Node 1) would contain all
training samples and an my/z value, or feature, and its cut point would be selected that best
separates diseased and healthy individuals between Nodes 2 and 3. If there was still enough
of a mixture in Node 2, for example, a second feature would be chosen based on the same
metric that would separate the individuals into Nodes 4 and 5. The same process would be
used for all heterogeneous nodes until there was a sufficient domination of one category

/\
VAN N
A /\ N /\

10 12 13 14

Fig. 1. Example of a 7-node decision tree.

Decision Support also uses decision trees, but an independent question is asked at each level
in the tree. For example, Node 1 may be used to separate the individuals by gender, race, or
other genetic difference, and then different features may be used to separate samples
obtained from affected and healthy patients at a given level of stratification. Since the
stratifying variables are not known ahead of time, there is no way to know the proper metric
that should initially separate the training set. Therefore, the procedure used here is to
construct unconstrained decision trees that best classify the training individuals.

The medoid classification algorithm is a best attempt at reproducing the algorithm used in
many of the studies conducted in the laboratories of Emmanuel Petricoin and Lance Liotta
[Browers et al., 2005; Conrads et al., 2004; Ornstein et al.,, 2004; Petricoin et al., 2004;
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Srinivasan et al., 2006; Stone et al., 2005]. While these authors stated that their algorithm was
quite similar to a Self-Organizing Map (SOM), their algorithm, as they described it, has
virtually nothing in common with a SOM. In a SOM [Kohonen, 1988], the layout of the cells
is determined a priori, as are the number of features, 1, used in the separation. In general, the
cells are placed in a rectangular or hexagonal pattern, with a maximum of four or six
adjacent cells, respectively. The cells are seeded with random centroids that represent the n-
dimensional coordinates of each cell. The first training sample is assigned to the cell with the
closest centroid and the centroids of this and all the other cells are significantly shifted
towards this sample. This procedure is repeated for all samples. Once all samples have been
processed, the algorithm repetitively cycles through the list of training samples. In each
subsequent cycle, the extent to which the centroid of the cell it is assigned to shifts towards
that sample decreases, as does the extent to which the other centroids are affected. This shift
becomes significantly smaller for cells that are further from the selected cell, as defined by
the initial mapping. When finished, all samples are assigned to cells and each centroid
represents an approximate average of the n features for all samples in that cell, and the
distance between centroids increases as the cells become further apart in the pre-defined
map.

In contrast, the algorithm used in the references cited above places the first training sample
as the center of the first cell, and this cell is classified as the category of this sample. Since it
is sample-centered, each cell has a medoid not a centroid. Each cell is given a constant trust
radius, . If the second sample has a distance that is larger than r from the first, it is assigned
to a second cell and that cell is classified by its category; otherwise it is assigned to the first
cell. This process continues until all training samples have been analyzed.

Therefore, a SOM has a fixed number of cells, each cell is described by a centroid, and the
algorithm cycles through the training data many times to adjust the centroid’s coordinates.
The algorithm used by the groups of Petricoin and Liotta has an undefined number of cells,
each described by a single sample, and the training data is only processed once.

Also grouped within the class of fingerprint-based classifiers are Support Vector Machines
and Linear Discriminant Analysis. A Support Vector Machine (SVM) [Boser et al.,, 1992;
Vapnik, 1998] is a kernel-based learning system. SVM searches for the optimal hyperplane
that maximizes the margin of separation between the hyperplane and the closest data points
on both sides of the hyperplane. Linear Discriminant Analysis (LDA) [Fukunaga, 1990] is a
supervised learning algorithm. LDA finds the linear combination of features that maximize
the between-class scatter and simultaneously minimize the within-class scatter to achieve
maximum discrimination in a dataset. The within-class scatter matrix may become singular
if the sample size is smaller than the dimensionality of the search space (number of
features), but several techniques are available to handle this situation.

1.5 Biomarker-based classifiers

An example if a state-specific marker is shown in Figure 2. Each “+” represents, for example,
the blood concentration of a particular biochemical. The individuals in the left column are in
a specific disease state, while those in the right column are not and are therefore considered
to be in a healthy state, at least with respect to this disease. Individuals in each state have
different blood concentrations of this biochemical due to genetic and environmental
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differences between individuals and any experimental uncertainty in the measurement.
What is clear is that the range of concentrations for individuals in the disease state is
significantly higher than for those not in this state. Such a marker can be used to classify the
individuals into three groups; they are in the disease state if the blood concentration is
above an upper threshold, they are not in this disease state if the concentration is below a
lower threshold, and they are undetermined if the blood concentration is between these
thresholds.

Genetics
Environment
Experiment

— Diseased

— Undetermined

+++H

— Healthy

HH A

Diseased
Healthy

Fig. 2. Values of a state-specific marker for individuals in a disease state (left) and in a
healthy state (right).

While blood concentrations of biochemicals are one possible means of examination, it is not
the only one. Concentrations of biochemicals in the urine are another, but this can be
extended to tears, mucous, or virtually any biofluid. Instead of directly measuring the
concentration of specific compounds, mass spectra (with or without pre-fractionation) and
2D NMR of these biofluids can also be used to measure abundance. The difference with
these spectral methods is that the abundance of a compound can be examined from one
individual to the next without knowing the identity of this compound. Therefore, examining
the intensity or area of spectral peaks is called an undirected search since a list of
compounds to examine was not created before hand, while direct measurements of
concentrations or intensity measurements from microarray experiments are directed
searches since the search is over a set of pre-defined compounds.

In general, the set of biochemicals whose concentration is directly measured or examined by
microarray analysis, as well as the set of peaks present in various spectra, are known as
features. For each individual, each of these features has a corresponding value. This value
can be the concentration, the logarithm of the relative fluorescence intensity, or the intensity
or area of the spectral peak. The search for a putative biomarker is over the set of N available
features, and each individual is represented by an array of N numbers representing the
values of these features.
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Since the values of many features are known for each individual, it is possible to construct
classifiers using two or more features. An algorithm would search through sets of two or more
features to find a set that optimally classified a given set of individuals, which is known as a
training set. The goal is to maximize the number of correctly classified individuals, so if two
features are used and one is that shown in Figure 2, the second feature would try to correctly
resolve those in the undetermined region without upsetting the correct classification of the
other individuals. Therefore, the action of this second feature in the classifier is to specifically
act on those individuals in the undetermined region. The first feature (Figure 2) therefore is a
state-specific marker since its intensity is largely controlled by the state of the individual, while
the second feature is individual-specific since it only acts on those individuals who have an
intensity of the first feature in the undetermined region.
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Fig. 3. (a) Scatter plot for diseased (red) and healthy (green) individuals using the values of a
pair of correlated markers; (b) Values for these markers assuming one state for each category;
and (c) Values for these markers assuming two disease states and one healthy state.
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This argument suggests that statistical methods which find features that are significantly
different in magnitude depending upon an individual’s state is all that is needed to find any
state-specific markers. These independent markers can be found if both the healthy and
diseased categories are represented by a single state. Figure 3 displays a situation where the
diseased category (shown in red) is actually composed of two states (D1 and D2). This can
only be seen through the action of a concerted pair of markers, Marker 1 and Marker 2. State
D1 has a high intensity in Marker 1 while State D2 has a high intensity in Marker 2, while
the healthy individuals have a low intensity in both features. Figure 3 shows intensity plots
for these two markers under the assumption that there is a single diseased state and a single
healthy state. It is questionable whether a given statistical method would find the difference
in the intensities of these features significant. Only by correctly distinguishing the state if
each individual can one see that Marker 1 is a good classifier for State D1 and Marker 2 for
State D2 (Figure 3).

1.6 Bias, chance and generalizability

Ransohoff [2005a, 2005b] has presented three factors that must be explored in any
classification study; bias, chance and generalizability. Until now, any marker that clearly
distinguishes individuals in different states, either alone or in a concerted action with
another feature, is denoted as a putative biomarker. Before it can become a true biomarker
one has to ensure that the marker is not due to an underlying bias. For example, if all
individuals in the disease state are being given a particular drug, there is no way to
determine if the change in the feature value is due to the disease or the drug. There is no
way to remove this bias, and such situations should be excluded in the initial study design.
As a second example, the individuals in the disease state may be significantly older than
those in the healthy state. Many diseases are more prevalent in older individuals and it may
be very difficult to find age-matched patients who are disease free or are not on a regular
drug treatment. If a random collection of age-matched individuals without signs of the
particular disease state are taken to be the healthy category, it is likely that this category will
be composed of a number of states due to other diseases or drug responses. Markers
separating each of these “healthy” states from the disease state would have to be found.
Finding all required biomarkers would be very difficult within a single set of features. In
addition, if the number of individuals in a particular healthy state was small, the
significance of any biomarker may be suspect (see below). For this case, the affect of age can
be examined. If there is no correlation between the feature value and the age of the
individual in either the disease or healthy state, one can conclude that age is not the source
of the difference in feature values.

If the available individuals in the disease and healthy states are divided into a training set
and a testing set, it is theoretically possible to construct one or more classifiers using the
training set that can accurately classify the individuals in the testing set without using a
state-based marker. Such a classifier is a chance fit to the available data, and we have shown
that accurate results can be obtained for certain classifiers without any state-specific marker
being present in the set of available features. Therefore, simply constructing a good classifier
is not sufficient to demonstrate the presence of a state-specific marker.

The basic assumption is that if a classifier is able to accurately classify both a training set and
a testing set of data, then this classifier will be useful for all individuals in the population
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from which these individuals were taken. In other words, any classifier that accurately
classifies a sufficient sample from a population should be generalizable to the entire
population. We assert that this assumption may be true only if the classifier is strictly
composed of state-specific markers. Any classifier that is a chance fit to the available data
will not be generalizable to the entire population.

1.7 Coverage, uniqueness, and significance

The simplest example of fingerprinting is a straightforward decision tree, like the one shown
in Figure 4. Assuming that the entire dataset is composed of 60 diseased and 60 healthy
individuals, the intensity of Feature 1 splits the dataset into two groups; 40 diseased and 20
healthy individuals if the intensity of this feature is below Cut-1 and 20 diseased and 40
healthy individuals if its intensity is above Cut-1. The left branch is further divided using
Feature 2 into a diseased node (D1) that contains 38 diseased and 3 healthy individuals and
a healthy node (H1) that contains 2 diseased and 17 healthy individuals. The right branch is
divided using Feature 3 into a healthy (H2) and a diseased (D2) terminal node.

(a) (b)
60 D 40D
B0H 40 H
Feature 1 Feature 1
Cut 1 Cut 1
40D 200D 24D 16D
20H 40 H 4H 36 H
Feature 2 Feature 3 Feature 2 Feature 3
Cut2 Cut3 Cut 2 Cut3
38D 2D 4D 16D 22D 2D 4D 12D
3H 17H 37H 3H J3H 1H 33H 3H
D1 H1 H2 D2

Fig. 4. (a) Hypothetical decision tree using all available data and (b) the corresponding tree
when one-third of the samples are removed as testing data.

Opverall this decision tree would yield a sensitivity and a specificity of 90%, but the general
procedure is to divide the data into a training set and a testing set and construct the
classifier using only the training data. If one-third of the data was removed to form the
testing data, the situation in Figure 4b could be produced. In this example, 16 of the 20
healthy samples happened to come from H1 and 16 of 20 diseased samples from D1. This
training distribution would make the use of Feature 2 unnecessary and may result in
different features being used at each node. If only Features 1 and 3 were used, the training
set would have a sensitivity of 90% and a specificity of 82.5%, while the testing data would
have a sensitivity of 100% but a specificity of only 20%. The basic reason for this large
change in sensitivity is that the fingerprint needed to describe the healthy subjects in Group
H1 is no longer present in the training data.
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Therefore, the first requirement of a fingerprinting method is that there must be a complete
coverage of all required fingerprints in the training data. If a required fingerprint or
proteomic pattern is missing from the training data (Figure 4), the quality of predictions for
the testing data will either be greatly reduced or there will be a significant number of testing
individuals that will receive an “undetermined” classification.

If a fingerprinting classifier is found that performs extremely well on classifying the training
data, but classifies the testing data poorly, one can either state that the classifier is
insufficient and therefore not biologically relevant, or that there was an incorrect separation
of training and validation data so that effective coverage of all important fingerprints was
not present in the training data. Since the discriminating fingerprints are not known, proper
coverage cannot be known, and therefore proper selection of the training data cannot be
known. In addition, since the quality of classifying the testing set is the metric used to
determine biological relevance, the testing set is used in the process of constructing the
classifier and is therefore part of the training process.

With these points in mind, an effective way to construct classifiers based on fingerprints is
to include all data in the search for fingerprinting classifiers and then to selectively remove
samples for the testing set in a way that preserves the coverage of the fingerprint in the
training data. This statement does not suggest, in any way, that this procedure is used by
other research groups who present fingerprinting classifiers, it simply states that this
method is an effective way to ensure complete coverage in the training data and to
effectively test for uniqueness. If Figure 4 was used as the basic classifier, all other possible
three-node decision trees would have to be constructed and compared to a sensitivity and
specificity of 90%. If no other three-node decision tree is found to have this overall accuracy,
then the uniqueness of this classifier is established. Otherwise, each decision tree would
have to be presented as a possible solution; since the important fingerprints are not known,
the selection of the training set cannot be determined, and two different decision trees that
imply different separations of training and validation data are therefore equally valid.

Finally, the significance of a fingerprinting classifier needs to be established. Permutation
testing is often used to test significance, but can be used in three different ways. In the
Random Forest algorithm [Breiman, 2001] the intensities of a given feature are scrambled
among all data in each testing set (i.e. the out-of-bag samples) to determine the importance
of that feature. The phenotypes of the samples can also be scrambled a large number of
times to determine the probability that the accuracy of a given classifier occurred by chance.
In this application, the phenotypes will be scrambled amongst all data to determine if a new
classifier of the same form (e.g. a three-node decision tree) can be constructed with
comparable accuracy. The probability that random phenotypes can be classified to a given
accuracy determines the significance of a given model.

1.8 Proposed study

To test the classification ability of different algorithms, this study will attempt to build
classifiers from sets of 300 possible features. In each case, the intensities of the features will
be determined using a random number generator. In other words, each classifier will
attempt to distinguish healthy samples from diseased ones using data that contains no
information. Results using DT and MCA classifiers have been previously presented [Luke &
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Collins, 2008], but these will be included here to compare to SVM, LDA, and biomarker-
based classifiers. Exhaustive searches using DT, MCA, SVM and LDA are not
computationally feasible, so the results presented here represent a lower bound to the
accuracy that can be obtained from these methods with data that contains no information. It
should also be stressed that 300 features is a very small number by current methods of
analysis of biological samples, and the accuracy of all methods will not decrease as the
number of features increases.

2. Methods
2.1 Decision tree

For the symmetric, 7-node decision tree shown in Figure 1, a modified Evolutionary
Programming (mEP) procedure is used. Each putative decision tree classifier is represented
by two 7-element arrays; the first contains the feature used at each node and the second
contains the cut values. Both arrays assumed the node ordering listed in Figure 1. The only
caveats are that all seven features must be different and that this ordered septet of features
cannot be the same as any other putative solution in either the parent or offspring
populations. When a new putative decision tree is formed, a local search is used to find
optimum cut points for this septet of features.

The mEP procedure starts by randomly generating 2000 unique decision trees. Each decision
tree has one or two of the features removed and unique features are selected, again
requiring that the final septet is unique. The local search first tries to find optimum cut
points for the new features that were added and then the search is over all seven cut points.
The best set of cut points is combined with the septet of features to represent an offspring
classifier. The score is the sum of the sensitivity and specificity for the training individuals
over the eight terminal nodes. When the entire set of initial, or parent, decision trees have
generated unique offspring, all 4000 scores are compared and the 2000 decision trees with
the best score become parents for the next generation. This process is repeated for a total of
4000 generations and the best classifiers in the final population are examined.

2.2 Mediod classification algorithm

While the algorithm described by Petricoin and Liotta [Browers et al., 2005; Conrads et al.,
2004; Ornstein et al., 2004; Petricoin et al., 2004; Srinivasan et al., 2006; Stone et al., 2005]
used a genetic algorithm driver to search for an optimum set of features, allowing for
different putative solutions to use different numbers of features (5-20 features), our
algorithm uses a mEP feature selection algorithm and all putative solutions have the same
number of features n. For a given value of n, n features were selected and the intensities of
these features were rescaled for each individual using the following formula [Browers et al.,
2005; Conrads et al., 2004; Ornstein et al., 2004; Petricoin et al., 2004; Srinivasan et al., 2006;
Stone et al., 2005]:

I'=(I - Imin) / (Imax - Imin) 1)

In this equation, I is a feature’s original intensity, I’ is it’s scaled intensity, and Imin and
Imax are the minimum and maximum intensities found for the individual among the n
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selected features, respectively. If Imin and Imax were from the same features in all samples,
a baseline intensity would be subtracted and the remaining values scaled so that the largest
intensity was 1.0. Each individual would then be represented as a point in an (n-2)-
dimensional unit cube. As designed, and as found in practice, Imin and Imax do not
represent the same features from one individual to the next, so this interpretation does not
hold. Therefore, each individual represents a point in an n-dimensional unit cube.

As stated in the Background, the first training sample becomes the medoid of the first cell,
with this cell being classified as the category of this sample. Each cell has a constant trust
radius r, which is set to 0.1 (n)'/2, or ten percent of the maximum theoretical separation in
this unit hypercube. If the second sample is within r of the first, it is placed in the first cell;
otherwise it becomes the medoid of the second cell and that cell is characterized by the
second sample’s category. This iteration continues until all training samples are processed.
Each cell is then examined and the categories of all samples in the cell are compared to the
cell’s classification. This calculation allows a sensitivity and specificity to be determined for
the training data, and their sum represents the score for this set of n features.

The mEP algorithm initially selects 2000 sets of n randomly selected features. The only
caveat is that each set of n features must be different from all previously selected sets. The
medoid classification algorithm then determines the score for each set of features. Again,
each parent set of features generates an offspring set of features by randomly removing one
or two of the features and replacing them with randomly selected features, requiring that
this set be different from all feature sets in the parent population and in all offspring
generated so far. The score of this feature set is determined and the score and feature set is
stored in the offspring population. After all 2000 offspring have been generated the parent
and offspring populations are combined. The 2000 feature sets with the best score are
retained and become the parents for the next generation.

It should be noted that for a set of n features, the number of unique cells that can be
generated is on the order of 10n. Since no training set is ever this large (1 is 5 or more), only a
small fraction of the possible cells will be populated and classified. As will be shown in the
next section, this limitation causes a significant number of the testing samples to be placed
in an unclassified cell, though none of the publications that used this method [Browers et al.,
2005; Conrads et al., 2004; Ornstein et al., 2004; Petricoin et al., 2004; Srinivasan et al., 2006;
Stone et al., 2005] reported an undetermined classification for any of the testing samples.
Instead of searching through a large number of solutions that classified the training samples
to a significant extent and find those that minimized the number of unclassified testing
samples, we decided to use all samples and limit the number of cells. All samples were
placed in the training set and the algorithm was run with the added requirement that any
set of n features that produced more than a selected number of cells was given a score of
zero. If the number of healthy and disease medoids are sufficiently small, all other samples
could then be divided to place the required number in the testing set and the remainder
would be part of the training.

2.3 Support Vector Machine

A support Vector Machine (SVM) [Boser et al., 1992; Vapnik, 1998] is a kernel-based learning
system. SVM searches for the optimal hyperplane that maximizes the margin of separation
between the hyperplane and the closest data points on both sides of the hyperplane.
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Many features in a genomic or proteomic data are irrelevant or redundant that may likely
hinder the performance of a classifier. It is essential to select informative features to build a
classifier. A new selection criterion is presented with a performance found to be better than
or comparable to the other criteria and is applied to LDA and linear SVM as a classification
method.

Support Vector Machines (SVM) [Boser, 1992; Vapnik, 1998], are becoming increasingly
popular in biological problems [Noble, 2004]. SVM finds the optimal hyperplane that
maximizes the margin of separation between the hyperplane and the closest data points on
both sides of the hyperplane. Instead of error-risk minimization, the parameters of SVMs are
determined on the basis of structural risk minimization. Thus, they have the tendency to
overcome the overfitting problem. SVMs have been successful with a recursive procedure in
selecting important features for cancer prediction [Guyon et al., 2002; Tang et al., 2007].

The decision functions (used to determine the class of a sample) of SVM and LDA can be
expressed as a linear combination of features. They differ with regard to how the weights
are determined. The weights (coefficients in the decision function) of features, which reflect
the significance of the features for classification, can be served as a feature ranking criterion.
This criterion corresponds to removing a feature whose elimination changes the objective
function least [LeCun et al., 1990]. The criterion has been used with a recursive feature
elimination scheme [Guyon et al., 2002], as described before.

Instead of judging a feature by its contribution to the classification on the full dataset, this
study uses a leave-one-out cross-validation to evaluate a feature’s contribution to the
ensemble of classifiers. In other words, a classifier is re-trained on a new dataset formed by
removing a sample from original dataset to obtain a weight for every feature. If a feature is
important in differentiating samples, it should remain so when any sample is removed from
a dataset. This can be indicated by the coefficient of variation of the weight value for each
feature. The coefficient of variation is defined as the ratio of the standard deviation to the
mean. A small coefficient of variation indicates smaller variation and a more consistent
contribution of a feature to the sample classification. There are two ways to incorporate this
criterion into the recursive selection process. One is to pre-select the number of iterations
and the number of features at each iteration. This can be implemented by determining the
coefficient of variation for each feature in current feature set and selecting k features with
smallest coefficient of variation, where k is the predefined number of features for this
iteration. In the second implementation, the number of iterations and the number of features
at each iteration are determined during the selection process. It starts with all the features
and can be described as follow:

Step 1. Compute the coefficient of variation for each feature in current feature set. In every
selection cycle, the procedure initially eliminates at least certain number of features.
In this study, 10% of the current features, or 1 whichever is larger, with largest
coefficient of variation are eliminated.

Step 2. Let cpin denote the minimum coefficient of variation and cy.x denote the maximum
coefficient of variation among the remaining features.

Step 3. Select k coefficient of variation, cj, ¢y,..., ¢k such that cuin < ¢1< 2 < ...< ¢k = Cpax and
c1, ¢...,¢ divided the interval [cuin, cuax] into k subintervals of equal lengths except
possibly the interval [ct.1, Cmax]. In this study, we choose k=8.
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Step 4. Estimate, for each c¢; i=1,2,...k, the performance of a classifier, which uses all the
features whose coefficient of variation is less than or equal to c¢; from a cross-
validation, such as, leave-one-out cross-validation.

Step 5. Find the smallest ¢;fromcy, c,...,cx which gives the best performance in Step 3.

Step 6. Choose all the features from current feature set whose coefficient of variation are
less than or equal to c;as the feature subset for this selection cycle.

The selection process is repeated until only one feature remains.

2.4 Linear Discriminate Analysis

Linear Discriminant Analysis (LDA) [Fukunaga, 1990] is a supervised learning algorithm
that finds the linear combination of features that maximize the between-class scatter and
simultaneously minimize the within-class scatter to achieve maximum discrimination in a
dataset. The within-class scatter matrix may become singular if the sample size is smaller
than the dimensionality of the search space (number of features). To overcome the
singularity problem, the pseudo-inverse [Golub & Van Loan, 1983] of the within-class
scatter matrix is computed in this study.

The computation of a pseudo-inverse in LDA may be demanding if the dimension of within-
class scatter matrix is too large. In this study diagonal LDA is used, which is the same as
LDA except that the covariance matrices are assumed to be diagonal. The diagonal LDA has
been reported to be performed remarkably well compared to more sophisticated methods
[Dudoit et al., 2002]. A leave-one-out procedure is again used to determine the coefficient of
variation for all remaining features, and procedure outlined above is used to reduce the
feature set.

2.5 Biomarker Discovery Kit

The BioMarker Discovery Kit (BMDK) represents a suite of programs with the eventual goal
of constructing one or more biomarker-based classifiers. Each biomarker represents a
particular feature that is associated with a particular disease state represented by a subset of
the available individuals. BMDK uses 10 different methods of analysis to identify putative
biomarkers. These methods determine how well each feature distinguishes some or all of
the individuals in a given histology. Descriptions of each filtering method are given
elsewhere [http://isp.ncifcrf.gov/abec/ abee-groups/simulation-and-modeling/ biomarker-
discovery-kit/].The union of all features that have one of the top five scores for each of the
10 methods produces the set of putative biomarkers.

A single biocompound may produce more than one putative biomarker if the features are
obtained from a mass spectroscopic investigation. For example, separate peaks for the +1
and +2 ion or the biocompound alone and complexed with another compound are possible.
Therefore, the Pearson’s correlation coefficient between all pairs of putative biomarkers
across all samples is used to combine the putative biomarkers into groups. All other features
in the dataset are then compared to the putative biomarkers within each group and are
selected for examination if the correlation coefficient is 0.70 or higher. Each group is then
represented by the single feature with the largest maximum value; all other features are
discarded.
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The final classifier is based on a distance-dependent K-nearest neighbor (DD-KNN)
algorithm. In this classifier the un-normalized probability that an unknown sample belongs
to the same group as a neighbor is given by the inverse of their distance. To account for the
situation where an unknown sample has no nearest neighbors, the classifier also contains a
probability that its group is unknown. This probability linearly increases from 0.0 to 0.01 as
the probability of being in a neighbors group decreases from 1.0 to 0.8. For smaller
probabilities of belonging to the neighbor’s group, the probability of being unknown stays
constant at 0.1. These probabilities are summed over all neighbors and scaled to a total
probability of 1.0. Therefore, each unknown sample is described by a probability of
belonging to Group-1 (e.g. healthy), Group-2 (e.g. diseased), and Undetermined. The final
classification is given by a probability of membership of at least 0.5, or Undetermined if the
probabilities of belonging to either group is less than 0.5.

All of the putative biomarkers are individually used to find the best 1-feature DD-KNN
algorithm, and this is followed by an exhaustive search over all sets of two and three
putative biomarkers. In practice, six nearest neighbors are generally used but this number
can be increased if there are a large number of samples; the number of neighbors should not
decrease below six. The quality of the classifier is determined using a leave-one-out
procedure since this method preserves the coverage (range of intensities) for the samples to
the greatest extent. Each time an optimum classifier is found, the distribution of samples in
feature-space is plotted to determine the number of disease state present for each category.

3. Results

Since the datasets examined in this investigation are produced using a random number
generator, the goal is to simply determine a lower-bound to the accuracy that can be
obtained for 300 features for different numbers of Cases and Controls. Since these labels
really have no meaning, the accuracy of a classifier will be given by the sum of the
sensitivity and specificity. These are lower bounds since only five different datasets are
examined for each Case/Control combination, and for all methods but BMDK only a small
fraction of all possible feature-combinations are explored.

3.1 DT and MCA classifiers

For the DT and MCA classifiers, it is assumed that the dataset is divided such that two-thirds
of the samples in each group are used in the training set and one-third is used in the testing
set. The accuracy of the classifier is the sum of the sensitivity and specificity of the testing set.

For the DT algorithm, all samples are used in the construction of the decision tree. After the
best decision tree is constructed from the evolutionary programming search over ordered
sets of seven features, one-third of the samples are removed to build the testing set. This is
done in a way that does not change the description of each terminal node (i.e. it stays as
either a healthy or diseased node) and the sensitivity and specificity of the training and
testing sets are approximately equal. This may appear to be cheating, but the goal of this
investigation is to determine the minimum accuracy that could be obtained from data that
contains no information.

The best quality from the five datasets for each number of Cases and Controls is given in
Table 1. For 30 Cases and 30 Controls, a 7-node decision tree was able to correctly
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classify all 60 samples. In other words, all eight terminal nodes only contained samples
from a single group. For 60 Cases and 60 Controls, a decision tree correctly classifies over
89% of the testing samples, and for 90 Cases and Controls, over 83% of the testing
samples were correctly classified. It is only when the number of samples is as large or
larger than the number of features that the DT classifier drops below 80% accuracy for
the testing data.

Cases and DT MCA

Controls 5-Feat 6-Feat 7-Feat
30 200.0 200.0 200.0 200.0

42 190.5 197.6 197.6 197.6

60 178.3 193.3 193.3 195.0

90 166.7 187.8 188.9 1911

150 155.3 183.3 185.3 187.3
300 138.3 170.3 179.0 180.3

Table 1. Highest quality obtained using absolute differences in un-scaled peak intensities,
from a decision tree (EPDT) and the medoid classifier algorithm (MCA). Note: Taken from
[Luke & Collins, 2008] where the quality is the sum of the sensitivity and specificity.

The classifier constructed by the MCA is order dependent in that the first training sample
automatically becomes the medoid of the first region. Therefore, this analysis uses all
samples to construct a classifier with the requirement that the samples used as medoids
cannot exceed two-thirds of either the Cases or Controls. One-third of the samples from each
group are then selected as testing samples and are chosen such that the accuracy of the
training set is at least as high as the testing set.

The results in Table 1 show that an MCA classifier performs excellently using datasets that
contain no information. If only seven of the 300 features are used, one can find a classifier
with an average sensitivity and specificity of over 90% even when there are 300 Cases and
300 Controls (200 of each in the training set and 100 of each in the testing set). If the number
of features is reduced to five or six, the accuracy stays above 90% for all but the largest
datasets.

3.2 SVM and LDA classifiers

The results for the SVM and LDA classifiers are shown in Table 2. As described above, all
samples are used to determine which features will be used in the classifier, but the accuracy
of the final classification uses the sum of the sensitivity and specificity of the testing set for
10-fold cross-validation, averaged over 100 runs where the order of the samples are
scrambled before each run. SVM has an average classification accuracy over 97% when there

are 90 or fewer Cases and Controls in the dataset. For LDA, the average accuracy stays
above 99.7%.

For the larger datasets, the accuracy decreases significantly. When there are 150 Cases and
150 Controls, the SVM and LDA classifiers have an average accuracy of about 87 and 84%,
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respectively. This is better than a 7-node decision tree, but not as good as any of the MCA
classifiers examined. Datasets that contain 300 Cases, 300 Controls, and only 300 features
have SVM and LDA accuracies of 61.3 and 63.7% respectively, which is below the accuracy
of the DT and MCA classifiers.

Cases and Controls SVM LDA
30 198.50 199.06

42 199.88 199.84

60 199.02 199.68

90 194.82 199.52

150 174.38 167.90

300 132.66 135.44

Table 2. Highest quality obtained using normalized feature values from support vector
machine (SVM) and linear discriminate analysis (LDA) classifiers. Note: The quality is the
sum of the sensitivity and specificity for the testing set averaged over 100 runs of 10-fold
cross-validation.

3.3 BMDK Classifier

The accuracy of the BMDK classifier is shown in Table 3. This accuracy is determined from a
leave-one-out cross-validation, a procedure that is known to exaggerate the accuracy of a
classifier. After each sample is classified, the overall accuracy is the sum of the sensitivity and
specificity minus the percentage of samples that were classified as unknown. For the smallest
dataset (30 Cases and 30 Controls) a 3-feature DD-KNN classifier correctly classified 78.9% of
the samples. In general, the accuracy decreased as the number of samples increased.

BMDK
Cases and Controls

1-Feat 2-Feat 3-Feat

30 147.4 153.3 157.8

42 142.9 136.4 137.3

60 151.7 140.0 140.1

90 123.3 137.9 137.3

150 118.0 127.3 125.3

300 115.7 121.7 1221

Table 3. Highest quality obtained from the BioMarker Development Kit (BMDK) using
absolute differences in un-scaled peak intensities. Note: The quality is the sum of the
sensitivity and specificity minus the percent of samples undetermined using a leave-one-out
cross-validation of the entire set of data.
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The only exception was for one dataset with 60 Cases and 60 Controls. This increased
accuracy was due to an unusual pattern in one of the randomly generated features. The
intensities for this feature are shown in Figure 5, where the “+” marks in the left column are
the intensities of the 60 samples in Group-1 and the marks in the right column are for the 60
samples in Group-2. While there is no overall difference between these columns, a closer
examination shown a clumping of intensities in one group at values that have gaps in the
other group.

126.157

1.319

F-Bile.

Fig. 5. Intensities for the 60 cases (left column) and 60 controls (right column) for the peak
that yielded a quality score of 151.7 (sensitivity=78.3%, specificity=73.3%,
undetermined=0.0%) in the dataset of random peak intensities.

In many cases the accuracy of a 3-feature classifier is not significantly better than a 2-feature
classifier. This is due to the fact that as the dimensionality of the classification space
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increases, the separation between the samples becomes larger. This causes more samples to
be classified as Undetermined. For this reason, no 4-feature classifier did better than the
3-feature classifier in any of the 30 datasets.

4. Discussion

The results presented in the tables above show that very good results can be obtained from
DT, MCA, SVM and LDA classifiers for datasets that contain no information. It can be
argued that the procedures used here are selected to obtain the maximum possible accuracy,
and that is exactly the point. If a 7-node decision tree used 40 Cases and 40 Controls in the
training set and 20 Cases and 20 Controls in the testing set and obtained an accuracy of
87.5% for the testing samples, one could propose that the set of seven features denotes a
fingerprint that accurately classifies the samples. The results in Table 1 show that this
accuracy can be obtained from a dataset with only 300 randomly generated feature values
for each sample. A 7-feature MCA classifier is able to achieve an average accuracy of over
90% when the dataset contains 300 Cases, 300 Controls, and only 300 non-informative
features. This should draw into question the results of any study that uses this classification
method.

SVM and LDA classifiers have testing set accuracies above 97.4 and 99.7%, respectively, for
all but the largest datasets. It is only when the number of samples is at least as large as the
number of features that these methods break down. Current methods for obtaining
information from biological samples generate many more features that the 300 used here.

The BMDK classifier did not achieve an average accuracy above 80% for even the smallest
dataset. This result is not unexpected. Since the datasets do not contain any information,
there are no biomarkers and a biomarker-based classifier should not perform well.
Fortuitous results can be obtained and a closer examination of the putative biomarkers
should be performed (Figure 5).

For the DT and MCA methods there is some selection of which samples should be placed
in the training and testing sets, but this is basically what is required because of the
coverage problem. If a given terminal node in a DT classifier contains 7 Cases and 4
Controls, and 4 of the Cases were moved to the testing set, this terminal node would
change from a Case-node to a Control-node and the classification accuracy of the testing
data would be decreased. The MCA classifier is based on the premise of a fingerprint that
associates a sample in the testing set with a sample in the training set. If that sample were
removed from the training set, the association could not be made and the accuracy of the
classifier would be decreased.

5. Conclusions

The results presented here show that very good classification results can be obtained from
DT, MCA, SVM, and LDA classifiers, even if the dataset contains no information. Studies
using any of these methods should carefully examine whether the results are due to some
underlying biology or are just fortuitous. Performing comparable examinations on
randomly generated feature values, or performing analysis of the same data after the
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group labels of the samples has been scrambled, should be a necessary part of these
investigations.

In contract, a biomarker-based classifier such as BMDK should perform poorly if the dataset
contains no biological information. Even when reasonably good results are obtained, the
putative biomarkers used in the classifier should be carefully examined to ensure that they
really distinguish samples in one group from the other.
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1. Introduction

Recently, chronic inflammation induced by infection has been postulated to be an important
risk factor of various cancers (Schetter et al., 2010; Aggarwal & Sung, 2011; Kamp et al., 2011;
Rook & Dalgleish, 2011; Trinchieri, 2011). Many malignancies arise from areas of infection
and inflammation (Balkwill & Mantovani, 2001; Coussens & Werb, 2002). Epidemiological
and experimental studies have provided evidence showing that chronic infection and
inflammation contribute to a substantial part of environmental carcinogenesis (Coussens &
Werb, 2002; IARC, 2003). It has been estimated that chronic inflammation accounts for
approximately 25 % of human cancers (Hussain S. P. & Harris, 2007). International Agency
for Research on Cancer (IARC) has estimated that infectious diseases account for
approximately 18 % of cancer cases worldwide (IARC, 2003). During inflammation, nitric
oxide (NO) and reactive oxygen species (ROS) are generated from inflammatory cells and
considered to play the key role in carcinogenes (Hofseth et al., 2003a; Hofseth et al., 2003b;
Hussain S. P. et al.,, 2003; Ohshima et al., 2003). Inducible nitric oxide synthase (iNOS)
catalyzes the production of NO particularly during inflammation, leading to generation of
various reactive nitrogen species (RNS), such as NOx and peroxynitrite (ONOO-). RNS
generated during infection with influenza viruses can mediate the formation of 8-
nitroguanine, a nitrative lesion of nucleic acids, via ONOO- formation (Maeda H. & Akaike,
1998; Akaike et al., 2003). 8-Nitroguanine formed in DNA is chemically unstable, and thus
can be spontaneously released, resulting in the formation of an apurinic site (Yermilov et al.,
1995a). The apurinic site can form a pair with adenine during DNA synthesis, leading to
G:C-to-T:A transversions (Kawanishi & Hiraku, 2006) (Fig. 1). Thus, 8-nitroguanine is a
potentially mutagenic DNA lesion, which can participate in initiation and promotion in the
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infection-related carcinogenesis (Loeb & Preston, 1986; Kawanishi et al., 2006). Our studies
have demonstrated that 8-nitroguanine is formed at the sites of carcinogenesis in humans
and experimental animals (Ma et al., 2004; Pinlaor et al., 2004b; Ding et al., 2005; Horiike et
al., 2005; Ma et al., 2006; Hoki et al., 2007a; Hoki et al., 2007b; Fujita et al., 2008; Ma et al.,
2008; Tanaka et al., 2008, Ma et al., 2009; Ma et al.,, 2010). Moreover, our studies have
demonstrated that 8-nitroguanine was formed in Oct3/4-positve stem cells in S.
haematobium-associated cystitis and cancer tissues. Inflammation by S. haematobium infection
may increase the number of mutant stem cells, in which iNOS-dependent DNA damage
occures via NF-«B activation leading to tumor development (Ma et al., 2011).

We describe the procedures of these experiments including the 8-nitroguanine antibody
produce method, and employed this rabbit anti-8-nitroguanine polyclonal antibody to
examine the formation and localization of 8-nitroguanine in patients and animals with
inflammation related carcinogenesis by the immunohistochemical method in our laboratory.
These protocols provide a detailed description of methodologies successfully used to define
the pattern of 8-nitroguanine expression in pathological samples. Visualization of nuclear 8-
nitroguanine expression aids in assessment of potential sites of nitrative DNA damage
within inflammation-related carcinogenesis. On the basis of our results, we propose that 8-
nitroguanine is a promising biomarker to evaluate the potential risk of inflammation-
mediated carcinogenesis.
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Fig. 1. Formation of 8-nitroguanine during chronic inflammation and proposed mechanism
of mutation.
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2. Immunohistochemical identification of 8-nitroguanine
2.1 Production of anti-8-nitroguanine antibody

Anti-8-nitroguanine polyclonal antibody was produced by a modified method (Akaike et
al., 2003). 8-Nitroguanosine was incubated with sodium metaperiodate for 20 min at room
temperature and then conjugated with rabbit serum albumin (RSA) for 1 h followed by
incubation with sodium borohydride for 1 h. The conjugate was dialyzed against 150 mM
NaCl overnight. 8-Nitroguanine-aldehyde-RSA conjugate mixed with Freund’s complete
adjuvant was injected in rabbit by intracutaneous administration. After 4 weeks of the
immunization, the same antigen was given and the blood was taken two weeks later. We
immobilized 8-nitroguanine in a cellulofine GCL-2000m column (Seikagaku Kogyo, Tokyo,
Japan), and then purified the antibody by affinity chromatography.

2.2 Specificity of anti-8-nitroguanine antibody

Specificity of the purified antibody was examined by a dot immunobinding assay and
absorption test (Pinlaor et al., 2004a). Purified antibody gave a strong immunostaining only
on the spot of 8-nitroguanine conjugate (Fig. 2A). The immunoreactivity disappeared only
when the antibody was pre-incubated with 8-nitroguanine. In contrast, immunoreactivity
with 8-nitroguanine conjugate did not disappear when the antibody was preincubated with
3-nitrotyrosine, guanosine, 8-0x0-7,8-dihydro-2'-deoxyguanosine (8-0x0dG),
deoxyguanosine, 8-bromoguanosine, and xanthosine (Fig. 2B).
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Fig. 2. Dot immunobinding assay and absorption test of anti-8-nitroguanine antibody.



204 Biomarker

Antigen-antibody reactions were visualized by the peroxidase-anti-peroxidase method.
Purified antibody gave a strong immunostaining only on the spot of 8-nitroguanine
conjugate (A). 8-Nitroguanine, 3-nitrotyrosine, guanosine, 8-oxodG and deoxyguanosine
were incubated with the antibody at the concentration of 0.7 pg/ml, and were applied to 8-
nitroguanine conjugate. Immunoreactivity disappeared only when the antibody was
pretreated with 8-nitroguanine (B). 8-NG, 8-nitroguanine; 3-NT, 3-nitrotyrosine; G,
guanosine; dG, deoxyguanosine and 8-BromoG, 8-bromoguanosine.

2.3 Materials and animals
2.3.1 Donor tissue source

Rat, mouse, hamster, served as the donor tissue source in accordance with the guidelines
Proper Care and Use of Laboratory Animals in Research. For the patient’s operation
samples, written informed consent was obtained from each patient, and the study protocol
followed the ethical guidelines of the Declaration of Helsinki.

2.3.2 Chemicals and reagents for immunohistochemistry (IHC) and special equipment
Silanized slides (Dako, Japan)

Dapi-Fluoromount-G™ Mounting Medium (Southern Biotech, Birmingham, USA)

Malinol mounting medium (Muto Pure Chemicals Co. Tokyo,Japan)

3,3’-Diaminobenzidine tetrahydrochloride dehydrate (DAB) (Dojindo, Kumamoto, Japan)
Goat anti-rabbit y-globulin-HRP (Medical Laboratories, Nagoya, Japan)

Normal goat serum (Medical Laboratories, Nagoya, Japan)

Difco™ Skim milk (Becton, Dickinson and Company, Sparks, USA)

Rabbit anti-8-nitroguanine antibody (Made by Ma N. et al, Suzuka University of Medical
Science, Japan)

Anti-8-hydorxy-2’-deoxyguanosine monoclonal antibody (Japan Institute for the Control of
Aging, Shizuoka, Japan)

Rabbit peroxidase-anti-peroxidase (PAP) (ab28054, abcam, Tokyo, Japan)

Alexa 488-labeled goat antibody against mouse IgG (Molecular Probes Inc., Eugene, Oregon,
USA)

Alexa 594-labeled goat antibody against rabbit IgG (Molecular Probes Inc., Eugene, Oregon,
USA)

Other antibodies from abcam or Santa Cruz Biotechnology, Inc. USA.
Tris-HCl (Sigma, St. Louis, MO, USA)
Sodium chloride (Nacalai, Kyoto, Japan)

Sodium pentobarbital (Nacalai, Kyoto, Japan)
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Ethanol (Nacalai, Kyoto, Japan)

Xylene (Nacalai, Kyoto, Japan)

Paraformaldehyde (Nacalai, Kyoto, Japan)

Monobasic and dibasic salts of sodium and potassium phosphate (Nacalai, Kyoto, Japan)

Confocal laser scanning microscopy (FV-1000D, Olympus, Tokyo, Japan)

Fluorescent light microscope (BX53, Olympus, Tokyo, Japan)

Sliding microtome (RM2265, Leica, Germany)

2.4 Detailed procedure for IHC

2.4.1 Time required for immunohistochemistry of 8-nitroguanine

Average time for immunohistochemical (IHC) localization of 8-nitroguanine is 2-3 days, not
including preparation and mounting of tissues. Albeit, time varies with duration of
antibody incubation of second antibody in double fluorescent immunohistochemistry.

2.4.2 Preparation of animal tissues for IHC

1.

Animal is weighed and anesthetized by intraperitoneal injection of 50 mg/kg sodium
pentobarbital.

After the animal has fallen asleep, firmly pinch the foot with a pair of tweezers. If there
is no response, then proceed with the surgery.

Position the animal on its back. Open the abdominal cavity with a midline incision to
the sternum. Make a diagonal cut to each side of the sternum through the rib cage
extending to either side of the neck. Care should be taken not to sever any vessels or
puncture the heart. The sternum may now be clamped back with hemostatic forceps to
give access to the heart.

Cut the connective tissue surrounding the diaphragm and make a lateral cut on each
side of the animal to allow proper drainage of perfusate.

Lift the lungs to expose the descending aorta and occlude the vessel using hemostatic
forceps.

Make a small incision in the right atrium.

Insert an i.v. catheter into the left ventricle. Remove the needle from the catheter.
Position so that the tip of the catheter resides within the aortic arch. The optimal size of
the catheter for transcardial perfusion is 18 and 22 gauge for rat and mouse,
respectively.

Connect the catheter to the perfusion apparatus and begin the flow of 0.9% NaCl into
the animal. For an adult rat 80 ml 0.9% saline should be infused over 3 min. For a
mouse 20 ml saline should be infused over 2 min. Progress of the perfusion may be
monitored by assessment of the eyes and gums which should be blanched toward the
end of this step.

Switch perfusion to 0.1 M phosphate buffer (PB) containing 4% paraformaldehyde. It is
common to see turgor and twitching of the upper extremities at the initial flow of
fixative into the animal. Perfuse an adult rat, 300 ml of fixative over 10 min should be
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used. For a mouse approximately 80 ml over 5 min of fixative should be infused. After
completion of the procedure, the arms and tip of the nose should be stiff.

10. Disconnect the rat or mouse from the perfusion apparatus and carefully remove the
organ to avoid damage to the tissue. After carefully removing organ from the body,
continue fixation of adult tissue at room temperature for 3 h.

11. Following incubation, tissue for IHC should be paraffin-embedded and then sectioned
at 5um thickness onto silanized glass slides. Slides may be stored at ambient
temperature in slide cases until use.

2.4.3 Detailed procedure for IHC staining
Step A. Immunofluorescent staining procedure

1. Paraffin sections of human or animal tissues are deparaffinized in xylene for 3 min with
frequent shaking in a glass box. Then, the sections are treated in xylene in another glass
box for 3 min, followed by the treatment with 100, 90, 80, 70, and 50% (v/v) ethanol for
30-60 sec. To insure complete removal of paraffin, soak sections in PBS for 30 min.

2. To retrieve the antigens, the sections are heated in 5% (w/v) urea for 5 min in a
microwave oven, and then left sections on the 5% urea until the temperature reducing
to room temperature.

3. Rinse sections in PBS at room temperature, 3 times for 5 min each.

4. Block sections by 30 min incubation in PBS containing 5% (v/v) normal goat serum
antibody buffer, or 5% (w/v) skim milk.

5. The sections are incubated with the primary antibody, rabbit polyclonal anti-8-
nitroguanine antibody (1-2pg/ml), overnight at room temperature. When double
immunofluorescence labeling study is performed, mouse monoclonal antibody is mixed
with anti-8-nitroguanine antibody and the sections are treated with this mixture. Note:
the final concentration of antibody depends on the specific antibody preparation being
used and may need to be empirically determined.

6. The sections are washed with PBS at room temperature, 3 times for 5 min each.

7. The sections are incubated with the secondary antibody, Alexa 594-labeled goat
antibody against rabbit IgG (1:400) for 3 h at room temperature. When double
immunofluorescence labeling study is performed, Alexa 488-labeled goat antibody
against mouse IgG (1:400) is mixed with Alexa 594-labeled goat antibody against rabbit
IgG and the sections are treated with this mixture. Note: if primary serum is derived
from a source other than rabbit, then the choice of secondary antibody should be
adjusted accordingly for specificity.

8. Wash sections with PBS 3 times over 30 min.

9. Pipet Dapi-Fluoromount-G™ Mounting Medium onto the section and then cover with a
cover glass. Dry overnight covered at 4°C on a refrigerator.

10. The stained sections are examined under a fluorescent microscope.

Step B. Peroxidase anti-peroxidase immunohistochemical method

1. Deparaffinize as Step A (1)
2. Toretrieve the antigens as Step A (2).
3. Rinse sections in PBS at room temperature, 3 times for 5 min each.
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4. The sections are incubated with 3% H>O, for 30 min, and rinse sections in PBS for 10
min at room temperature.

5. Block sections by 30 min incubation in PBS containing 5% (v/v) normal goat serum or
5% (w/v) skim milk.

6. The sections are incubated with the primary antibody, rabbit polyclonal anti-8-
nitroguanine antibody (1-2 pg/ml), overnight at room temperature.

7. Wash sections in PBS at room temperature, 3 times for 5 min each.

8. The sections are incubated with goat anti-rabbit IgG antibody (1:200) for 3h at room
temperature, fellow by wash in PBS, 3 times for 5 min each.

9. The sections are incubated with peroxidase anti-peroxidase complex (PAP, 1:200) for 2h
at room temperature, fellow by wash in PBS, 3 times for 5 min each.

10. Equilibrate sections in 0.05 M Tris, pH 7.5 with two washes for 10 min each.

11. Incubate sections in DAB/Tris solution 10 mg 3,3-diaminobenzidine tetrahydrochloride
dihydrate in 100 ml 0.05 M Tris, pH 7.4; filter under a hood with general usage filter
paper. Incubate sections in developer for up to 15 min. Check sections frequently under
a microscope for the degree of development, and reaction product is brown.

12. Terminate reaction by washing sections 3 times for 10 min each in 0.05 M Tris, pH 7.4.

13. Wash sections 2 times for 5 min in distilled water (DW).

14. Counterstain sections with Mayer hematoxylin for 1-1.5 min if necessary.

15. Wash sections 2 times for 5 min in DW.

16. Dehydrate sections in Coplin jars containing graded ethanol 50-80%, 3 min each; twice
in 95% ethanol 3 min each; and 3 times in 100% ethanol 3 min each. Tissue is cleared by
incubation 3 times for 5 min each in xylene, and coverslipped using Maninol mounting
medium.

Step C. Pre-absorption immunostaining

To prepare pre-absorbed 8-nitroguanine antibody place equal amounts of 8-nitroguanine
antibody in 1.5 ml Eppendorf microfuge tubes. For the primary antibody to be pre-absorbed
pure 8-nitroguanine is added to give a final protein concentration greater than 1 pg/ml. An
equal amount of diluents without 8-nitroguanine is added to the control antiserum.
Mixtures are incubated for 2 h at room temperature and then diluted to their final working
concentration with antibody buffer. Pre-absorption is then continued by incubation
overnight at 4°C prior to use. Control and pre-absorbed antibody are used in parallel at
StepA or StepB. Proceed as StepA (1) through (10).

3. 8-Nitroguanine accumulation in inflammation-related cancer
3.1 Application of Imnmunochemistry employing anti-8-nitroguanine antibody

We have performed immunohistochemical analysis for 8-nitroguanine formation in various
clinical specimens and animal models of inflammation-related carcinogenesis. We have
firstly demonstrated that 8-nitroguanine is formed at the sites of carcinogenesis regardless of
etiology, and we have proposed the possibility that 8-nitroguanine is a potential biomarker
to evaluate the risk of inflammation-associated carcinogenesis (Kawanishi & Hiraku, 2006;
Kawanishi et al., 2006). In clinical specimens, 8-nitroguanine was formed in the gastric
grand epithelial cells of patients with gastritis caused by Helicobacter pylori (H. pylori)
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infection (Ma et al., 2004), hepatocytes of patients with chronic hepatitis C (Horiike et al.,
2005), oral precancerous lesions oral lichen planus (OLP) (Chaiyarit et al., 2005) and oral
leukoplakia (Ma et al., 2006), soft tissue sarcoma (Hoki et al., 2007a; Hoki et al., 2007b) and
Epstein-Barr virus (EBV)-associated nasopharyngeal carcinoma (NPC) (Ma et al., 2008).

In animal models, 8-nitroguanine was formed in a mouse model of inflammatory bowel
disease (IBD) (Ding et al., 2005). 8-Nitroguanine was formed in the bile duct epithelium of
the liver of hamsters infected with the liver fluke, Opisthorchis viverrini, which causes cancer
of intrahepatic bile duct (Pinlaor et al., 2003; Pinlaor et al., 2004a). The treatment with
praziquantel, an antiparasitic drug, reduced 8-nitroguanine formation (Pinlaor et al., 2006).

3.1.1 H.pylori gastritis and eradication treatment

H. pylori infection, which is the major cause of atrophic gastritis, is a high risk factor for
gastric carcinoma (Peek & Blaser, 2002). Lipopolysacharide (LPS), a component of Gram-
negative bacteria such as H. pylori, is a TLR4 ligand that induces inflammatory responses via
NF-kB expression (Maeda S. et al., 2001). NF-kB, which is involved in the regulation of
iNOS, had been reported to function as a tumor promoter in inflammation-associated cancer
(Surh et al., 2001; Pikarsky et al., 2004). In patients with H.pyroli-induced gastritis or gastric
ulcers, iNOS is expressed in the infiltrating inflammatory cells (Mannick et al., 1996). ROS
and RNS generated by inflammatory cells may contribute to carcinogenesis through the
formation of DNA base lesions, such as 8-oxodG, which can lead to a G:C-to-T:A
transversion (Shibutani et al., 1991, Kawanishi & Murata, 2006). 8-oxodG, a marker of
oxidative DNA damage, is found at a significantly increased level in the gastric epithelium
of H. pylori-infected patients (Baik et al., 1996; Pignatelli et al., 2001). Therefore, in addition
to 8-oxodG formation, the accumulation of 8-nitroguanine may play a key role in the
initiatio