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Advances and Applications in Mobile Computing targets to help mobile solutions related 
scholars, developers, engineers and managers. The main contribution of this book is 
enhancing mobile software application development stages as analysis, design, 
development and test. Also, recent mobile network technologies such as algorithms, 
decreasing energy consumption in mobile network, and fault tolerance in distributed 
mobile computing are the main concern of the first section of the book. In the mobile 
software life cycle section, the chapter on human computer interaction discusses 
mobile device handset design strategies, following the chapters on mobile application 
testing strategies. The last chapter in this section covers the topic on building suitable 
business intelligence-like prototype using the Java technology by integrating the 
multi-layering concept and emerging GIS-like facilities. In the last section, different 
mobile solutions are listed as mobile services.  

Globa and Kurdecha, authors of the first chapter on mobile network technologies, 
offer a new concept for developing a multi-standard mobile network. Chapter 
includes the architecture of the base station construction with the requirements for 
its functional units and the method of reconfiguration of the radio access network. 
Also, authors describe the way to support many radio standards based on one 
universal platform of the base station with flexible antenna systems, using SDR 
technology. 

In the second chapter, Poulakis et al. offer survey methods for the preservation of 
limited resource - energy. They present a brief description of a simple energy 
consumption model for wireless communications. Afterwards, two advanced energy 
efficient communication techniques: the opportunistic scheduling and the 
collaborative beam forming, are introduced.  

Gupta, Liu, and Koneru (Chapter 3) have presented a non-blocking synchronous check 
pointing approach to determine globally consistent checkpoints. Only those processes 
that have sent some message(s) after their last checkpoints, take checkpoints during 
check pointing; thereby reducing the number of checkpoints to be taken. Authors’ 
approach offers advantage particularly in the case of mobile computing systems where 
both non-block check pointing and reduction in the number of checkpoints help in the 
efficient use of the limited resources of mobile computing environment.  
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Mobile Network Technologies 
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Algorithms of Mobile Network Development 
Using Software-Defined Radio Technology 

Larysa Globa and Vasyl Kurdecha 
National Technical University of Ukraine “Kyiv Polytechnic Institute” 

Ukraine 

1. Introduction 

According to the World Forum for Research in Wireless Communications (Wireless World 
Research Forum, WWRF) it is expected that in 2015 the volume of traffic around the world 
will be 23 exabytes1. The existing division of the radio spectrum has serious limitations for 
this growth. 

Today there are many standards, mixed wireless networks and mobile devices with many 
standards. The operators develop heterogeneous wireless networks to provide access to 
many services. The mobile devices with many standards use several active applications 
simultaneously to work with the different networks or the network recourses. Functioning 
of such mobile devices requires coordination and control of the capacity efficient using of 
the radio resource and the radio access networks. 

The rapid development of means and wirele ss communication systems is ahead the 
processes of standardization and leads to the problems of interaction and compatibility. So, 
there are the problems: 1) significant growth of  mobile traffic in the conditions of limited 
range; 2) lack of coordination and control of the capacity efficient using of the radio resource 
and the radio access networks; 3) actual lack of common standards for radio systems with 
the possibility of reconfiguration. According these problems it is needed to find solutions in 
this area. The decision of all this problems can be find by using software-defined radio 
(SDR) technology which requires the development of special algorithms for software 
updating and adapting. In this paper the algo rithms of mobile network development using 
software-defined radio technology are proposed. 

2. Algorithms for SDR BS software modification 

Currently, SDR is widely used in cellular communications, where real-time support of the 
different changing radio protocols is requir ed. In receive mode SDR can provide higher 
efficiency than “traditional” te chniques. In digital signal processing their filtering is more 
closed to the ideal. In addition, by using soft ware algorithms can be implemented functions, 
which are very difficult to get in analog processing. 

��������������������������������������������������������������������������������������������������
1Tafazolli R.  Technologies for the Wireless Future, volume 2.Wireless World Research Forum, (WWRF) 
/ R. Tafazolli. – Oxford: Wiley, 2006. – 520 ��. 
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2.1 Mobile cellular network based on SDR  

Software-defined radio is a radio communication system which used software for 
modulation and demodulation operations of th e radio signals. SDR change the priorities, 
and the processing unit becomes the core of radio system. 

When using the SDR almost all operations for the signal processing are shifted on software 
that runs on hardware of the mobile or cellular base station. So, the operation control of 
some specific specialized microprocessor is designed for this signal processing. The aim of 
this approach is to develop the flexible and adaptive system. Such kind of the system can 
send and receive all radio signals using SDR.  

The ideal implementation of SDR-receiver is the antenna connection directly to an analog-
digital converter (ADC) which is connected to a powerful processor unit. In this case, the 
software running on processor unit provides processing of the incoming data stream and 
converts them into the desired format. The ideal SDR-transmitter would operate similarly. 
The software would form a data stream that would be transferred to a digital-analog 
converter (DAC) connected to the antenna. 

Most of the radio equipment used in the networks is based on the hardware or hardware 
and software modules that allow upgrading it only under a single standard. For example, 
most GSM base stations, which are operated at present, can only be upgraded under the 
GSM standard, but the transition to other technologies require the hardware replacement.  
With the spread of the radio multiple stan dards - 2G/3G/4G and various technologies - 
GERAN, UTRAN, WIMAX and LTE becomes necessary cost savings and efficient using of 
the base stations in a longer life cycle, evolving to the new standards, speed, quality of 
service and environmental improvements. These problems force operators to look for the 
new solutions to reduce the unit capital and operating costs, to develop the networks 
quickly and efficiently. 

In multi-channel and RF systems, the hardware defined radio (Fig.1) implementations 
require a significant amount of analog signal processing for every channel, leading to larger 
board size, increased analog design complexity, limited flexibility, and RF interference 
susceptibility. 

 
Fig. 1. Schema of the traditional Hardware Defined Radio 
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With the Software Defined Radio (SDR) approach (Fig. 2), signal processing is moved to the 
digital domain—providing various benefits 2: 

�x Low Analog Complexity 
�x Less susceptibility for RF interference 
�x Unlimited flexibility 
�x Analog power does not increase with increased Rx channels 

 
Fig. 2. Schema of Software Defined Radio 

The flexibility possible with software-defined radios (SDRs) is the key to the future of the 
wireless communication systems. Wireless devices relied on highly customized, application-
specific hardware with little emphasis on futu re-proofing or adaptation to new standards. 
This design approach generally yielded power- and performance-optimized solutions at the 
expense of flexibility and interoperability. 

Wireless device developers, as well as service providers and end users, can upgrade or 
reconfigure SDRs continually as new versions of the wireless standards are released. 
Furthermore, SDR devices can adapt continually to changes in the spectral or network 
environment, including modula tion schemes, channel coding, and bandwidth. They can use 
be used to establish and maintain ad hoc networks3 . 

Technology Software Defined Radio (SDR), which are started to be used by advanced base 
stations equipment vendors for radio access network (RAN), becomes more relevant and 
an effective solution to these problems. New radio systems are known by various 
marketing names:  Single RAN, Uni-BTS, Multi-RAN and Multi-standard Radio. But they 
all mean essentially the same thing - a relatively simple mechanism of modernization, 
which allows one base station to support simultaneously several different radio 
technologies.  

Despite the marketing statements of new equipment RAN developers concerning its 
capabilities and, in particular, on the applicat ion in its SDR and the advantages that gives 
them using a technology offered by the base stations new platform ve ndors, there is no 
possibility for the operators to develop ad vanced multiprotocol and multifrequency 

��������������������������������������������������������������������������������������������������
2National  Semiconductors.  Software Defined Radio (SDR) Solutions  
http://www.national.com/en/adc/sdr.html  
3Kevin W. Rudd and Chris Anderson. June 2010 Software-Defined Radio  
http://www.computer.org/portal/web/computingnow/archive/june2010  
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networks based on them. Obviously, though the operator can use the same base station 
equipment, reprogramming it to support other st andards, it’s still need to add additional 
radio-frequency devices and antenna-feeder cells or replace them with universal multi-
standard systems. Also, not so much technology used in base stations is limited to such a 
transition, but the existi ng infrastructure with its system of frequencies using regulation, the 
lack of standards and wide spreading of the terminal equipment capable of supporting these 
multifunctionality don’t allow it to do at this stage. 

But a phased transition is still possible, and the mobile operators already can choose 
available software-modifiable equipment for the evolution of their networks. 

2.2 Development of an optimal architecture for network upgrade 

Possible way for the development of mobile netw orks may be in the next direction of radio 
access networks modernization with using th e transition to LTE technology (Fig.3). 

 
Fig. 3. Possible direction for network modernization 

LTE technology for the service providers (operators) reduces the network cost of owning 
and operating allowing them to have some of the core network (MME, SGW, PDN Gw), 
but RAN divide for sharing. This can be achieved by flexible program mechanism 
allowing each base station to be connected to multiple CN nodes of the different 
operators. When the mobile terminal included in the operator's network, it connects to the 
corresponding node CN, based on the service provider identifier sent from the mobile 
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terminal. RAN sharing as a concept was proposed by Orange and T-Mobile in the UK, 
and could become a model for many operators in their migration to 4G [5].The operators 
have already invested large amounts in obtaining licenses for 3G frequency spectrum and 
4G, and to realize the return on these investments in the future they will have to follow 
the model of sharing the radio access network, providing operators the necessary 
requirements of the network. In this case the transition occurs from a fully separate 
networks (separate: sites, the network planning, base stations and spectrum) to the most 
optimal variant of the full radio access network sharing, spectrum, and overall planning. 
And in this case, for base stations the SDR technology is very easy to allow the gradual 
such functioning equipment upgrading by program way without significant additional 
investment in equipment. 

LTE technology will allow for the higher frequency bands to create sufficient capacity for 
the transmission of multimedia traffic, and the lower - to ensure wide coverage, albeit with 
some damage to the bandwidth. LTE is able to work in a large number of frequency bands. 
When bandwidth is 1.4 MHz, LTE allows three times more efficient to utilize frequency 
resources than the cellular networks of second generation. Efficiency is determined by the 
number of bits that can be sent at 1 KHz allocated frequencies. 

With the appearance of LTE technology, the scale of using SDR technology is expanded 
and it’s possible to say that main suppliers are increasingly inclined to use it as a new 
platform to their radio sites and support its key importance in the conditions of 
standardized solutions. Standardization in the reconfiguration of mobile networks plays 
today the most important role, as new projects require a sufficient large investment from 
operators and developers of equipment and for this investment must be no assurance that 
equipment from different vendors to be integrated into existing networks and will work 
in a multivendor environment. Standardization of Reconfigurable Radio Systems (RRS) 
deals with a number of forums and organi zations, such as: 3GPP TSG RAN, ETSI, 
Cognitive Networking Alliance (CogNeA), Eu ropean Communications Office (ECO) SE43, 
IEEE, ITU-R, Joint Research Centre (JRC), Object Management Group (OMG), SDR Forum.  
Today, the standards (IEEE 802.18, 802.19, 802.21, 802.22, WAPECS, 1900) groups are 
developed in the various research organizations, which aim to create recommendations 
for improving spectrum management processes. Due to their implementation it’s expected 
to obtain an additional gain in spectral efficiency and, consequently, in a radio service 
quality. In Europe, standardi zation in this area recently was engaged ETSI, which defined 
the concept of reconfigurable radio systems. This concept is based on technologies such as 
Software Defined Radio (SDR) and Cognitive Radio (CR), whose systems use radio and 
reconfigurable networks capabilities for self-adapt to the dynamically changing 
environment. 

2.2.1 Basic requirements for base stations with the possibility of reconfiguration 

The ability of reconfiguration is needed for: modulation and bandwidth, frequency 
allocation, including existing and upcoming bands, power levels, duplex mode, capabilities 
of the network architecture modi fication and other functions. 

Basic requirements for base stations with the possibility of reconfiguration are given in 
Table 1. 
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General requirements for 
base stations 

Requirements for the purposes 
of operators 

Requirements for hardware 
manufacturers 

Using of the several 
standards and transition 

between them 

The possibility of rapid 
network planning and 

modernization including the 
necessary capacity and 

coverage 

Compliance with the 
customer conditions 

Frequency rearrangement 
Rapid network deployment, 

which justifies the cost 

Reducing the equipment 
number through effective 

control of them 

The opportunity to 
participate in the dynamic 

spectrum allocation; 

Flexible network performance, 
especially taking into account 

technology migration 

The ability to update and 
modify the equipment 

functionality, the ability to 
increase its capacity through 

software updates 

The opportunity of the 
spectrum re-using 

Spectrum reusing and 
optimization; 

this requires total control of 
two or more systems that 

temporarily coexist 
geographically 

RBS technical ability of 
spectrum reusing 

The channel capacity 
dynamic optimization 

depending on the network 
load 

Dynamic control of the 
hardware resources  specified 
for the existing network and 
the new generation systems 

The equipment certification; 

Antennas tuning - 
3GPP standards compliance, 

to guarantee the full 
equipment compatibility 

Reconfiguring of the 
transport network for 

plane architecture 
- The equipment reliability 

Table 1. Basic requirements for the RBS with the possibility of reconfiguration 

2.2.2 The network architecture for a b ase station with the possibility of 
reconfiguration and requirements for its functional blocks 

Based on specified requirements, the simplest mobile SDR-network can be as follows – Fig.4. 

Taking into account defined in paragraph 2.2.1 requirements, RBS optimal architecture can 
be offered (Fig. 5). 
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Fig. 4. The simple SDR mobile network. 

 
Fig. 5. Architecture of the base station with the possibility of reconfiguration 

There are general requirements for functional units with the possibility of RBS 
reconfiguration (Table 2). 
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The functional unit 
of RBS 

Requirements to block / function 

Configuration 
Management Unit 

software interface to start operations of reconfiguration; 
ensure of continuous agreed operation of all RBS units; 

 
If it‘s necessary to add the function Software Management (SW) into 

the operation of the reconfiguration; 
 

Transaction return; 
Rapid response in case of breakage or failure in the RBS (e.g., 

reorganization in damaged equipment). 
 

The RBS functional 
unit 

Requirements to block / function 

Software Control 
Unit 

The software download procedure execution 
Has to know what software is installed in every block; 

Has to know the potential interaction of software modules; 
The opportunity to activate / de activate the software in RBS; 
RBS software process as an integral unit or as an independent 

application 
Flexibility of using different approaches to software management 

O&M (technical 
service) Unit 

Access to all important parameters of RBS configuration; 
Activation / deactivation of measurement control; 

Collecting and summarizing the results of measurements (collection 
and the summation scheme should be flexible and); 

Clients should be able to sign for delivery of measurements and /or 
configuration parameters results (delivery scheme should be flexible 

and reconfiguration ); 
Servicing of internal and external clients; 

RBS defense from too many requests. 

Transmission 
Control Unit 

Servicing of internal and external clients; 
Having the following physical layer configuration: gigabit Ethernet, 
copper, optical, SDH, �Íwave, (multiple connections with a link to the 

supported standards); 
Having the following logic level configuration: TCP / IP, SDH-

Frame, S1/X2 Association (referring to the supported standards); 
Supporting the internal configuratio n of the standard algorithms to 

RRM (Radio Resource Management) algorithms for autonomous 
fine-tuning. 

Spectrum 
Management Unit 

Supporting  the separation of the spectrum bands and rules for their 
using; 

Planning / control of spectrum using in a supported cells (if 
enabled): algorithms, the period  of appointment, thresholds, 

interference between the cells;; 
Supporting functions of cognitive radio. 
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enabled): algorithms, the period  of appointment, thresholds, 

interference between the cells;; 
Supporting functions of cognitive radio. 
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Capacity Control 
Unit 

 

Providing maximum transmitter power, a change of power in 
accordance with the RAT specifications for the cells, antennas,  

etc.; 
Providing specific power schemes management (in the daytime, at 

night, depending on events, saving power, etc.); 
Providing the effectiveness measuring to coordinate with RAT 

specifications 
The functional unit 

RBS 
Requirements to block / function 

Mobility 
Management Unit 

Providing handover parameters configuration (thres holds, timers, 
etc.); 

Horizontal handover providing (hard, soft, etc.); 
Vertical handover providing (3GPP-W �3F�3-W�3MAX, etc.). 

Radio Resource 
Control Unit 

Supporting the choice of terminal equipment access based on: 
 

The required quality of service (bandwidth, maximum delay, real 
time / unreal time); 
Radio conditions; 
User preference; 

Network policies; 
Information about a neighbor cell; 

Cell location (latitude / longitude), its radius and capacity; 
Cell capabilities (supporting services to the real / unreal time); 

Dynamic data such as current cell load. 
 

Antenna Control 
Unit 

Providing radiation pattern of ante nnas, the antenna directed action 
coefficient, antenna direction; 

Sector configuration providing (3 �#1, 1�#1, etc.); 
Supporting of different physical types of antennas (Mult �3-pad, 

M�åMO, S�åMO); 
Using of heterogeneity receivers / transmitters, according to the 

separate antenna cable structure; 
Providing mechanical rotation / ti lt, electrical rotation, modified 

rotation / tilt, azimuth direction. 

Table 2. Requirements for the RBS functional units with the possibility of reconfiguration 

Based on the proposed network architecture for the effective network operation it is 
necessary to realize the method of SDR network reconfiguration. 

2.3 The method of radio access ne twork reconfiguration   

The method of the base station reconfiguration uses graph of the base station software 
states, flowchart of the base station software upgrading sequence, the scheme of the 
software modification and block diagram of the control objects in the base station with the 
possibility of reconfiguration. 
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2.3.1 System description  

To consider the software as a set of simultaneously operating and interacting programs in 
all hardware and software modules of the basic station, this provides general functional 
operation for all applications and supportin g programs. This software includes basic 
functional blocks: the functions of mainte nance and hardware and software modules 
control, functions in SDR signal processors (execution programs of generation radio 
interface, antenna beam control, etc.). Let’s consider the program blocks and functional 
elements to be the subject of reconfiguration for SDR-technology. 

2.3.2 Functional elements with combined program blocks 

Combined software units managing of the func tional elements are run as well in a main 
processor of a functional module as in processors of devices (e.g., SDR signal processors). 
The program management object can be configured to perform at one or more functional 
elements, and presented as several program blocks in the same loaded unit of the functional 
module. How the program can be structured is shown in Fig.6. The program unit associated 
with the management object - functional el ement in a functional module, has the same 
attributes as the functional element and is included in the same restart group. For example, 
if a functional element is restarted, then all software units belonging to this functional 
element are restarted too. Other blocks will not be affected. 

 
Fig. 6. The management object structure of the functional module with combined program 
blocks 
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2.3.3 Functional elements with connected program blocks 

In this case software blocks are run in the functional element directly, as it is shown in fig. 7. 
Software blocks are configured with indicati ng, how software blocks are distributed and 
which functional element they are run on. The attributes that are linked with the name of 
the block in the software management object cannot be used to connect the software block to 
management objects - functional elements. The attribute of the restart group is not being 
used at this time. If a functional module is restarted, then all program blocks in this module 
are restarted. 

 
Fig. 7. The management object structure of the functional module with connected program 
blocks 

2.3.4 State phases of the BS software  

The graph of the BS software states is shown on the fig. 8. 

If one considers the base station software as a single management object or as one 
application, then it is possible to define the main phases of its operation, a transition to 
which is executed at the certain events that occur during operation of the base station 
(increasing the number of software failures, necessary to perform action on a particular 
schedule, etc.), and in case of the commands, written in Man-Machine Language (MML). 
These commands come from the outside. They are: 
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Fig. 8. The graph of the BS software states with the possibility of reconfiguration  

- Phase 0 “Off” 

In this phase the base station is in the standby mode and the software isn’t loaded into 
processor RAM of the functional modules and O& M. The external power is connected to the 
base station, but the internal power supply off.  Thus, all functional modules and functional 
elements of the BS are inactive except for independent software module of BS power 
management. This module should provide an opportunity to remote turn on and off the 
internal power sources for BS by sending MML command from OSS or from the control 
element(O&M terminal). Switching to the Phase 0 is executed from the Phase 7 by remote 
external MML command or emergency in the case of forced power interruption from any 
phase. Passing from Phase 0 to Phase 1 is executed at the event of its successful completion. 

- Phase 1 “Start” 

In this phase the synchronized and consistent (in a strictly fixed order) turning on the 
internal power supply of the BS hardware modu les and activation of the boot modules , the 
management interface of BS internal resources are carried out. In fact, the boot modules 
have to be located in processors ROM of the BS modules, and boot programs have be 
activated immediately after power-on to the processor modules.  

Also, switching to Phase 1 is executed from phase 6 in the case of unsuccessful testing of 
functional modules after software initialization or from the phase 7 by remote external MML 
command. Passing from Phase 1 to Phase 2 is executed at its successful completion event. 
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- Phase 2 “Downloading software from flash” 

In this phase the parallel software download from the flash memory modules into the RAM 
of the BS main O&M module and all regional processors that provide th e work of functional 
modules and the BS functional elements. Also, passing to Phase 2 is executed from phase 5 
in the case of unsuccessful software initialization or from the phase 7 by remote external 
MML command. Passing from Phase 2 to Phase 3 is executed by its successful completion 
event.  

- Phase 3 “Downloading configuration from flash” 

In this phase the parallel download of the BS configuration files from the flash memory 
modules into the RAM of the main O&M BS module and all regional processors to provide 
of the functional modules and functional BS elements is executed. Passing to Phase 3 is 
executed also from phase 7 by remote external MML command. Passing from Phase 3 to 
Phase 4 is executed by its successful completion event. 

- Phase 4 “Running software” 

In this phase it is executed the synchronous and consistent running (in a strictly fixed order) 
of the downloaded software modules in the main O&M processor and later in regional 
processor functional modules, under the management of O & M module. Passing to Phase 4 
is executed also from phase 7 by remote external MML command. Passing from Phase 4 to 
Phase 5 is executed at its successful completion event. 

- Phase 5 “Initialization” 

In this phase it is executed synchronous and consistent initialization of all program modules 
and blocks with the initial set of these blocks variables, and configuration of software 
complex for programs support, defined by configuration files, and the actual bringing of all 
working modules to an active state, ready for testing BS applications. Passing to Phase 5 is 
also executed from Phase 7 and Phase 8 by remote external MML commands. Passing from 
Phase 5 to Phase 6 is executed by its successful completion event, in case of unsuccessful 
completion of Phase 5,passing to Phase 2 is executed for restarting software in some or all BS 
modules. 

- Phase 6 “Testing” 

In this phase it’s executed parallel independent testing of all the hardware and software 
modules correct functioning according to th e performance algorithm. Then testing is 
executed of the all modules collaboration within  the application, specified by configuration 
data. Passing to Phase 6 is executed also from phase 7 by remote external MML command. 
Passing from Phase 6 to Phase 7 is executed by the its successful completion event, in the 
case of unsuccessful completion of Phase 6, passing is executed to Phase 1 for the initial 
start, or if necessary - repair execution. 

- Phase 7 “Functioning”  

This is the main phase, in which the functionin g of the base station is executed. It provides 
execution of all applications, defined by the BS configuration data and its resources control, 
configuration and providing of its interaction with other elements of the mobile network: 
Radio Network Controller (RNC), Base Station Controller (BSC), Operational Support Systems 
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(OSS), etc. Switching to Phase 7 is also executed from Phase 8 and Phase 9 after their 
completion. Passing from Phase 7 to Phase 8 is executed by external MML command when 
software upgrade is requested. Passing from Phase 7 to Phase 9 is executed by the external 
MML command when software backup is requested. Passing from Phase 7 to Phase 6 is 
executed by external MML command when regular or compulsory testing is requested. 
Passing from Phase 7 to Phase 5 is executed by external MML command for restarting the 
software modules. Passing from Phase 7 to Phase 4 is executed by external MML command or 
in the case of detecting software failure. Passing from Phase 7 to Phase 3 is executed by 
external MML command, or in the case of detection configuration data failure to reload 
configuration files from flash memory. Passing from Phase 7 to Phase 2 is executed by external 
MML command, or in the case of detection of non-revolving by means of restarting crashing 
software for reloading of the software module  from flash memory. Passing from Phase 7 to 
Phase 0 is executed by external MML command to switch off internal power supply BS. 

- Phase 8 “Software modification” 

In this Phase 3 main functions of software modification are executed: 

Correction of software block 

Software update of the functional module and the functional element 

Software upgrade of the base station 

Return from Phase 8 to Phase 7 is executed by external MML commands at the completion 
of software correction or update. Passing from Phase 8 to Phase 5 is executed by external 
MML commands when the software upgrade function is completed. 

- Phase 9 “Software backup”  

In this phase it is executed backup of all software modules, memory modules, data blocks 
and links of the program modules and blocks from the main O&M module, the functional 
blocks and functional elements in structured DUMP, that includes 3 files: programs, data 
and references, which are stored in the flash memory of O&M main module. Return from 
Phase 9 to Phase 7 is executed after completion of backup Phase. 

2.3.5 The general scheme of the operation sequence of the base station with the 
ability to modify software 

Fig.9 presents general diagram of the operation sequence of the base station with the ability 
to modify the software. It describes the basic steps which must be completed in the states 
phases on the BS management objects level, according to diagram in the Fig.6. 

In the off state in the standby mode BS receives a command to power up independently 
from the site or remotely with OSS or O&M terminal. Standalone the BS power management 
software module generates signals internal power supply on of the BS modules in software 
defined sequence. After time-out power on at all functional modules, their power on are 
controlled. 

In case of hardware inactivity of any of the modules, BS indicates "accident of powering” on 
the power supplies on the scoreboard display and informs about the accident through the 
O&M interface (in OSS or control element). 
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On successful completion of powering on in all functional modules boot software modules 
are activated. They are located in the processor ROM of the each module. 

Loading modules activate the internal interface of local resources management, total control 
of which is done by the main O&M module. O&M module makes a request to the software 
download in the processor RAM of the modules from local flash memory devices, guided by 
these processors. 

After the timeout software downloads into all functional modules, the load control is 
executed using responses which confirm loading of these modules. 

If not all modules verified the software downloading from the local device flash memory, 
O&M module activates the emergency software module download from the active backup, 
located in the flash memory of O&M module. 

Later on a load test of software is done and if unsuccessful downloading some of the 
modules, BS indicates “accident of the software downloading” on the scoreboard display 
and informs about the accident through the O&M interface (in OSS or control element). 

On successful completion of software loading into all modules, O&M module initiates the 
loading of the configuration settings from a BS configuration file in all custom function 
modules, functional elements (blocks of software).After a timeout boot parameters in blocks 
of software the loading and configuration are controlled by responding units of software 
downloads. 

If not all blocks verified download of the configuration parameters the BS indicates "accident 
of configuration" on the scoreboard display and informs about the accident through the O&M 
interface (in OSS or control element).On successful completion of parameters loading in the 
software blocks and BS configuration BS the initial start (or restart) of all modules and 
software blocks is executed with the main O&M module in all functional modules. They in its 
turn initiate the restart of software units in functional elements. 

After the waiting times of restart in all func tional modules complete the monitoring the 
restart completion is executed from all software blocks. 

In case, if not all software blocks confirmed restart complete, it is executed the cycle restarts 
test. If reset phase was performed twice or more times in a short time interval and if the 
restart was cyclic, then the BS indicates "accident of cyclic restart" on the scoreboard display 
and informs about the accident through the O&M interface (in OSS or control element). 

If the restart was not cyclical, the attempt is made to restart the software of restart module 
correctly with an active backup. If restart of the all software modules and blocks was 
successful it is executed the initializing of th e all applications, followed-up – applications 
modules start, of all modules and applications functioning, the synchr onization of signaling 
protocols, further tuning antenna system by successive queries from basic O M module. 
After a timeout the BS and all applications readiness are controlled confirmation of 
readiness. If the BS is not ready, the message "Accident of Start applications" indicates on 
the scoreboard display through O&M interface (i n OSS or control element) and the attempt 
is made to restart the software modules with an active backup. 

When BS is ready full operational command interface is run what allows to continue 
working with BC as a complete part of th e network through signaling protocols and O&M 
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interface, to interact with other network el ements: RNC, BSC, Mobility Management Entity 
(MME) and the control system (OSS) 

Then BS is functioning into test functionality mode. 

After testing timeout BS executes control of the testing end completion. If the test result is 
unsuccessful, then "accident Test BS" is indicated on the scoreboard display through O&M 
interface (or in OSS) and attempt to re-start is made. On successful completion of testing, the 
BS goes into full operation mode. Operational command interface further allows executing 
the BS management via O&M interface with the control system (OSS, the control element or 
the terminal O&M). 

 
Fig. 9. Block diagram of the operation sequence of the base station with the ability to modify 
software 



 
Advances and Applications in Mobile Computing 

��

18

interface, to interact with other network el ements: RNC, BSC, Mobility Management Entity 
(MME) and the control system (OSS) 

Then BS is functioning into test functionality mode. 

After testing timeout BS executes control of the testing end completion. If the test result is 
unsuccessful, then "accident Test BS" is indicated on the scoreboard display through O&M 
interface (or in OSS) and attempt to re-start is made. On successful completion of testing, the 
BS goes into full operation mode. Operational command interface further allows executing 
the BS management via O&M interface with the control system (OSS, the control element or 
the terminal O&M). 

 
Fig. 9. Block diagram of the operation sequence of the base station with the ability to modify 
software 

 
Algorithms of Mobile Network Development Using Software-Defined Radio Technology 

��

19 

The base station receives the following basic commands: 

�x Request for software and configuration backup; 
�x Request for the software modification; 
�x Request for the software reload; 
�x Request for the configuration reload; 
�x Request for the software restart; 
�x Request for initialization of the applications; 
�x Request for BS testing; 
�x Request for the BS initial start; 
�x Request for the BS turning off. 

In addition to these requests BS has to receive and process a lot of other requests, associated 
with applications functioning, the definition of different se ttings, etc. But they are not 
associated with software modification. 

On command of software and configuration backup main O&M module sends a request to 
the functional modules for reading and backup of all software modules, memory modules 
and data blocks, links on blocks and software modules structured DUMP, that includes 3 
files: programs, data and links as well as the configuration file stored in flash memory of the 
main module O&M. After the backup it is executed returning back to operation phase. It 
should be noted that in the phase of Backup BS continues normal operation only with some 
restrictions of O&M functions. 

The commands to modify the software perform: 

�x Correction of the software block; 
�x Update of the function modules or functional element software; 
�x Upgrade of the base station software. 

After upgrading the software of the function Upgr ade the initial start (or restart) all software 
modules and blocks is executed. In two other cases, the software modifying it is executed 
returning to the operation stage. When the software modifying, BS continues normal 
operation only with some restri ctions of O&M functions too. 

2.4 Software modification of the base station with the possibility of the 
reconfiguration 

The process of corrections downloading into the software block should be done in the running 
block, so it may be cause of the unplanned failure of the BS operation and even break it down. 
Therefore, this operation has been carefully checked before performing. This will allow 
making software management very flexible and in some cases to avoid serious loss of traffic 
connected with the Upgrade functions and maintenance costs for software Update. 

2.4.1 Sequence description of corrections loading operations into the base station 
software block  

On the command from OSS, the control element or O&M terminal (0-7) executes direct 
loading of corrections (commands codes) into correction space of the program in processor 
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RAM of the functional module (fig.10).Furt her corrections are activated by setting 
navigation in the correction workspace from the points of corrections installation and 
returning into the next program point from the correction workspace into the software 
workspace. It also set a mark in the links memory of the software block about the block 
correction and its status (active / passive).The variables and constants used by software 
block can be changed directly in the processor RAM of the functional module too. In this 
case, the correction activation will be consisted of only installing the correction marks in the 
software block. 

The unit is executed the functionality test of th e software block with the special tests. If the 
software block is wrong functioning it is exec uted the corrections deactivation and retuning 
the software block into its initial state before corrections with the corrections removal from 
the correctional workspace. 

Further, the commands are send to OSS, the control element or the O&M terminal, with 
indication of downloading correction error into  the software block and then the correction 
function of the software block is completed. If  successful testing of the block with installed 
correction, the correction function of  the software block is completed successfully. 

2.4.2 The sequence description for the Update function of the functional module/BS 
element software 

The Update function of the functional module s or elements software should be executed 
with the ability to transfer all variable data an d parameters associated with the block that is 
modified, into the new modified software module . This function is needed for reducing the 
cost of BS characteristics redefinition after modification. 

On the OSS command the control element or the O&M terminal executes the regional 
processors separation of the functional module. At the same time working (EX) processor 
continues to execute the program of the functional module or the fu nctional element, and 
backup (SB) processor will be used to transfer data into the new module from EX processor. 
Then it is made direct download software of the new module into SB processor. Then the 
table of the functional data transfer is downlo aded into the EX processor. Interface of data 
transferring between the EX and the SB processor is activated. 

Next step is the data transfer of the software blocks of the functional modified module or the 
functional element from the EX processor into  the SB processor. After data transfer is 
executed the software of the modified module in  SB processor is restarted. Then it is made 
checking of the new software correct functionin g of the module. When work is incorrect the 
command is sent to OSS, the control element or O&M terminal, and the function Update 
error of the functional modules or the functi onal element (0-5) is indicated and then the 
software Update function in OSS, the control element or the O&M terminal are ended. 

On the side of the functional module the SB&EX processors are transferred in parallel 
operation with the software of the Update functi on shut downing, and, an actual, loss of the 
modified software in SB processor. 

When new software is executed correct it is made switching the EX&SB processors of the 
functional module with software restart. Then  new software of the functional module or 
functional element begins to work. 
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Further if necessary it is made saving the copy of the modified software from the EX 
processor into the internal flash memory of the functional module. Then EX&SB processors 
are transferred in parallel operation with the successful completion of the software Update 
function. 

2.4.3 Description of operations fo r the software of the base station 
modernization/update 

The update function of base station software should be made with the possibility of the all 
variable data and parameters of all BS software blocks transfer during  the transition to a 
new release of software within a single standard. This function is needed to reduce the cost 
of the BS character is tics redefinition after modification. When replacing the base  station 
software to another standard, data transfer should be not carried out if new software blocks 
are not hereditary. In this case, the preparation of new software applications is executed by 
applications of the radio network scheduler and OSS. Then downloading of the new 
software into the flash memory of the O&M basic module, its activation, reboot of the 
function modules and restart are executed. 

On command from the OSS, when the Upgrade function with a data transfer is used, the 
control element or the O&M terminal downloads the new software into flash memory of the 
main O&M module. At the same time working (EX) processor continues to execute the 
program of the O&M module and backup (SB) pr ocessor will be used to transfer data into 
the new software blocks from the EX processor. The structure universality of the processor 
modules should allow software modification of the all functional modules using only the 
processors of the O&M module. 

Then it is made the new software direct downloading of the all modules into SB processor 
and the BS configuration file loading. After that the tables of functional data transfer of all 
modules into the EX processor are downloaded and the interface of data transferring 
between the EX and SB processors is activated. 

At the next step the data transfer of all software blocks of all functional modules and 
functional elements and the configuration file transfer into the base station new software 
blocks are done. 

After the transfer have already done it is executed the BS software restart in the SB processor 
of the O&M module and checking the correctness of the new software blocks functioning. 
When the functioning is incorrect the command is sent to OSS, the control element or O&M 
terminal, which indicates the software error of the BS function Upgrade and then the 
software of the Upgrade function in OSS, the control element or the O&M terminal 
completes. On the side of the BS O&M module, the EX and SB processors are transferred 
into parallel operation to complete the software  of the Upgrade function and, as a fact, to 
loss of the modified software in SB processor. 

If operation of new software blocks is correct it is executed modified software backup from 
EX processor into flash memory of the O&M modu le with the notes installation to mark the 
BS active software for further BS software restart after the transfer of the Upgrade function 
data will be completed. 
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Fig. 10. The block- diagram of the operations sequence for the BS software modification 

Then EX and SB processors are transferred into parallel function ing and the software data of 
the Upgrade function are transm itted successfully. After the software of Upgrade function 
completion it is executed the software initial start (or restart) of the all modules and blocks. 

There is the block diagram of the operations sequence for software modification which has 
three main modifications functions: 

�x Software blocks correction; 
�x Software Update of the function modules or the functional element; 
�x Software Upgrade of the base station. 
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The block diagram of the operations sequence for software modification is shown on fig. 10. 

2.4.4 The general control scheme of the software modification  

Fig.11 shows the diagram of the software modification control. The software modification 
control is executed with OSS using software named “Software Manager”, which executes:  

 
Fig. 11. The general scheme of the software modification control 

�x The loading and activation of the correction in units of BS software;  
�x Downloading the package for the function “S oftware Update” of a functional module 

or a functional element and execution of the update software function; 
�x Downloading the new release of software for execution of the base station software 

upgrade function.  

The correctness control of the control objects and the whole base station functioning after 
software modernization is made by the manager of the radio network quality control. 

There is proposed to use the radio network scheduler (located on a separate server) for 
computing the all radio network parameters and preparing upgrading packages for each 
network element when the radio access network is upgrading and using the new standards 
or combining the different standards. The scheduler will use the separate database of 
installed radio access network equipment. Prepared by the scheduler packages of BS 
modernization with all settings of the parameters  are loaded in the certain sequence through 
OSS to BS. In this case it can be involved BSC /RNC. The control element or the O&M 
terminal is also used for the local software upgrades on a separate BS. 
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Fig. 12 shows the processor modules of the BS control objects.  The main O&M module is 
represented by two processors working in parallel mode in the normal operation phase, or 
in the mode of the separation for Upgrad e function. This module is executed the 
information interchange with the network via O&M interface, and also controls other BS 
functional modules via control of the local resources. He has flash memory that backup 
copies of the BS software and the software of the O&M module are stored. RAM is also used 
for software loading and for the subsequent software start. 

The each functional element is also represented by two regional processors functioning in 
parallel mode in the normal operation phase or in the mode of separation for Upgrade 
function. The each functional element has its flash memory and RAM. Data exchange with 
the main O&M unit is run using the cont rol interface of the local resources. 

 
Fig. 12. Block diagram of BS control objects with the possibility of reconfiguration 

3. Conclusion 

Thus, it is considered a new concept of development a multi-standard mobile network. It 
includes the architecture of the base station development with the requirements for its 
functional units and the method of reconfigur ation of the radio access network. The method 
of reconfiguration is based on the state graph of the base station functioning, the block 
diagram of an operations sequence of base station functioning, the block diagram of an 
operations sequence of the base station software upgrade, the principle of the software 
modifications control and structural pattern of the BS control objects with the 
reconfiguration ability. This allows to development a radio network that is different from 
existing single standard mobile radio networ ks by the reconfiguration opportunity without 
changing the hardware of the radio access network. It also gives the ability to support many 
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radio standards based on the one universal base station platform with flexible antenna 
systems and using SDR technology. 

The next stage of research will be:  

�x Simulation of the proposed algorithms, 
�x Development of the software updating an d adaptation algorithms for the mobile 

terminals functioning in SDR network, 
�x To propose the recommendations for using of all this algorithms in the mobile SDR- 

network development. 

4. Acknowledgment 

The authors are grateful to Ericsson-Ukraine for sponsorship, which enabled them to 
publish the results of their scientific research in this book. 

5. References 

Tafazolli R.  Technologies for the Wireless Future, volume 2.Wireless World Research 
Forum, (WWRF) / R. Tafazolli. – Oxford: Wiley, 2006. – 520 �� .  

Dillinger B. Software defined radio : architectures, systems, and functions/ B. Dillinger, S. 
Madani. – New York: Wiley, 2003. – 454 p. 

WiMAX Infrastructure Solutions from Texas Instruments [Internet resource] // 
http://www.ti.com/wimax wi Wednesday, 14 October 2009 22: 08:14. 

Globa L. S., Kurdecha V. V., Zingaeva N. A. Using of SDR-solutions in reconfigured mobile 
systems// Scientific and industrial collected articles "Scientific Notes of the 
Ukrainian Research Institute of Communications"  �J  1(17) 2011 �� . //  
http://www.nbuv.gov.ua/portal/n atural/Nzundiz/2011_1/Index.htm 

Kurdecha V. V., Zingaeva N. A  The optimal architecture of reconfigurable base stations 
(RBS) and the requirements for RBS / 21th International Crimean Conference 
"Microwave & Telecommunication Techno logy" (Crimico’2011), Sevastopol, 12-16 
of September 2011: Collected articles of the Conference – Sevastopol: Veber, 2011, 
p. 465 

Accelerating WiMAX System Design with FPGAs  [Internet resource] // 
 http://www.altera.com/literature/wp/wp_wimax Wednesday, 14 October 2009 
Xilinx Solutions for WiMAX/WiBro System Design [Internet resource] //  

http://www.xilinx.com/esp/wireless/bfw a/ieee_802_16.htm Sunday, 18 October  
2009 

National Semiconductors. Software Defined Radio (SDR) Solutions   
http://www.national.c om/en/adc/sdr.html 

�.�H�Y�L�Q���:�����5�X�G�G���D�Q�G���&�K�U�L�V���$�Q�G�H�U�V�R�Q���‡���-�X�Q�H�������������6�R�I�W�Z�D�U�H���'�H�I�L�Q�H�G���5�D�G�L�R����
http://www.computer.org/portal/web/computingnow/archive/june2010 

Bruce F. Cognitive Radio Technology / F.  Bruce. – Boston: Newnes, 2006. – 656 p. 
ETSI TR 102 680 V1.1.1 Reconfigurable Radio Systems (RRS); SDR Reference Architecture for 

Mobile Device // (2009-03). 
ETSI TR 102 681 V1.1.1 Reconfigurable Radio Systems (RRS); Radio Base Station (RBS) 

Software Defined Radio (SDR) status, implementations and costs aspects, including 
future possibiliti es // (2009-06). 



 
Advances and Applications in Mobile Computing 

��

26

ETSI TR 102 683 V1.1.1 Reconfigurable Radio Systems (RRS); Cognitive Pilot Channel (CPC) 
// (2009-09) 

ETSI TR 102 745 V1.1.1 Reconfigurable Radio Systems (RRS); User Requirements for Public 
Safety // (2009-10) 

ETSI TR 102 838 V1.1.1 (2009-10) Reconfigurable Radio Systems (RRS); Summary of 
feasibility studies and potential standardization topics // (2009-10) 



 
Advances and Applications in Mobile Computing 

��

26

ETSI TR 102 683 V1.1.1 Reconfigurable Radio Systems (RRS); Cognitive Pilot Channel (CPC) 
// (2009-09) 

ETSI TR 102 745 V1.1.1 Reconfigurable Radio Systems (RRS); User Requirements for Public 
Safety // (2009-10) 

ETSI TR 102 838 V1.1.1 (2009-10) Reconfigurable Radio Systems (RRS); Summary of 
feasibility studies and potential standardization topics // (2009-10) 

2 

Advanced Energy Efficient Communication 
Techniques for Wireless Ad Hoc and  

Sensor Networks 

Marios I. Poulakis, Athanasios D. Panagopoulos and Philip Constantinou 
National Technical University of Athens 

Greece 

1. Introduction 

Ad hoc and wireless sensor networks (WSNs) have recently attracted growing interest in the 
research and commercial community. Wireless devices are becoming smaller with lots of 
embedded computing capabilities. In addition, mo bile computing, which is the ability to use 
computing capabilities even when being mobile, has also become the focus of very recent 
research efforts.  The use of this ability has been greatly enhanced by wireless networking.  

The key feature of mobile computing technologies is mobility/portability. However, as 
mobile devices are battery limited, energy effi cient communication techniques have become 
of critical importance. Increased data transmission on the wireless interface results in more 
consumed energy, while local data storage and data processing might also incur significant 
energy costs. Consequently, it is very important for the modern wireless networks to reduce 
the energy consumption of the communication part in order to maintain high battery 
autonomy. The energy saving problem in wireless communication networks has attracted 
the interest of the researchers for many years now. Many approaches on various OSI layers 
have been proposed for energy efficiency, from the classical wakeup mode to energy 
efficient routing protocols and applications. Ne vertheless, most of the research efforts are 
focused on the lower layers: Physical and MAC.  

The objective of this chapter is to survey methods for the preservation of this limited 
resource - energy. Firstly, it presents a brief description of a simple energy consumption 
model for wireless communications in order to familiarize the reader with the major energy 
consumption causes. Afterwards, there are introduced two advanced energy efficient 
communication techniques: the opportun istic scheduling and the collaborative 
beamforming. Particularly, according to the first technique, channel fluctuations are 
exploited opportunistically (through time or multi-user diversity) in terms of minimizing 
energy consumption and transmitting in good channel conditions. On the other hand, the 
main idea of collaborative beamforming is grouping nodes to collaboratively send their 
shared data to the same destination in order to increase the cumulative transmission power 
and save energy. The basic principles of each technique are presented together with an 
analytical survey of literat ure's proposed schemes for the purposes energy consumption 
minimization. Finally, their advantages and disadvantages are also discussed.  
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2. Power consumption in wireless communications 

This section makes a brief presentation of the basic energy consumption model for wireless 
communication devices and the typical power consumption values. A wireless device (e.g. 
ad hoc device, sensor node, etc) consumes energy for many operational functions 
(communication, processing, memory, etc). One of the most power expensive functions, 
which is of utmost importance and  intere st for a communications engineer, is data 
exchange, namely data communication. In order to focus on the wireless communication 
part, the total power consumption of a wireless module will be considered as the 
aggregation of the power consumed for communication ( Pcom) and the power consumed for 
other electronic functions (Pelectr) and can be given by: 

 Ptot=Pcom+Pelectr  (1) 

A realistic wireless communication  module (Wang et al., 2006) can be shown in Fig. 1. This 
simplified module consists of a power supply (battery) that provides energy to device's circuits 
(radio circuits and other electronics' circuits). The radio or communication circuits are 
responsible for the communication of the device with the environment and thus for the data 
transmission or reception. They are consisted of the baseband digital circuits, the IF/RF circuits 
(responsible for the frequency conversion, modulation or demodulation, etc.), the RF amplifiers 
(power amplifier-PA for transmission and low noise amplifier-LNA for reception) and finally 
the switch that schedules when the module behaves as a transmitter and when as a receiver. 

 
Fig. 1. A simple structure of wireless communication module 

Since the focus of this chapter is on communication's energy consumption, the first term of 
(1) will be analyzed in the following. More specifically, the communication's power 
consumption consists of the power that is used for transmitting ( PT) and the power for 
receiving (PR), as follows:  

 Pcom= PT + PR (2) 
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Based on the structure of communication module  of Fig. 1 and assuming that the physical 
communication rate is constant, the total power consumption for transmitting and for 
receiving are given respectively by the following expressions: 

 PT (g) = PTB + PTRF + PA(g) = PT0 + PA(g) (3) 

 PR = PRB + PRRF + PL = PR0  (4) 

where PTB / PRB, PTRF / PRRF and PA(g)/ PL are the power consumption consumption in 
baseband circuits, in IF/RF circuits and in amplifiers during transmission and reception 
respectively and g is the channel gain of the wireless link (consists of path losses, shadowing 
and multipath phenomena/fading). The power consumption for receiving ( PR0) is considered 
constant since it is assumed that it does not depend on the transmission range and the link 
conditions. On the contrary, the power consumpt ion for transmitting can be modeled in two 
parts, one constant that doesn't depend on the transmission range and the link conditions (PT0) 
and the power consumed in the power amplifier ( PA(g)) that depends on the transmission 
requirements and the channel of the wireless link. It is interesting to refer some typical values 
of commercial RF modules (Wang et al., 2006). For ultra low power RF transceiver CC1000, we 
have PR0=22.2mW and PT0=15.9mW at 433MHz and for IEEE 802.15.4 compliant and ZigBee 
ready RF transceiver CC2420, we have PR0=59.1mW and PT0=26.5mW at 2.4GHz. 

The RF output power of the tran smitter's amplifier is given by: 

 PTx(g)= �È ·PA(g)  (5) 

where �È is the drain efficiency of the amplifie r (Kazimierczuk, 2008), which depends on its' 
class (e.g. drain efficiency of Class B RF amplifier is ideally 78.5%). Consequently, the total 
power consumption for transm ission can be given by: 

 PT(g)= PT0 + PTx (g)/�È  (6) 

Moreover, in order to achieve the required signal level at the receiver (receiver’s sensitivity) 
(PRxmin) for correct decoding, the transmission power consumption of the communication 
module for single-hop communication and for a given radio environment, is given by:  

 min
0( ) Rx

T T
A P

P g P
g�K

�˜
� ��
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where A can be determined by the characteristics of the transmitting and receiving antennas. 

Finally, considering the inherit multi-hop fu nctionality of wireless ad hoc and sensor 
networks, it is useful to evaluate the power consumption model for a multi-hop network. It is 
assumed that the nodes that participate at the multi-hop transmission can decode and forward 
data having no amplifying capability and in all the hops, nodes have the same antenna 
receiving and transmitting diagrams. Thus, we can obtain the total multi-hop power 
consumption (for n hops) adding up the transmission and reception power of individual hops, 
considering identical received requirements (PRxmin) for each node, as follows: 
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In rest of the chapter, we will focus on the contribution of the communication power 
consumption that was analyzed above and thus we can assume that this part is the 
dominant part comparing to the power consum ption at the other electronics. In some 
specific applications that are using for example great processing power (e.g. video 
monitoring), the power consumption of the othe r electronics has major contribution but this 
is out of the scope of this chapter.    

3. Energy efficient communication techniques 

This section focuses on infrastructureless wireless ad hoc and sensor networks and it will 
extensively present some advanced energy efficient communication techniques. The concept of 
energy efficiency communi cations has been created by the attempts of engineers to optimize 
the communication’s energy consumption. The general minimization problem (Cheng et al., 
2011) that can be considered in energy efficient communications, is the following: 

 
�^ �`min 

s.t.   or

        
receiver

Energy Consumption

Rate SNR constraint

Delay constraint

 (9) 

where SNRreceiver is the signal to noise ratio at the receiver. In most cases, energy 
consumption is translated in the energy consumed for the transmission of a single bit. 
Considering the Shannon’s theorem, the transmitted power for a AWGN channel can be 
given by: 
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where R is the channel capacity, W is the channel bandwidth, g is the channel gain and N is 
the noise power. Thus, in order to derive the transmitted energy per bit (in J/bit), the 
transmitted power must be multiplied by  the transmission time of one bit (1/R) and it is 
expressed as follows:  
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In the rest of this section, there will be discussed two energy efficient techniques 
highlighting their advantages and their critical issues. The first one is opportunistic 
scheduling communications, while the second one is the emerging collaborative 
beamforming technique. Both techniques can be employed for efficient energy usage of the 
battery-limited wireless devices with great result s. The basic principles of these techniques 
will be analyzed and an analytical survey of the methods that have been proposed in the 
literature will be presented. 

Finally, we note that in order to evaluate an energy efficient technique, a useful metric is the 
energy efficiency (�Æ) that can be described as the percentage of energy consumption gain, 
comparing the energy consumption with the presence (EC,W/-) of the corresponding 
technique and its absence (EC,W/O) and can be expressed by:   
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3.1 Opportunistic scheduling 

In wireless networks, the random fading enviro nment varies channel conditions with time 
and from user to user. Although, channel fluctuat ions are traditionally treated as a source of 
unreliability, according to recent researches they can be opportunistically exploited  when 
and where the channel is strong, by scheduling data transmissions. Opportunistic 
scheduling (Zhang et al., 2007; Gulpinar et al., 2011) commonly referred to opportunistically 
transmitting (more) data when the channel between the sender (e.g. user) and receiver (e.g. 
base station - BS) is in a “good” state and no (or less) data when the channel is in a “bad” 
state. This technique increases system throughput and reduces the total energy 
consumption.  

More specifically, there are two main categori es of opportunistic tr ansmission scheduling. 
The first one exploits the time diversity of an individual link by adap ting the transmissions 
to the time-varying channel conditions. In othe r words the sender transmits at higher rates 
or just transmits when the channel conditions ar e better, while he transmits at lower rates or 
postpones transmission when the channel conditions are worse (see Fig. 2). The second one 
exploits the multi-user diversity, which jointl y exploits the time and spatial inhomogeneity 
of channels to schedule transmissions. In a multi-user network, like the one depicted in Fig. 
3, a BS may receives data originated from multiple users. Scheduling their transmissions 
and selecting instantaneously an “on-peak” user  with the best channel condition improves 
system performance. 

 
Fig. 2. Time diversity 
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Fig. 3. Multi-user diversity 

The basic assumption of opportunistic scheduling is the knowledge of channel state 
information (CSI). Through a feedback channel, the transmission scheduler learns perfectly 
the state of the channel between each sender and each receiver at the beginning of every 
time slot. Its' scheduling decisions are usually based on all past and current states of the 
channel, but none of the future channel conditio ns. This is commonly referred to as causal or 
full CSI. This can be also referred as online scheduling to differentiate from the technique 
where the scheduler learns all future channel states at the beginning of the time horizon and 
can be called offline or non-causal scheduling. Nevertheless, the full CSI is an ideal 
assumption and in many practical cases cannot be implemented. Thus, many researchers 
use the partial CSI, a more realistic assumption where the various imperfections on CSI 
acquisition are explicitly taken into account.   

3.1.1 Time diversity scheduling 

This subsection presents how the time diversity provides energy efficiency. In order to 
formulate the energy efficient time diversit y scheduling, there are two main approaches. 
Based on the relation of energy consumption in (11) with the channel gain and the rate 
(channel capacity), which can be depicted in Fig. 4 through a set of curves, one can reduce 
energy consumption simply if he schedules data transmissions when the channel condition 
exceeds a specific channel gain threshold or if he adapts transmission rates depending on 
current channel condition. In the following, we  briefly discuss research efforts on energy 
efficient time diversity scheduling.   
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Based on the relation of energy consumption in (11) with the channel gain and the rate 
(channel capacity), which can be depicted in Fig. 4 through a set of curves, one can reduce 
energy consumption simply if he schedules data transmissions when the channel condition 
exceeds a specific channel gain threshold or if he adapts transmission rates depending on 
current channel condition. In the following, we  briefly discuss research efforts on energy 
efficient time diversity scheduling.   
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Fig. 4. Set of energy consumption-channel gain curves for different rates 

A distributed cooperative rate adaptation scheme in order to achieve energy efficiency in 
wireless ad hoc networks by exploiting time diversity in opportunis tic transmission, is 
proposed in (Zhang et al., 2007). Since it is hard to optimize the overall system performance 
without cooperation among nodes, the authors in (Zhang et al., 2007) prompt the “cooperative 
and opportunistic transmission” concept in fa ding environments. More specifically, the 
proposed scheme consists of information exchange and rate selection which can be fulfilled 
through node cooperation. Each node obtains relevant information on all the links in its 
maximum interference range by information exchange. This information includes the required 
channel time for satisfying the traffic requir ements and the corresponding power consumption 
under all possible rates on the link. After that , all nodes calculate the most energy-efficient 
setting of rates for all the links in their interf erence range, using a rate selection algorithm. 
Then, each node consults the neighboring nodes about the feasibility (the probability that 
quality of service-QoS requirements can be fulfilled) of this new rate setting. The above 
procedure is repeated until it converges and the rate become feasible. Finally, the rate setting is 
changed and it can reduce energy consumption. This rate-adaptive power minimization 
problem is NP-complete and thus the authors decompose the problem into sub-problems for 
each node and seek a heuristic solution for the rate selection algorithm. 

In (Phan & Kim, 2007), the authors propose an energy-efficient scheme for WSNs over fading 
wireless channels. The proposed scheme takes an opportunistic approach  where transmissions 
are initiated whenever it is possible and only un der good channel conditions.  In particular, it 
uses the combination of two parts of MAC protoc ol, a binary decision based transmission and 
a channel-aware backoff adjustment. The binary decision based transmission scheme 
determines when to initiate transmission according to the current channel conditions. 
Particularly, transmission  starts only when the channel quality exceeds a specified threshold. 
This technique avoids whenever possible the unsuccessful transmissions causing a waste of 
energy. The optimal threshold for successful transmission obtained using the Markov decision 
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process formulation and computed with dynamic programming techniques. Furthermore, the 
channel-aware backoff adjustment algorithm favors the sensor nodes that have better channel 
conditions. A smaller contention window is a ssigned to those nodes in order to access the 
channel faster, while a relatively  larger one is given for the opposite cases. For simulation 
purposes, these transmission algorithms are used in the IEEE 802.11 distributed coordination 
function standard with some necessary modifica tions and the results show that the proposed 
scheme improves the energy efficiency up to 70% compared with the plain IEEE 802.11, while 
the throughput results are comparable. 

The authors in (Chakraborty et  al., 2006) introduce an energy minimization scheme that 
schedules transmission by exploiting the movement history of wireless mobile nodes. 
According to this scheme, the communication may be postponed until a tolerable delay, so 
as to come across with smaller path loss values. Particularly, in order to save energy in 
wireless communication, they take advantage of the fact that the reduction in physical 
distance between two communicating no des often leads to reduction in energy 
consumption. In the single hop communication  case, this is obvious since transmission 
power is proportional to the square of the distance (under line of sight-LoS condition) 
between communicating nodes. Nevertheless, in the multi-hop case, the decrease in physical 
distance doesn't always imply decrease in network distance. There are some other important 
factors like the network's state and density of the nodes in the network. However, the 
lengths of the individual hops are expected to be smaller and in a not very sparse network, 
reduction in physical distance between tw o nodes it is likely to save energy.  

More specifically, this work considers the prob lem of predicting when two nodes will move 
closer to each other. If it is predicted that a mobile node will move closer to the target, 
communication can be postponed until the futu re time subject to an application imposed 
deadline. Once a node decides to postpone the communication, the next problem is to 
decide when to communicate within an allowable delay. This problem is analogous to the 
well known secretary problem in common optimal stopping theory (Ferguson, 2006). 
Secretary problem is a selection problem in which one must make an irrevocable choice 
from a number of applicants, whose values are revealed only sequentially. The solution of 
that problem is called the “37% rule”. According to this rule, the first 37% of the candidates 
are just evaluated, but not accepted. Then, the candidate whose relative rank is the first 
among the candidates seen so far is chosen. Based on that, the authors proposed an optimal 
policy that consists of a simple and efficient heuristic, the least distance (LD). They assume 
that have already seen the first 37% or more of the candidates as the location history and so 
the node communicates at the first chance when its distance of the target is less than or 
equal to the least seen so far. Therefore, in each timeslot the node checks if current distance 
is less than the minimum so far until the delay threshold in order to schedule transmissions. 

Low-complexity and near-optimal policies for delay-constrained scheduling problem for point 
to point communication is considered in (Lee & Jindal, 2009). This work studies the considers 
the problem of transmitting B bits over T time slots, where the channel fades independently 
from slot to slot. The transmission scheduler determines how many bits to transmit depending 
on the current channel quality and the number of unserved bi ts remaining. The proposed 
scheme gives insight into the optimal balance between opportunism (channel-awareness) and 
deadline-awareness in a delay-limited setting and it can be used to model deterministic traffic 
in multimedia transmi ssion when there are hard deadlines.   
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Especially, the proposed scheduler determines the number of bits to serve at each time slot, 
so as to minimize the expected energy and serve all the bits until the deadline T. It takes into 
account a combination of parameters:  the remaining bits, the number of remaining slots, the 
current channel state, and a threshold channel level. If the current channel quality is equal to 
the threshold, then a fraction of the remaining bits are transmitted. If the channel quality is 
better or worse than the threshold then additional or fewer bits are transmitted. 
Consequently, the scheduler behaves very opportunistically when the current time slot is far 
away from the deadline and less opportunistically as the deadline approaches. The 
optimization problem can be formulated sequentially via dynamic programming. Due to the 
difficulty to obtain an analytical form of the optimal scheduler the authors make some 
relaxations and propose suboptimal algorithms. Additionally, the author s consider the case 
when the number of bits to tran smit is small. In that case, the transmission of the entire 
packet at once may be wanted due to the potential overhead of multiple slot transmission. 

Finally, considering that opportunistic sche duling asks for channel awareness, another 
important issue that must not be ignored is the cost of channel state acquisition. The authors 
in (Li & Neely, 2010) consider scheduling algorithms for energy and throughput optimality.  
They take into account a more realistic assumption that channel acquisition incurs power 
overhead and they propose a channel acquisition algorithm that dynamically acquires 
channel states to stabilize a wireless downlink. Due to the fact that it may be adequate and 
more energy efficient to transmit data with no CSI in low traffic rate cases, the authors 
propose a dynamic scheduling algorithm, which accomplishes data transmission with or 
without CSI, using queue backlog and channel statistics. Simulations verify that the 
algorithm efficiently adapts between channel-aware and channel-blind modes for various 
system parameters, including different values of channel probing power, different 
transmission power and different data rates.  

3.1.2 Multi-user diversity scheduling 

Due to the presence of many users, with independent fades,  in wireless communication 
networks, there is a high probability that one (or some) of the users will have good channel(s) 
at any one time. By allowing only that user(s ) to transmit, the shared channel is used most 
efficiently and the total system efficiency is ma ximized. The greater the number of users, the 
better tends to be the good channel(s), and the multi-user diversity gain is greater. Similarly 
with the observations about time diversity sche duling presented above, the main approaches 
that can formulate energy efficient multi-user diversity are inspired from the nature of energy 
consumption’s function in (11). Fig. 5 shows the set of energy consumption-rate curves for 
different instantaneous channel gain representing the channel conditions of different users that 
aims at communication with the same node.  Consequently, one approach in order to reduce 
energy consumption falls to the selection of the best user or the group of best users that will 
become active users (representatives), in terms of channel condition and they will be 
scheduled to data transmission considering some specified constraints (e.g. rate constraints). 
The critical issue here is the strategy that specifies the active users, which may be for example a 
threshold policy as in time diversity schedulin g. Moreover, a multi-user diversity scheduler 
should guarantee fairness among the users’ communication and not sacrifice it in order to 
result more system efficiency. The rest of this subsection presents research publications and 
proposed approaches on this energy efficient technique.   
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Fig. 5. Set of energy consumption-rate curves for different users (channel gains) 

In (Bhorkar et al., 2006), the authors discuss energy optimal opportunistic control strategies 
for a multi-user TDMA (time division multiple access) network subject to minimum rate 
constraints. Particularly, they consider a mu lti-user TDMA system where base station has 
the role of centralized scheduler. It is assumed that time is divided into slots of equal 
duration, the channel is suffering  from slow fading and the scheduler has perfect CSI for all 
wireless links. Moreover, the scheduler determines at any given timeslot the unique user 
who can transmit and its transmission power co nsidering a specific rate constraint. Their 
method is to opportunistically schedule the us er with the best channel condition such that 
rate is guaranteed and temporal fairness are achieved and average transmission power is 
minimized.  

The authors propose a joint minimization proble m of average transmission power subject to 
average rate constraints. Using Lagrangian method and a stochastic approximation based 
online algorithm to estimate the necessary parameters, they obtain the optimal policy that 
selects which user to transmit and with what po wer. Despite the energy efficiency that can be 
achieved through multi-diversity opportunistic scheduling, an issu e that must always be taken 
under consideration is fairness among users. Thus, an additional long term fairness constraint 
with time average fraction of slots allocated to each user is considered. This constraint 
guarantees average proportional time share and specifically that each user has average access 
to certain number of time slots. Since considering only long term fa irness has problems in 
some case, the authors also discuss a short term fair scheduler and devise a heuristic based 
algorithm. Their results show that as expected due to multi-user diversity when the number of 
users increases, the gain obtained from the proposed power scheme increases.  

The work in (Hwang et al., 2009) proposes a method that reduces transmission power 
consumption of carrier-sense multiple-access (CSMA) based wireless local area networks 
(WLANs) by utilizing multi-user diversity and power control. According to this scheme, a 
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terminal sends a packet at a slot if the terminal’s SNR is above a specified threshold 
associated with the slot. Multi-user divers ity is attained by using the opportunistic p -
persistent CSMA (OpCSMA) scheme. In a simple pCSMA system, each user accesses the 
wireless medium with probability p , independently from the va lue of the corresponding 
SNR. On the contrary, in the OpCSMA system, each user maintains the same access 
probability by using a specific random variable defined by the corresponding SNR, 
exploiting the multi-user diversity. In particul ar, a user accesses the channel only if its SNR 
exceeds a predetermined threshold given by a specific formula (related with the inverse cdf  
of SNR) during the specific slot. This threshold’s values decrease as time advances and thus 
this method makes the user with the largest SNR access the shared medium earlier than the 
others and transmit with less power. 

In order to evaluate power efficiency, the authors use the expected sum-power metric, 
which is the expectation of the sum of transmitted power per packet of all users and 
represents the aggregate power consumption of an entire random-access network. Thus, the 
expected sum-power depends on the power control policy and the numb er of transmitting 
users per transmission opportunity. So as to reduce the expected sum power, this work 
combines the truncated channel inversion power control method with O pCSMA, applying 
the described threshold policy. The authors consider the infinite-user model and the 
simulation results show that the proposed scheme saves substantial energy compared to the 
conventional pCSMA, while maintaining the same thro ughput. Also, the proposed scheme 
was tested in an IEEE 802.11 WLAN and the results shown significant power saving as well 
as long-term fairness. Finally, the authors discuss some possible problems of the proposed 
scheme, like short-term fairness problems that may cause a large delay jitter (something 
undesirable for real-time applications). Addition ally, they note that the transmission power 
control may hamper the operation of CSMA because it can deteriorate the hidden-node 
problem.  After these problems are solved, the OpCSMA should be a highly effective 
protocol for wireless networks. 

An opportunistic transmission scheme for the type-based multiple access system, which 
selects a set of sensors to transmit in order to provide energy efficiency  is proposed in (Jeon 
et al., 2010). The discussed problem considers an unknown target to be detected and sensors 
that have statistically and temporally indepe ndent and identically distributed observations 
on this target and transmit them  to a fusion center. The authors’ goal is to minimize average 
power consumed by the sensors in order to achieve a detection error performance 
constraint. Thus, they propose a channel-aware opportunistic type-based multiple access 
scheme over a fading channel, exploiting the multi-user diversity for large WSNs for better 
energy efficiency, where all sensors do not need to be activated. Due to the multi-user 
diversity in WSNs, the authors allow the sensor s experiencing higher channel gains than a 
given threshold (broadcasted by the fusion center) to participate in type-based multiple 
access and transmit data at their controlled power levels in a time-division duplexing 
manner. This set of sensor nodes (activated sensors) requires smaller amount of total energy 
consumed for reporting their observations reliabl y to the fusion center, and thus the lifetime 
of WSNs can be prolonged.  

In particular, the authors formulate an opti mization problem to minimize the average 
power consumed by the activated sensors while satisfying a gi ven detection error 
performance. To solve this problem they first determine a power control policy to 
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maximize an error exponent of the detection error performance and find a threshold to 
minimize the average power consumed by the activated sensors. The evaluations of the 
proposed scheme show that smaller number of sensors and reduced total energy are 
required, for the same detection performance in the low SNR regime, comparing with a 
random selection scheme, where nodes are activated regardless of their communication 
channel qualities.  

Finally, the work in (Yoon et al., 2011) discusses another very important issue that arises 
when a scheme exploits multi-user diversit y, the fundamental tradeoff between energy 
saving and throughput. Specific ally, the performance gain from the multi-user diversity and 
the energy consumption for the channel feedback should be balanced. Thus, the authors 
propose an energy-efficient opportunistic scheduling scheme that goals to improve energy 
efficiency under the constraint of fair resource  allocation by controlling the number of users 
that feedback their channel conditions to a BS. This can be achieved by combining 
opportunistic scheduling with energy- efficient sleep/awake scheduling. 

In particular, this work considers a time-slotted system with a single frequency downlink 
channel that is consisted of N low mobile users and a single BS. At each time slot, the BS 
broadcasts a pilot signal and then n out of N users respond of their received SNRs to the BS. 
The users that report their channel statuses are referred as non-sleeping, and the others as 
sleeping. Then the BS chooses a single user (active user), to transmit/receive at this time 
slot. The other non-sleeping users are idle and deactivate their transceivers so as to save 
energy, similar with the sleepin g users. In order to formulat e the optimization problem, the 
authors consider the energy efficiency in bits per energy unit , given by the ratio of the 
expected throughput to expected energy consumption for a given set of non-sleeping users. 
Their objective is to maximize the average efficiency under the constraint of fair resource 
allocation which expressed as the time average of active users.  

The authors first consider a network where each user has an identical mean SNR.  Then, 
they express the energy efficiency in relation with the non-sleeping users and the initial 
problem simply becomes finding an optimal nu mber of non-sleeping users that maximizes 
average efficiency.  This is a quasi-convex integer problem that can be solved through the 
method of integer constraint relaxation on no n-sleeping users. After that, they consider a 
more general network where users could have different channel statistics (different mean 
SNRs). Since it is hard to obtain an optimal solution due to complexi ty, there are proposed 
two heuristic approximations of the considered  problem: one that uses the average mean 
SNR and another that classifies users into several groups according to similar mean SNRs. 
The performance of energy-efficient opportunisti c scheduling scheme shows that it enables 
the network lifetime to be prolonged significantl y at the cost of a slight degradation in the 
system throughput.  

3.2 Collaborative beamforming 

This subsection discusses the concept of collaborative beamforming in order to improve the 
energy efficiency and the transmission range of wireless networks. Specifically, the basic 
principles of collaborative beamforming are pres ented in the following, together with a brief 
analysis on the research efforts and the energy performance of this technique. Moreover, the 
critical issues of this technique are considered. 
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3.2.1 Principles of collaborative beamforming 

Beamforming is a technique that can handle the problem of signal fluctuations at the 
receiver caused by several phenomena such as path loss, shadowing, and multipath fading. 
It is used for directional signal transmission or reception and it relies on the artificially 
creation of multipath fading by equipping th e transmitter with mult iple antennas and by 
sending the same signal from each antenna. Nevertheless, battery-limited devices in 
wireless ad hoc and sensor networks are likely to be equipped with a single antenna and so 
they cannot use beamforming. A solution to this problem is nearby users to cooperate with 
each other such that by sharing their transmission data and then synchronously transmit the 
compound data to the destination receiver. In essence, a set of distributed wireless nodes 
organize themselves as a virtual antenna array (see Fig. 6) and produce a desired beam 
pattern. Such beamforming is often referred to as a collaborative (or distributed) 
beamforming, because all the nodes that are grouped together collaboratively send their 
shared messages to the same destination (Ochiai et al., 2005; Ochiai & Imai, 2009). The term 
distributed beamforming is frequently used in the general case of wireless networks and the 
term collaborative beamforming is more usually used in WSNs. Nevertheless, there are 
some main technical challenges when implementing collaborative beamforming. The most 
important are the feasibility of precise phase synchronization between the collaborative 
nodes in order to produce the optimal output , the accurate channel estimation and the 
efficient sharing of messages among the nodes. 

 
Fig. 6. Collaborative beamforming example in a WSN 

Collaborative beamforming may be adopted in modern wireless ad hoc and sensor 
networks for the reasons below (Feng et al., 2009):  

1. The black-out spots in the networks are mini mized, which means that the transmission 
energy of the individual nodes is balanced and saved over multiple transmitters. This 
prevents some of the nodes from draining of energy much faster than the others (for 
example near sink nodes in WSNs).  

2. It allows the signals to travel farther and reach a receiver too far for an individual 
transmitter (beyond its' range).  

3. Data security is substantially improved. Be amforming reduces or completely eliminates 
signals to undesired directions.  
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Collaborative beamforming can be achieved by manipulating the initial phase of 
synchronized transmitting signals with identical message. Thus, all the nodes must be phase 
synchronized. This can be achieved by appropriately setting the initial phase of the 
transmitting signal of each user. Two possible scenarios can be used (Ochiai et al., 2005): 
closed-loop and open-loop scenario. In the first one, each node independently synchronizes 
itself to a beacon sent from the destination node adjusting its initial phase. Hence, the beam 
is formed in the direction of arrival of th e beacon. In contrast, the open-loop scenario 
considers that all nodes within a group or a cl uster acquire their relative locations from a 
beacon of a nearby reference point, the master node or the cluster head. In this case, the 
beam is steered toward an arbitrary direction.  

In most of the literature’s schemes that consider collaborative beamforming, there are made 
some identical assumptions. At first, each sensor node is equipped with an ideal isotropic 
antenna. Moreover, all nodes transmit with iden tical energies, and the path losses of all nodes 
are also identical with the absence of signal reflection and scattering. Also, all nodes are 
sufficiently separated such that mutual coupling effects are negligible and they are perfectly 
synchronized. The above are some general assumptions that are not always strictly followed. 

Furthermore, a very important issue is the effects of the locations of distributed collaborative 
nodes in the derived beam pattern, which is di scussed in (Ochiai et al., 2005; Ochiai & Imai, 
2009). The authors consider many location distributions, but the most reasonable when 
someone deal with wireless ad hoc sensor networks, is that distributed antenna nodes are 
located randomly by nature. Therefore, the beam patterns of these random arrays are 
determined by particular realizations of randomly chosen node locations. As it is shown, if the 
sensors are randomly distributed and fully sync hronized, the resulting beam pattern formed 
by these sensors has a nice sharp mainlobe and low sidelobes, with high probability. 

3.2.2 Energy efficiency through collaborative beamforming  

Collaborative beamforming  is a signal transmission technique that can prolong the lifetime of 
a wireless network. Improving dire ctivity of transmitted signals in  order to be stronger at the 
receiver, it can save transmission energy. Each transmitter can individually save energy using 
lower power, since the energy consumption is spread over multip le transmitters. Particularly, 
if N distributed nodes are considered that transmit the same signal, each at power P, all 
transmissions add up coherently at the destination. As a result, the power of the received 
signal at the destination is proportional to N2P. Thus, this technique leads to a N2 gain at the 
received SNR, with only a N factor increment in total transmit power. Alternatively, we can 
say that the transmission range can be increased by N times farther and each node can reduce 
its transmit power to P/ N, gaining a factor of N in power efficiency. Consequently, 
collaborative beamforming can achieve high energy efficiency. 

Specifically, consider N distributed nodes, let Esingle be the energy that a single node needs to 
transmit one bit to the destination and D be the amount of the data to be transmitted. In order 
to achieve efficiency, the transmitters have to coordinate their phases with high accuracy. 
Since, this is not always absolutely possible (allowing some tolerance in phase differences), 
collaborative beamforming is characterized of an efficiency (e) factor that is defined as the ratio 
of achieved signal strength and the highest possible signal strength. Consequently, using 
collaborative beamforming, each transmitter needs to only use Esingle/(N·e) energy for sending 
one bit and that leads to the energy saving Esaving for each transmitter.  
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Moreover, collaborative beamforming can be divided into two stages: preparation and 
operation. At the pre-beamforming preparatio n stage all the necessary functionalities of 
synchronization and data sharing are taking place. During the operation stage all the 
collaborative nodes transmit their data simultan eously to the same destination. In order to 
formulate the total energy profit of collaborat ive beamforming, one must take into account 
the additional energy consumed by the data sharing and synchronization procedures that is 
referred as energy overhead Eoverhead. Considering the above, the total energy profit for each 
node using collaborative beamforming is given by:  

 s
1

1total saving overhead ingle overheadE E E E D E
N e

� § � ·
�  � � �  � ˜ � ˜ � � � �� ¨ � ¸�˜� © � ¹

 (13) 

Fig. 7 represents how the number of collaborative nodes affects energy saving of each node. 
Regarding the Eoverhead, it depends on many technological constraints and cannot be simply 
represented.  

 
Fig. 7. Energy saving of each node using collaborative beamforming. 

Several studies can be found in the literature that tackle the problem of collaborative 
beamforming and particularly the utilization of th is technique in terms of reducing the energy 
consumption in a wireless networks. This techni que is widely considered for WSNs, but the 
principles are the same for all the wireless network technologies. The rest of this subsection 
aims at quoting the most representative proposed techniques that deal with this problem.   

The authors in (Feng et al., 2009) investigate the energy gain attained by using collaborative 
beamforming based on two critical factors, th e number of collaborative nodes and the total 
size of data needed to transmit. In particular , in order to achieve beamforming's efficiency, 
all phases among the participating nodes must be proper coordinated with high accuracy. 
This requires communication among the nodes and consumes energy. Accuracy is measured 
by the wireless carrier’s frequency and for example a �Ñ/6 accuracy of a 900 MHz carrier 
implies that the transm itters’ clocks must be synchronized within 0.1 ns with a maximum 
location error of 2.8 cm. This phase synchronization can be achieved using an iterative 
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algorithm for communication among nodes. Ideally, the phase difference must be zero for 
waves arriving at the destination to achieve 100% efficiency (e) and the algorithm converges 
in several iterations something that increases the energy consumption for synchronization.  

A tradeoff among efficiency and maximum ph ase difference is proposed in this work. 
Particularly, if the tran smitters are allowed to have phase differences, the efficiency may be 
lower but convergence will be faster. For example, at a maximum phase difference �Ñ/6 the 
efficiency is 95%, while at �Ñ/3 is almost 70%. Consequently, by relaxing the convergence 
requirement, the transmitters can determine their phases faster and save energy in pre-
beamforming preparation. Even for phase diffe rences greater than zero, collaborative 
beamforming can still increase the received signal strength.  

Moreover, in order the beamforming technique to save energy, the total profit of (13) must 
be greater than zero. These leads the authors to determine the minimum size of data Dmin to 
be transmitted in order to balance the preparation overhead when the total number of nodes 
is given, as follows: 
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The simulation results verify that for a fixe d number of transmitter s, higher efficiency 
requires more iteration in pre-beamforming pre paration and a larger minimum size of data 
to compensate this energy overhead.  

Considering that for better performance, the no des with small phase differences are always 
used, these nodes will exhaust their energy much faster than the others. This may cause 
coverage holes in WSNs, which referred to areas that are not monitored because the 
corresponding sensors run out of energy. To avoid this, a scheduling scheme that selects the 
transmitters in each round is necessary in order to balance the remaining energy over the 
entire network. A scheduling algorithm for nodes participating in collaborative 
beamforming is proposed in (Feng et al., 2010a). This algorithm is called energy and phase 
(EP) and selects the transmitters in each round in order to prolong network lifetime. Three 
rules are used in order to impl ement this selection: the remaining energy in all nodes need 
to be balanced, the signal gain at the receiver need to exceed a minimum level and the 
amount of data transmitted  need to be maximized. 

Especially, to prevent the nodes with low rema ining energy from being energy-exhausted, the 
nodes with higher remaining energy should be  selected first. Also, since smaller phase 
differences provide larger beamforming gain, th e proposed scheduler selects nodes by giving 
higher priorities to smaller phase differences relative to a reference phase at the receiver. Thus, 
for each round, the authors sort and select nodes one by one based on their priorities (a specific 
product considering remaining energy and phase difference), to minimize wasted energy. 
After one node is selected, the signal gain at the receiver is computed. If it is greater or equal 
than the minimum required, the currently selec ted nodes are assigned to transmit for this 
round. This transmission schedule can be computed offline and broadcasted to all nodes. 
Finally, it can achieve 60% more beamforming transmissions than a phase partition algorithm, 
which divides transmitters into several groups based on their phases without considering the 
remaining energy in each node and the signal strength at the receiver. 
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In (Feng et al., 2010b), the authors discuss how data sharing affects the network lifetime and 
collaborative beamforming's energy performanc e. Data sharing is necessary, since the 
information collected by nodes at different locations may not be the same. It requires 
communication among collaborative nodes, which consumes energy and shortens the 
lifetime of the network. Consequently, this en ergy abates the energy saved by beamforming. 
This work proposes a procedure for data sharing and examines the energy that consumes. 
Specifically, the considered nodes are divides into groups and each collaborative 
beamforming transmission is assigned to one group at a time. The groups transmit to the 
base station in turns using TDMA. Also, node s are assumed to be synchronized. There are 
four types of nodes in each round of sensing and transmission: beamforming transmitters, a 
master node, sensing nodes, and the other nodes that don't belong to the previous 
categories. Among all transmitter s in each group, the one with the highest remaining energy 
considered as the master node. He gathers the data from all sensing nodes, aggregates and 
compresses them and finally multicasts the result data to the other transmitters. The 
simulation results show that collaborative beam forming is energy-effici ent, when the sensor 
nodes are deployed far away (d=50 km) from the base station comparing with the 
deployment area (�Ò=0.1 km) and the energy consumption of data sharing negligibly affects 
the network’s lifetime. Thus, the energy consumed on long distance transmissions 
dominates compared with the energy consumed on data sharing. 

In addition, the authors in  (Luskey et al., 2006) also discuss the energy saving of utilizing 
collaborative beamforming over the transmission  of a single sensor node accounting the 
additional total overhead that comes for its implementation. According to this work, the 
total network's overhead is related with the nu mber of nodes that participate in procedure 
and it can be further analyzed in the following terms: 

�x Esynch: the energy consumed in synchronizing, 
�x Epos: the energy consumed in calculating of each node's precise position,  
�x Edistr: the energy consumed in distributi ng of the data to all nodes,  
�x Epre: the energy consumed in communication operations prior to collaborative 

transmission such as modulation, mixing, filtering and  
�x Edigit: the energy consumed in performing all calculations associated with 

synchronization and beamforming (e xcept the position estimation). 

Consequently, the overall energy balance depends on how the energy saving and energy 
overhead scale with network size. This implies that the overhead energy is a critical issue 
due to the demand of positive energy profit that is still open and depends on the considered 
implementation sch eme of collaborative beamforming. 

Furthermore, a modern mathematical formulation of the problem under consideration can 
be presented using game theory in order to control the power consumption of wireless 
devices (Betz & Poor, 2008). According to this work, cooperating nodes form clusters to 
retransmit local data to faraway destinations. Mu ltiple clusters are transmitting at the same 
frequency and at the same time. A non-cooperative game is considered, where the clusters 
are considered as players and each cluster chooses its average transmit power in order to 
selfishly optimize its utility function that is expressed as the ratio of the throughput to 
transmit power. Thus, this work combines the cooperative technique of collaborative 
beamforming with a non-cooperative game. In general, cooperative approaches can achieve 
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better results, but they usually introduce great cost for centralized control in large networks. 
The proposed game has a Nash equilibrium, which is unique. Moreover, the utility at the 
Nash equilibrium has been shown numerically to be significantly higher than if all nodes 
transmit at maximal aver age transmit power.  

Finally, the authors in (Pun  et al., 2009) propose an energy-efficient opportunistic 
collaborative beamforming scheme for ad hoc sensor networks that suffer from Rayleigh 
fading. This scheme is a fusion of collaborative beamforming and opportunistic node 
selection. In contrast to conventional collaborative beamforming schemes where each relay 
node uses accurate CSI to compensate its channel phase and carrier offset, in the proposed 
scheme the collaborative nodes are selected by the destination and do not perform any 
phase compensation. The authors note that the proposed scheme differs from opportunistic 
beamforming schemes, which consider the data transmission scheduling from a given 
source to the optimum destination exploiting multi-user diversity.   

Considering the opportunistic collaborative beamforming model, the destination node 
broadcasts a node selection vector to the available nodes in order to opportunistically select 
a subset of them. Since the selection vector only indicates which relay nodes will participate 
in the collaborative beamforming and does not convey any CSI, only 1-bit of feedback is 
required per node. Thus, the total transmitted feedback from the destination is a single K-bit 
vector. Also, the nodes do not need to adjust their phases prior to or  during transmission. 
The important issue in this scheme is the computation of the selection vector. In particular, 
this vector is calculated by the destination, aiming at maximizing the power gain of the 
collaborative beamformer. However, these calculations are exponentially complex in the 
number of available nodes and the authors propose three low-complexity sub-optimal node 
selection rules (the sector-based, the iterative greedy, and the iterative pruning) that provide 
near-optimum beamforming. Theo retical analysis shows that the received signal power at 
the destination scales linearly with the number  of available nodes under a fixed total power 
constraint, similar with the ideal collaborative beamforming.  

4. Conclusion 

This chapter studied the state of the art techniques employing energy efficiency in wireless 
ad hoc and sensor networks. Due to the battery powered nodes of these networks, the 
efficient use of the limited en ergy resources is necessary in order to prolong networks’ 
lifetime. In the first section, there was a  short description of the basic principles of 
communications’ power consumption in wireless systems and afterwards a survey of two 
advanced techniques that provides energy efficiency was presented. The first technique was 
opportunistic scheduling, which exploits the random channel fluctuations of wireless 
networks that are traditionally viewed as a source of unreliability. Due to these channel 
variations, there is provided the opportunity to  schedule data transmissions by choosing the 
best time (time diversity) or the best user (multi-user diversity) in terms of channel 
conditions. Data transmission in good channel conditions can save energy. Moreover, the 
second technique was collaborative beamforming, which uses a set of collaborative nodes 
that act as a virtual antenna array and form a beam to cooperatively transmit a common 
signal. Each node can use lower transmission power and save energy, since the energy 
consumption is spread over multiple tr ansmitters. 
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The opportunistic and collaborative techniques, which are mostly designed in Physical and 
MAC layer, can be seen as the basis of the generalized framework of opportunistic (and 
collaborative) computing (Conti et al., 2010) that mainly refers in upper layers. This concept 
considers the opportunistic and collaborative us e of any resource available in the network, 
exploiting the functionality of the other available devices in the environment and maybe 
changing node roles during ru ntime (Avvenuti et al., 2007). 
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1. Introduction 

Check pointing/rollback-recovery strategy is used for providing fault-tolerance to 
distributed applications (Y.M. Wang, 1997; M. Singhal & N. G. Shivaratri, 1994; R. E. Strom 
and S. Yemini 1985; R. Koo & S. Toueg, 1987; S. Venkatesan et al.,1997; G. Cao & M. Singhal, 
1998; D. Manivannan & M. Singhal, 1999). A checkpoint is a snapshot of the local state of a 
process, saved on local nonvolatile storage to survive process failures. A global checkpoint 
of an n-process distributed system consists of n checkpoints (local) such that each of these n 
checkpoints corresponds uniquely to one of the n processes. A global checkpoint M is 
defined as a consistent global checkpoint if no message is sent after a checkpoint of M and 
received before another checkpoint of M (Y.M. Wang, 1997). The checkpoints belonging to a 
consistent global checkpoint are called globally consistent checkpoints (GCCs). The set of 
such checkpoints is also known as recovery line. 

There are two fundamental approaches for checkpointing and recovery. One is the 
asynchronous approach and the other one is the synchronous approach (D. K. Pradhan and 
N. H. Vaidya 1994; R. Baldoni et al. 1999; R. Koo & S. Toueg, 1987; S. Venkatesan et al.,1997; 
G. Cao & M. Singhal, 1998; D. Manivannan & M. Singhal, 1999). 

Synchronous approach assumes that a single process invokes the algorithm periodically to 
take checkpoints.  This process is known as the initiator process. This scheme is termed as 
synchronous since the processes involved coordinate their local check pointing actions such 
that the set of all recent checkpoints in the system is guaranteed to be consistent. The scheme 
assumes that no site involved in the distribu ted computing fails during the execution of the 
check pointing scheme. In its most fundamental form, it works in two phases as follows.  

In the first phase the initiator process takes a tentative checkpoint and requests all other 
processes to take their respective tentative checkpoints. Each process informs the initiator 
process that it has taken it. 

In the second phase, after receiving such information from all processes the initiator process 
asks each process to convert its tentative checkpoint to a permanent one. That is, each 
process saves its checkpoint in nonvolatile storage. During the execution of the scheme each 
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process suspends its underlying computation related to an application. Thus, each process 
remains blocked each time the algorithm is executed. The set of checkpoints so taken are 
globally consistent checkpoints, because there is no orphan message with respect to any two 
checkpoints. It may be noted that a message is an orphan with respect to the recent 
checkpoints of two processes if its receiving event is recorded in the recent checkpoint of the 
receiver of the message, but its sending event is not recorded in the recent checkpoint of its 
sender.  

This synchronous approach has the following tw o major drawbacks. First, The coordination 
among processes while taking checkpoints is actually achieved through the exchange of 
additional (control) messages, for example the requests from the initiator and the replies to 
the initiator.  It causes some delay (known as synchronization delay) during normal 
operation. The second drawback is that processes remain blocked during check pointing. It 
contributes significantly to the amount of de lay during normal operation. However, the 
main advantage is that the set of the checkpoints taken periodically by the different 
processes always represents a consistent global checkpoint. So, after the system recovers 
from a failure, each process knows where to rollback for restarting its computation again. In 
fact, the restarting state will always be the most recent consistent global checkpoint. 
Therefore, recovery is very simple. On the other hand, if failures rarely occur between 
successive checkpoints, then the synchronous approach places unnecessary burden on the 
system in the form of additional messages and delay. Hence, compared to the asynchronous 
approach, taking checkpoints is more complex wh ile recovery is much simpler. Observe that 
synchronous approach is free from any domino effect (B. Randell, 1979).  

In the asynchronous approach, processes take their checkpoints independently. So, taking 
checkpoints is very simple as there is no coordination needed among processes while taking 
checkpoints. Obviously, there is no blocking  of the processes while taking checkpoints 
unlike in the synchronous approach. After a failure occurs, a procedure for rollback-
recovery attempts to build a consistent global checkpoint. However, in this approach 
because of the absence of any coordination among the processes there may not exist a recent 
consistent global checkpoint which may cause a rollback of the computation. This is known 
as domino effect (B. Randell, 1975; K. Venkatesh et al., 1987). Observe that the cause for 
domino effect is the existence of orphan messages. In the worst case of the domino effect, 
after the system recovers from a failure all processes may have to roll back to their 
respective initial states to restart their computation again. In general, to minimize the 
amount of computation undone during a rollback,  all messages need to be saved (logged) at 
each process. 

Besides these two fundamental approaches there is another approach known as 
communication induced check pointing approach (J. Tsai et al.,  1998; R. Baldoni et al., 1997; 
J. M. Helary et al., 2000). In this approach processes coordinate to take checkpoints via 
piggybacking some control information on application messages. However this 
coordination does not guarantee that a recent global checkpoint will be consistent. This 
means that this approach also suffers from the domino effect. Therefore, a recovery 
algorithm has to search for a consistent global checkpoint before the processes can restart 
their computation after recovery from a failure . In this approach taking checkpoints is 
simpler than synchronous approach while the recovery process is more complex.   
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B. Gupta et al., 2002 have proposed a simple and fast roll-forward check pointing scheme that 
can also be used in distributed mobile computing environment. The direct-dependency 
concept used in the communication-induced check pointing scheme has been applied to basic 
checkpoints (the ones taken asynchronously) to design a simple algorithm to find a consistent 
global checkpoint. Both blocking and non-blocking schemes have been proposed. In the 
blocking approach direct-dependency concept is implemented without piggybacking any 
extra information with the application messages. The use of the concept of forced checkpoints 
ensures a small re-execution time after recovery from a failure. The proposed approach offers 
the main advantages of both the synchronous and the asynchronous approaches, i.e. simple 
recovery and simple way to create checkpoints. Besides, the algorithm produces reduced 
number of checkpoints. To achieve these, the algorithm uses very simple data structure per 
process, that is, each process maintains only a Boolean flag and an integer variable. Since each 
process independently takes its decision whether to take a forced checkpoint or not, it makes 
the algorithm simple, fast, and efficient. The advantages stated above also ensure that the 
algorithm can work efficiently in mobile computing environment. 

There also exist some other efficient non-blocking algorithms (G. Cao & M. Singhal, 2001; E. N. 
Elnozahy et al., 1992; L. M. Silva & J. G. Silva, 1992); however they require significant number 
of control (system) messages to determine a consistent global checkpoint of the system. In (G. 
Cao & M. Singhal, 2001), the authors have proposed an efficient non-blocking coordinated 
check pointing scheme that offers minimum number of check points. They have introduced 
the concept of mutable checkpoint which is neither a tentative checkpoint nor a permanent 
checkpoint to design their check pointing scheme for mobile computing environment. Mutable 
checkpoints can be saved either in the main memory or local disks. It has been shown that the 
idea of mutable checkpoints helps in the efficient utilization of wireless bandwidth of the 
mobile environment. In general, it may be stated that the ideas of non-blocking check pointing, 
reduction in the number of checkpoints to be taken, and using less number of system messages 
may offer significant advantage particularly in ca se of mobile computing, because it helps in 
the efficient use of the limited resources of mobile computing environment, viz. limited 
wireless bandwidth, and mobile hosts’ limited battery power and memory.  

In this context, note that after recovery from a failure even if the processes restart from their 
respective checkpoints belonging to a recovery line, still it not necessarily ensures correctness 
of computation. To achieve it, any application message that may become a lost message 
because of the failure must be identified and resent to the appropriate receiving process. The 
responsibility of the receiving process is that it  must execute all such lost messages following 
the order of their arrival before the occurrence of the failure (D. B. Johnson & W. Zwaenepoel, 
1987; M. L. Powell & D. L. Presotto, 1983; L. Alvisi & K. Marzullo, 1995).  

An example of a lost message is shown in Fig. 1. In this figure, after the system recovers 
from the failure f, if the two processes Pi and Pj restart from their respective checkpoints Ci 
and Cj, then message m will be treated as a lost message. The reason is that process Pj does 
not have a record of the receiving event of the message m whereas process Pi has the record 
of sending it in its checkpoint C i. Therefore when the processes restart, Pi will not send 
message m again to Pj  since it knows that it already sent it once. However this will lead to 
wrong computation, because  Pj aftet its roll back to its last checkpoint needs the message m 
for its computation. In such a situation, for correct computation this lost message m has to 
be identified and process Pi must resend it to process Pj after the system restarts. 
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Fig. 1. Message m is a lost message 

The objective of this work, is to design a check pointing and recovery scheme for distributed 
computing environment which is also very suitable for distributed mobile computing 
environment. It considers both determination of a recovery line and resending of all lost 
messages to ensure correctness of computation.  First, a fast recovery algorithm is presented 
that determines a recovery line that guarantees the absence of any orphan message with 
respect to the checkpoints belonging to the recovery line. Then the existing idea on sender-
based message logging approach for distributed computing (D. B. Johnson & W. 
Zwaenepoel, 1987) is applied to identify and resend any lost messages. It helps a receiving 
process, after it restarts, to process these messages following the order of their arrival before 
the occurrence of the failure. Thus taking into account both orphan messages and lost 
messages will ensure correctness of computation. 

The presented check pointing algorithm is a non-blocking synchronous algorithm. It means 
application processes are not suspended during check pointing. The non-blocking algorithm 
does not require that all processes take their checkpoints; rather only those processes that 
have sent some message(s) after their last check points will take checkpoints during check 
pointing. It is shown that this algorithm outp erforms the one in (G. Cao & M. Singhal, 2001) 
mainly from the viewpoint of using much less number of system (control) messages. As 
pointed out earlier that non-blocking check pointing along with the reduced number of 
checkpoints to be taken and less number of system messages may offer significant 
advantage particularly in case of mobile comput ing, because it helps in the efficient use of 
the limited resources of mobile computing environment, viz. limited wireless bandwidth, 
and mobile hosts’ limited battery power and memory. 

This work is organized as follows: in Sections 2 and 3 we have stated the system model 
and the necessary data structures respectively. In Section 4, using an example we have 
explained the main idea about when a process needs to take a checkpoint by using some 
very simple data structures. We have stated some simple observations necessary to design 
the algorithm. In Section 5 we have presented the non blocking check pointing algorithm 
along with its performance, and presented a scheme for handling lost messages. In Section 
6 we have discussed its suitability for mobi le computing systems. Section 7 draws the 
conclusions. 
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2. System model 

The distributed system has the following ch aracteristics (R. Koo & S. Toueg, 1987; S. 
Venkatesan et al.,1997; P. Jalote, 1998): Processes do not share memory and communicate via 
messages sent through channels Channels can lose messages. However, they are made 
virtually lossless and order of the messages is preserved by some end-to-end transmission 
protocol. Message sequence numbers may be used to preserve the order. When a process 
fails, all other processes are notified of the failure in finite time. We also assume that no 
further processor (process) failures occur during the execution of the algorithm. In fact, the 
algorithm may be restarted if there are further failures. Processes are piecewise 
deterministic in the sense that from the same state, if given the same inputs, a process 
executes the same sequence of instructions. 

3. Data structures 

Let us consider a set of n processes, {P0, P1,…, Pn-1} involved in the execution of a distributed 
algorithm. Each process Pi maintains a Boolean flag ci. The flag is initially set at zero. It is set 
at 1 only when process Pi sends its first application message after its latest checkpoint. It is 
reset to 0 again when process Pi takes a checkpoint. Flag ci is stored in local RAM of the 
processor running process Pi. A message sent by Pi will be denoted as mi.  

As in the classical synchronous approach (M. Singhal & N. G. Shivaratri, 1994), we assume 
that an initiator process initiates the check pointing algorithm. It helps the n processes to 
take their individual checkpoints synchronously, i.e. the checkpoints taken will be globally 
consistent checkpoints. We further assume that any process in the system can initiate the 
check pointing algorithm. This can be done in a round-robin way among the processes. To 
implement it, each process Pi maintains a variable CLKi initialized at 0. It also maintains a 
variable, counteri which is initially set to 0 and is incremented by 1 each time process Pi 
initiates the algorithm. In addition, process P i maintains an integer variable N i which is 
initially set at 0 and is incremented by 1 each time the algorithm is invoked. Note the 
difference between the variables counteri and Ni. A control (request) message Mc is 
broadcasted by a process initiating the check pointing algorith m to the other (n-1) processes 
asking them to take checkpoints if necessary.   

In the next section, we explain with an illustra tion the idea we have applied to reduce the 
number of checkpoints to be created in the non blocking synchronous check pointing 
scheme proposed in the work. 

4. An illustration 

In synchronous check pointing scheme, all involved processes take checkpoints periodically 
which are mutually consistent. However, in reality, not all the processes may need to take 
checkpoints to determine a set of the GCCs. 

The main objective of this work is to design a simple scheme that helps the n processes to decide 
easily and independently whether to take a checkpoint when the check pointing algorithm is 
invoked. If a process decides that it does not need to take a checkpoint, it can resume its 
computation immediately. This results in faster execution of the distributed algorithm. Below 
we illustrate with an example how a process decides whether to take a checkpoint or not. 



 
Advances and Applications in Mobile Computing 

��

52

Consider the following scenario of a distributed system of two processes Pi and Pj only. It is 
shown in Fig. 2. Assume that their initial checkpoints are C i0 and Cj0 respectively. According 
to the synchronous approach, Pi and Pj have to take checkpoints periodically. Suppose that 
the time period is T. Before time T, Pi has sent an application message m1 to Pj. Now at time 
T, an initiator process sends the message Mc asking both Pi and Pj to take their checkpoints, 
which must have to be consistent. 

Process Pi checks its flag and finds that ci = 1. Therefore Pi decides to take its checkpoint Ci1. 
Thus because of the presence of Ci1, message m1 can never be an orphan. Also, at the same 
time Pj checks if its flag cj = 1. Since it is not, therefore process Pj decides that it does not 
need to take any checkpoint. The reason is obvious. This illustrates the basic idea about how 
to reduce the number of checkpoints to be taken. Now we observe that checkpoints Cj0 and 
Ci1 are mutually consistent.  

 
Fig. 2. Ci1 and Cj0 are mutually consistent 

The above discussion shows the simplicity involv ed in taking a decision about whether to 
take a checkpoint or not. Note that the decision taken by a process Pj whether it needs to 
take a checkpoint is independent of the similar decision taken by the other process. It may 
be noted that keeping a copy of each of the flags ci and cj in the respective local RAMs of the 
processors running Pi and Pj can save some time as it is more time consuming to fetch them 
if they are stored in stable storage than to fetch them from the respective local RAMs. 

Below we state some simple but important observations used in the proposed algorithm. 

Theorem1: Consider a system of n processes. If cj = 1 , where Cjk is the latest checkpoint of 
process Pj , then some message(s) sent by Pj to other processes may become orphan. 

Proof: The flag cj is reset to 0 at every checkpoint. It can have the value 1 only between two 
successive checkpoints of any process Pj if and only if process Pj sends at least one message 
m between the checkpoints. Therefore, cj = 1 means that Pj is yet to take its next checkpoint 
following C jk. Therefore, the message (s) sent by Pj after its latest checkpoint Cjk are not yet 
recorded.  Now if some process Pm receives one or more of these messages sent by Pj and 
then takes its latest checkpoint before process Pj takes its next checkpoint Cjk+1, then these 
received messages will become orphan. Hence the proof follows.  
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Theorem 2: If at any given time t, cj = 0 for process Pj with C jk+1 being its latest checkpoint, 
then none of the messages sent by Pj remains an orphan at time t. 

Proof: Flag cj can have the value 1 between two successive checkpoints, say Cjk and Cjk+1, of a 
process Pj if and only if process Pj has sent at least one message m between these two 
checkpoints. It can also be 1 if Pj has sent at least a message after taking its latest checkpoint. 
It is reset to 0 at each checkpoint. On the other hand, it will have the value 0 either between 
two successive checkpoints, say Cjk and Cjk+1, if process Pj has not sent any message between 
these checkpoints, or Pj has not sent any message after its latest checkpoint. Therefore, cj = 0 
at time t means either of the following two: (i) c j = 0 at Cjk+1 and this checkpoint has been 
taken at time t. It means that any message m sent by Pj (if any) to any other process Pm 
between Cjk and Cjk+1 must have been recorded by the sending process Pj at the checkpoint 
Cjk+1. So the message m can not be an orphan. (ii) cj = 0 at time t and Pj has taken its latest 
checkpoint Cjk+1 before time t. It means that process Pj has not sent any message after its 
latest checkpoint Cjk+1 till time t. Hence at time t there does not exist any orphan message 
sent by Pj after its latest checkpoint.  

5. Problems associated with non-blocking approach 

We explain first the problems associated with non-blocking approach. After that we will 
state a solution. The following discussion althou gh considers only two processes, still the 
arguments given are valid for any number of pr ocesses. Consider a system of two processes 
Pi and Pj as shown in Fig. 3. Assume that the check pointing algorithm has been initiated by 
process Pi and it has sent the request message Mc to Pj asking it to take a checkpoint if 
necessary. As pointed earlier that both processes will act independently, therefore Pi takes 
its checkpoint Ci1 because its flag ci = 1. Let us assume that Pi now immediately sends an 
application message mi to Pj. Suppose at time (T + €), where € is very small with respect to T, 
Pj receives mi. Still Pj has not received Mc from the initiator process. So, Pj processes the 
message. Now the request message Mc from Pi arrives at Pj. Process Pj finds that its cj = 1. So 
it decides to take a checkpoint Cj1. We find that message mi has become an orphan due to 
the checkpoint Cj1. Hence, Ci1and Cj1 cannot be consistent. 

5.1 Solution 

To solve this problem, we propose that a process be allowed to send both piggybacked and 
non –piggybacked application messages. We explain the idea below.  

Each process Pi maintains an integer variable N i, initially set at 0 and is incremented by 1 each 
time process Pi receives the request message Mc from the initiator process. In the event that 
process Pi itself is the initiator, then also it increments N i by 1 immediately after the initiation 
of the algorithm. That is, the variable N i represents how many times the check pointing 
algorithm has been executed including the current one (according to the knowledge of the 
process Pi). Note that at any given time t, for any two processes Pi and Pj, their corresponding 
variables Ni and Nj may not have the same values. It depends on which process has received 
the request message Mc first. However it is obvious that | N i  - Nj | is either 0 or 1. 

Below we state the solution for a two process system. The idea used in this solution is 
similarly applicable for an n process system as well.  
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Consider a distributed system of two processes Pi and Pj only. Without any loss of generality 
assume that Pi initiates the algorithm by sending the message Mc to process Pj and it is the 
the kth execution of the algorithm, that is, N i = k. We also assume that process Pi now has 
taken its decision whether to take a checkpoint or not, and then has taken appropriate action 
to implement its decision. Suppose Pi now wants to send an application message mi for the 
first time to P j after it has finished participating in the k th execution of the check pointing 
algorithm. Observe that Pi has no idea whether Pj has received the message Mc 
corresponding to this k th execution of the algorithm and has already implemented its check 
pointing decision or not. To make sure that the message mi can never be an orphan, Pi 
piggybacks mi with the variable N i. Process Pj receives the piggybacked message <mi , Ni > 
from Pi. We now explain below why the message mi can never been an orphan. Note that Ni 
= k ; i.e. it is the kth execution of the algorithm that process Pi  has last been involved with. It 
means the following to the receiver Pj of this message:  

 
Fig. 3. Ci1 and Cj1 are not mutually consistent 

1. process Pi has already received Mc from the initiator process for the k th execution of the 
algorithm,  

2. Pi has taken a decision whether to take a checkpoint or not and has taken appropriate 
action to implement its decision,  

3. Pi has resumed its normal operation and then has sent this piggybacked application 
message mi.  

4. the sending event of message mi has not yet been recorded by Pi.  

Since the message contains the variable Ni, process Pj compares Ni and Nj to determine if 
it has to wait to receive the request message Mc. Based on the results of the comparison 
process Pj takes one of the following three actions (so that no message received by it is an 
orphan), as stated below in the form of the following three observations: 

Observation 1: If  N i (= k) > N j (= k-1), process Pj now knows that the k th execution of the 
check pointing algorithm has already begun and so very soon it will also receive the 
message Mc from the initiator process associated with  this execution. So instead of waiting 
for M c to arrive, it decides if it needs to take a checkpoint and implements its decision, 
and then processes the message mi. After a little while when it receives the message M c it 
just ignores it. Therefore, message mi can never be an orphan.  
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Observation 2: If N i = Nj = k, like process Pi, process Pj also has received already the message 
Mc associated with the latest execution (kth) of the check pointing algorithm and has taken 
its check pointing decision  and has already implemented that decision. Therefore, process Pj 
now processes the message mi. It ensures that message mi can never be an orphan, because 
both the sending and the receiving events of message mi have not been recorded by the 
sender Pi and the receiver Pj respectively.  

Observation 3: Process Pi does no more need to piggyback any application message to Pj till 
the (k+1)th invocation (next) of the algorithm.  The reason is that after receiving the 
piggybacked message <mi, Ni>, Pj has already implemented its decision whether to take a 
checkpoint or not before processing the message mi.  If it has taken a checkpoint, then all 
messages it receives from Pi starting with the message mi can not be orphan. So it 
processes the received messages. Also if Pj did not need to take a checkpoint during the 
kth execution of the algorithm, then obviously the messages sent by Pi to Pj staring with 
the message mi till the next invocation of the algori thm can not be orphan. So it processes 
the messages.  

Therefore, for an n process distributed system, a process Pi piggybacks only its first application 
message sent (after it  has implemented its check pointing decision for the current execution of the 
algorithm and before its next participation in the algorithm) to a process Pj, where j  �•  i, and 0 �” j �” 
n-1. 

5.2 Algorithm non-blocking 

Below we describe the algorithm. It is a single phase algorithm since an initiator process 
interacts with the other processes only once via the control message Mc. 
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At each process P 1  i n

if CLK = i+ counter * n   * T  //when its turn to initiate the checkpointing procedure

counter = counter + 1;

N = N + 1;

broadcasts M to n -1  other processes;

if c = 1 //at least one

i

i

i c

 message it has sent after its last checkpoint

takes checkpointC ;

c = 0;

continues its normal operation;

else //if it decides not to take a checkpoint

continues its normal operation;

else if P receives M

Ni i

i

i

i

= N + 1;

if c = 1 //at least one message it has sent after its last checkpoint

takes checkpointC ;

c = 0;

continues its normal operation;

else

continues its normal operation;
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i i

i

else if  P receives a piggybackedmessage < m , N > && P has not yet received M for the

current execution of the check pointing procedure

N = N + 1;

if c = 1 //at least one message it has sent after its la

i

i c

j

c

st checkpoint

c = 0;

takes checkpointC without waiting for M ;

processes the received message m ;

continues its normal operation and ignores M , when received for the

current execution of the checkpointing

j

c

 procedure;

else

processes any received message m ;

continues its normal operation and ignores M , when received for the

current execution of the check pointing procedure;

else

continues its normal operation;

 

Proof of Correctness : In the first ‘if else’ and ‘else if’ blocks of the pseudo code, each process Pi 
decides based on the value of its flag ci whether it needs to take a checkpoint. If it has to take 
a checkpoint, it resets ci to 0. Therefore, in other words, each process Pi makes sure using the 
logic of Theorem 2 that none of the messages, if any, it has sent since its last checkpoint can 
be an orphan. On the other hand, if Pi does not take a checkpoint, it means that it has not 
sent any message since its previous checkpoint. 

In the second ‘else if’ block each process Pi follows the logic of Observations 1, 2, and 3, 
which ever is appropriate for a particular situation so that any application message 
(piggybacked or not) received by Pi before it receives the request message Mc can not be an 
orphan. Besides none of its sent messages, if any, since its last checkpoint can be an orphan 
as well (following the logic of Theorems 1 and 2).  

Since Theorem 2, and Observations 1, 2, and 3 guarantee that no sent or received message by 
any process Pi since its previous checkpoint can be an orphan and since it is true for all 
participating processes, therefore, the algorithm guarantees that the latest checkpoints taken 
during the current execution of the algorithm and the previous checkpoints (if any) of those 
processes that did not need to take checkpoints during the current execution of the 
algorithm are globally consistent checkpoints.   

5.3 Performance 

We use the following notations (and some of the analysis from (G. Cao & M. Singhal, 2001) 
to compare our algorithm with some of the most notable algorithms in this area of research, 
namely (R. Koo & S. Toueg, 1987; G. Cao & M. Singhal, 2001; E. N. Elnozahy et al., 1992). 
The analytical comparison is given in Table 1.  

In this Table: 
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participating processes, therefore, the algorithm guarantees that the latest checkpoints taken 
during the current execution of the algorithm and the previous checkpoints (if any) of those 
processes that did not need to take checkpoints during the current execution of the 
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5.3 Performance 

We use the following notations (and some of the analysis from (G. Cao & M. Singhal, 2001) 
to compare our algorithm with some of the most notable algorithms in this area of research, 
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In this Table: 
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Cair is cost of sending a message from one process to another process;  
Cbroad is cost of broadcasting a message to all processes;  
nmin  is the number of processes that need to take checkpoints.  
n is the total number of processes in the system;  
ndep is the average number of processes on which a process depends;  
Tch is the check pointing time; 
 

Algorithm Blocking time Messages Distributed 
Koo-Toueg [3] nmin * Tch 3 * nmin * ndep * Cair Yes 
Elnozahy [8] 0 2 * Cbroad + n * Cair No 

Cao-Singhal [7] 0 
�| 2 * nmin  * Cair + min(n min  

* Cair, Cbroad) 
Yes 

Our Algorithm 0 Cbroad Yes 

Table 1. System Performance 

Figs. 4 and 5 illustrate how the number of control messages (system messages) sent and 
received by processes is affected by the increase in the number of the processes in the system. 

In Fig. 4, ndep factor is considered being 5% of the total number of processes in the system and 
Cbroad is equal to Cair (assuming that special hardware is used to facilitate broadcasting – which 
is not the case most of the times). As Fig. 4 shows, the number of messages does not increase 
with the increase of the number of the processes in our approach unlike other approaches.  

In Fig. 5 we have considered absence of any special hardware for broadcasting and therefore 
assumed Cbroad to be equal to n * Cair. In this case, although the number of messages does 
increase in our approach, but it stays smaller compared to other approaches when the 
number of the processes is higher than 7 (which is the case most of the time).     

5.4 Handling of lost messages 

The sender-based message logging scheme proposed for distributed computing (D. B. 
Johnson & W. Zwaenepoel, 1987) to identify and resend lost messages is used in this work. 
This scheme has been the choice since it does not require message ordering, and message 
logging is done asynchronously. We apply it in the following way. 

When a sending process, say Pi sends a message m to a process Pk, the message m is 
piggybacked with a send sequence number (SSN) which represents the number of messages 
sent by this process. The sender also logs the message m and its SSN in its local log. The 
receiving process Pk will assign a receive sequence number (RSN) to the message m, which 
represents the number of messages received by Pk. The RSN is incremented each time Pk 
receives a message. It then sends the RSN back to the sender Pi. After receiving the RSN 
corresponding to m, the sender records the RSN with the log of the message m. Thus 
message m is called a fully logged message. This local log is saved in stable storage when Pi 
takes its next checkpoint. Process Pi then sends an acknowledgement, ack to the receiver. In 
the meantime after sending the RSN to Pi, process Pk continues its execution, but cannot 
send any message until it has received the ack. Note that if the receiver fails before sending 
the RSN of the message m, the log of m does not have the RSN. In such a situation message 
m is called partially logged. 
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Fig. 4. Number of messages vs. number of processes for four different approaches when 
Cbroad = Cair 
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Fig. 5. Number of messages vs. number of processes for four different approaches when 
Cbroad = n * Cair 

Recovery is performed when Pk fails. It restarts from its checkpoint that belongs to the 
recovery line as determined by the check pointing algorithm. Now P k looks for those (if any) 
messages such that their sending events have already been recorded in the respective 
senders’ checkpoints and the receiving events have not been recorded in Pk’s checkpoint 
belonging to the recovery line. These are the lost messages. To get back these messages, the 
receiver broadcasts a request to all processes for resending the lost messages. At this time 
the receiver also sends the value of the SSNs for different sender processes. Every sender 
then resends only those messages with a higher SSN that were sent to Pk before the failure. 

The messages received by Pk from the senders are consumed by Pk in the order of their 
RSNs. Since the messages that were assigned an RSN by the receiver form a total order, 
therefore process Pk gets the same sequence of messages as it did before the failure and 
therefore executes the same sequence of instructions as it did before the failure. 

Next, Pk receives the partially logged messages following the fully logged ones. These 
partially logged messages do not have any RSN values attached to them. So there is no total 
ordering imposed on them by P k. However, according to the work in (D. B. Johnson & W. 
Zwaenepoel, 1987)  the receiver was constrained from communicating with any process if 
the ack for any message it received is pending. Therefore any order in which these partially 
logged messages are resent to Pk is acceptable (D. B. Johnson & W. Zwaenepoel, 1987). 
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Observe that in our approach there does not exist any orphan message between any two 
checkpoints belonging to the recovery line. Hence the mechanism to handle orphan 
messages in (D. B. Johnson & W. Zwaenepoel, 1987)  is not needed in our approach. Thus 
absence of any orphan and lost messages ensures correctness of computation. 

6. Suitability for mobile computing environment 

Consider a distributed mobile computing envi ronment. In such an environment, only 
limited wireless bandwidth is available for communication among the computing processes. 
Besides, the mobile hosts (MH) have limited battery power and limited memory. Therefore, 
it is required that, any distributed application P running in such an environment must make 
efficient use of the limited wireless bandwidth, and mobile hosts’ limited battery power and 
memory. Below we show that the proposed algorithm satisfies all the above three 
requirements. 

1. The first requirement about the efficient use of the bandwidth is satisfied by our check 
pointing algorithm, because the presented algorithm is a single phase algorithm unlike 
any other existing algorithms (R. Koo & S. Toueg, 1987; D. Manivannan & M. Singhal, 
1999; L. M. Silva & J. G. Silva, 1992). That is, the initiator process requests any other 
process to take a checkpoint by broadcasting only the control message (Mc) during any 
invocation of the algorithm. There is no other control message used. So our algorithm 
ensures effective utilization of the limited wireless bandwidth. In this context, it may be 
noted that our algorithm needs much less number of the system messages than in (R. 
Koo & S. Toueg, 1987; G. Cao & M. Singhal, 2001; E. N. Elnozahy et al., 1992; R. Ahmed 
& A. Khaliq, 2003).  

2. The second requirement about the efficient use of the mobile host’s battery power is 
satisfied, because (1) each MH is interrupted only once by the control message Mc, as 
our algorithm is a single phase one. It saves time since interrupt  handling time cannot 
be ignored. Note that in other approaches (G. Cao & M. Singhal, 2001; R. Ahmed & A. 
Khaliq, 2003) it is more than one; and (2) each process Pi only checks if its ci = 1 in order 
to decide if it needs to take a checkpoint. This is the only computation that an MH is 
involved with while participating in the algorithm. 

3. The third requirement about the efficient use of the mobile host’s memory is satisfied, 
because the data structure used in our algorithm is very simple. Only four variables are 
needed by each process Pi. These are: three integer variables, viz. Ni, counteri, CLKi, and 
one Boolean variable ci. The amount of data structures stated above is much less than 
the same in the related works (G. Cao & M. Singhal, 2001; R. Ahmed & A. Khaliq, 2003). 

7. Conclusions 

In this work, we have presented a non-blocki ng synchronous check pointing approach to 
determine globally consistent checkpoints. In  the present work only  those processes that 
have sent some message(s) after their last checkpoints, take checkpoints during check 
pointing; thereby reducing the number of checkpoints to be taken.  This approach offers 
advantage particularly in case of mobile computing systems where both non-block check 
pointing and reduction in the number of checkp oints help in the efficient use of the limited 
resources of mobile computing environment.  
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Also, the presented non-blocking approach uses minimum interaction (only once) between 
the initiator process and the system of n processes and there is no synchronization delay. 
This is particularly useful for mobile computing environment because of less number of 
interrupts caused by the initiator process to mobile processes, which results in better 
utilization of the limited resources (limited battery power of mobile machines and wireless 
bandwidth) of mobile environment. To achi eve this we have used very simple data 
structures, viz., three integer variables and one Boolean variable per process. Another 
advantage of the proposed algorithm is that each process takes its check pointing decision 
independently which may become helpful for mobile computing. The advantages 
mentioned above make the proposed algorithms simple, efficient, and suitable for mobile 
computing environment.  

The check pointing algorithm ensures that th ere is no orphan message between ant two 
checkpoints belonging to the recovery line. However, absence of orphan messages alone 
cannot guarantee correctness of the underlying distributed application. To ensure correct 
computation all lost messages at the time of failure have to be identified and resent to the 
appropriate receiving processes when the system restarts.  The presented recovery approach 
handles the lost messages using the idea of sender-based message logging to ensure 
correctness of computation. 
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1. Introduction 

The aim of inclusive product design is to su ccessfully integrate a broad range of diverse 
human factors in the product development proc ess with the intention of making products 
accessible to and usable by the largest possible group of users (Kirisci, Thoben et al. 2011). 
However, the main barriers for adopting in clusive product design include technical 
complexity, lack of time, lack of knowledge an d techniques, and lack of guidelines (Goodman, 
Dong et al. 2006), (Kirisci, Klein et al. 2011). Although manufacturers of consumer products are 
nowadays more likely to invest efforts in user studies, consumer prod ucts in general only 
nominally fulfill, if at all, the accessibility requ irements of as many users as they potentially 
could. The main reason is that any user-centered design prototyping or testing aiming to 
incorporate real user input, is often done at a rather late stage of the product development 
process. Thus, the more progressed a product design has evolved - the more time-consuming 
and costly it will be to alter the design (Zitku s, Langdon et al. 2011). This is increasingly the 
case for contemporary mobile devices such as mobile phones or remote controls.  

The number of functions and features on these products requiring user attention and 
interaction has increased significantly as illustrated in Fig. 1. Thus, the impact on end users 
with mild-to-moderate physical or sensory impa irments is that they often have difficulties 
when interacting with such kind of products. These difficulties could be anticipated and 
avoided if acknowledged earlier in the development process.  

Additionally, typical use-cases for interacting with mobile devices include a wide range of 
environments which they may be used in. The mobile phone in order to cope with these 
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use cases, must be ‘dynamic’ or responsive. Dynamic means the device will have the 
ability to cope with a changing enviro nment and user requirements during the 
completion of any given activity: e.g. writ ing a text message on a mobile phone while 
walking from an indoor into an outdoor envi ronment, or dealing with changes in noise, 
light, glare, etc. The impact of factors such as location, mobility, and social and physical 
environments, further increases the level of comprehension and attention needed to 
operate the device. Accordingly, the features and capabilities of the mobile device should 
take the context of use into account, and appropriately support and facilitate ease-of-use. 
With this wide range of possible situations , the features and capabilities of the mobile 
device should be in line with the needs of the user, in order to support device interaction 
in a responsive way.   

 
Fig. 1. Some examples of mobile devices (mobile phone from 1998 vs. modern smart phone) 
highlighting the difference in the am ount of user interface elements. 

Often it is difficult for the product manufacturers and designers to easily implement 
such contextual support into existing functions of mobile devices, even if they have 
awareness of the varieties of context of use as well as an understanding of the 
requirements of user groups with impairments (e.g. physical, vision, hearing or 
dexterity). And even though a wide variety of tools and methods exist to support e.g. 
user-centered design in general, they often fail to implement those needs into the user 
interfaces of the products. As such, a majority of existing consumer products only 
partially fulfil the accessibility requirements of impaired users. The reason for this 
situation is relatively easy to explain: as there is a lack of supportive functions in design 
tools such as Computer Aided Design applications, which would promote context-
related design of products by default and enable the designer to understand where there 
is an error in their design and how to fix it. 

2. Challenge 

A major challenge lies in defining an approp riate technique which can secure inclusive 
design of consumer products while integrating with existing design tools and frameworks. 
If this technique is based upon the use of an “inclusive model”, then there is a need for a 
well-defined context model which incorporates all aspects related to the user, the 
environment and her/his intended  interactions. From the research perspective the challenge 
may be seen as elaborating an advanced context model which is valid for settings where 
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mobile devices are typically used, and can be consulted for specifying, analysing and 
evaluating mobile devices such as mobile phones as well as other mobile devices with 
similar interaction paradigms. Addressing th ese challenges, this chapter explores the 
potential of model-based semantic reasoning support for achieving inclusive design of user 
interfaces of mobile consumer products. A sophisticated context model which is considered 
and called “Virtual User Model” has been deve loped for this purpose, and represents the 
main contextual aspects of potential user groups – namely their profiles, tasks and 
environments. It shall be demonstrated, that through the usage of logical rules and 
constraints (which are based upon expert knowledge gained from an observational study), 
and semantic reasoning techniques (i.e. semantic reasoning engine), the conceptual design 
of a mobile phone (as representing mobile consumer products) can qualitatively and 
quantitatively be supported by providin g easy to use add-on modules to common 
design/development applications.  

3. Related work 

This section provides an overview of related work regarding methods and tools, which are 
from the view of the authors suitable for inclusive product development and especially 
applied in the conceptual phases of product development: sketch, design, and evaluation. 
Most tools and methods introduced in this sect ion are based upon the usage of some kind of 
conceptual models. Due to the near affinity to model-based approaches, an overview of 
related work regarding the usage of Virtual User Models along the product development 
process is initially presented here.   

3.1 Virtual user models 

One promising practice for realizing inclusive product design is to employ virtual user 
models (VUM) (Kirisci, Thoben et al. 2011).  Virtual user models have the potential of 
complementing real tests with real users in the early design stages, while a VUM can be 
seen as an abstract representation of a human’s behaviour (Kirisci, Klein et al. 2011). 
Virtual User Models are three-dimensional, model-like images or avatars and usually 
contain the following functions: (1) Human body modelling and analysis (2) Animation of 
virtual users (3) Interaction of virtual users with virtual objects (VICON-Consortium 
2010). Nowadays virtual user models are widely used for ergonomic analysis in vehicle 
and workplace design within the automotive or aerospace industry. They are used to 
validate the design in a simulation environment, check in an iterative loop if the design is 
suitable, refine it considering recommendations and best practices and finally, when 
found suitable produce a prototype to be checked by end users as shown in Fig. 2. For the 
sketch phase static models of the user are plied, while during the design phase virtual 
user models of humans can have the notion of three-di mensional human models. The 
usage of virtual user models for a continuous support of sketch, design and evaluation 
phases can be considered as unique (Kirisci, Klein et al. 2011). Thus, contemporary 
approaches where virtual user models are utilized are only partially suitable for inclusive 
design. With respect to this background it is of particular interest to explore how virtual 
user models are capable of complementing the involvement of real users within the early 
product development phases. 
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Fig. 2. The process of validating and refining designs with Virtual User Models (VICON-
Consortium 2010) 

3.2 Methods and tools su pporting the sketch phase 

For the sketch phase a mixture of qualitative and quantitative methods are common such 
as user studies, field and user trials, market studies or interviews. Since the initial product 
development steps are often characterized by loose creativity, innovation and a need to 
react flexibly to changing requirements, software tools that provide inclusive design 
support in the sketch phase are rarely in use (Kirisci, Thoben et al. 2011). Moreover, 
information technology is limited to a more indirect role, such as providing structures for 
a quick idea exchange as in Mind-Maps or the preparation of sketches and initial 
drawings like in graphic design software such as ADOBE Illustrator. On the other hand, 
for idea generation creative techniques like brainstorming or 635 method are well known 
and used in product development. Next to creative techniques, guidelines and checklists 
are also well-established supportive tools for the early product development phases such 
as within the sketch phase, and are nowadays in use in industry. Some of the most 
notorious guidelines are the ISO guidelines such as ISO 13407 (Human-centred design 
processes for interactive systems) or ISO 9241 (Ergonomics of human-system interaction). 
The drawback of guidelines is however that th ey fail to consider all product possibilities 
and features (Zitkus, Langdon et al. 2011). These kinds of guidelines are usually very 
general and rarely of quanti tative nature. Moreover, they are often described in 
descriptive texts and tables which is not very much in line with preferences of product 
developers for the presentation or visualisat ion of design recommendations. Furthermore, 
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the input to the sketch and design phases may come from several internal and external 
sources like customers, competitors, marketing and research and production (Pahl, Beitz 
et. al. 2005), (Westkämper 2005). Methods where the integration of end users within the 
development process is envisaged are often referred to as “user-centered design 
techniques”. In this respect, user trials and observations are the more well-established 
techniques which are applied by some product manufacturers in the early product 
development phases. Although the benefit of th ese techniques is evident up to a certain 
extent, the time involved to organise the trials or observations, as well as the time to 
recruit and select a representative sample, negatively impact the design process. An 
alternative technique which has less impact upon time and budget constraints of the 
product developers is “self observation”. Self observation is a frequently used technique 
by product designers in order to test the usability and accessibility through product 
mock-ups (Zitkus, Langdon et al. 2011). A disadvantage of this technique is evident when 
the product tests are done by the same persons who are involved in the development of 
the product. This means when the testers are too acquainted with the product, their 
judgement about the usability and accessibility might become subjective. It should also be 
noted that when the designers involved in the testing process do not have physical 
impairments, it is impossible to experience the same capability and interaction demand 
that an impaired user group would experien ce. In order to compensate this drawback, 
wearable suits such as the ‘Third-Age Suit’, ‘Age Explorer’ and ‘Simulation Toolkit’ have 
been applied by designers in order to experience certain physical limitations while 
interacting with products. Due to the substantial physical effort and amount of time 
involved in wearing these solutions, product developers tend not to wear the suits 
continuously during the design process (Zitkus, Langdon et al. 2011). 

From the academic domain, especially in HCI-Human Computer Interaction, a variety of 
methods and tools exist for designing software user interfaces, under the consideration of 
specific end user needs. These tools are often referred to as tools for “user-centered 
design”. In spite of the vast amount of research conducted in this area, only limited efforts 
have been spent so far in advancing methods and tools for designing physical or 
mechanical interaction components of consumer products in an inclusive manner (Kirisci 
and Thoben 2009). An approach with special focus on inclusive design is the “Inclusive 
Design Toolkit”, which was developed by the Engineering Design Centre of the 
University of Cambridge (Clarkson 2007). The toolkit can be considered as an online 
repository of inclusiv e design knowledge and interactiv e resources, proposing inclusive 
design procedures and inclusive design tools which designers may consult to accompany 
them through their product development proc ess. For supporting the sketch phase the 
tool provides general design guidance recommendations. In order to explore the 
capability loss related to some impairments and their severity, the toolkit offers a tool 
called “Exclusion Calculator”. The tool calculated an estimate  of  the  overall  exclusion  
or  the  exclusion  based  on  each  capability demand. Although the Inclusive Design 
Toolkit raises the designers understanding about the way different disabilities affect the 
user perception and thus, their interaction wi th a product, the methodology is strongly 
dependent upon comprehensive input from th e product developer. As emphasized in 
(Zitkus, Langdon et al. 2011), the exclusion calculation is based on designers’ selections of 
specific tasks, thus the designer’s assumptions have a risk of not being accurate, which 
can drive to incorrect assessments. 
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When focusing strictly upon the design of specific physical interaction elements of products 
(e.g. dials, switches, keys, displays, etc.), only two model-based design methods could be 
identified by the authors, which are capable of supporting the sketch phase of a product, 
and accommodating the accessibility needs of users. These two methods are based upon the 
configuration of pre-defined user models whic h have synergies with the context used for 
existing virtual user models. Although the methods apply to the design of wearable 
computing systems, some of the mechanical components are also up to a certain extent 
relevant to technically more advanced consumer products (e.g. mobile phones, etc.).  

In the first approach, a "mobile and wearable computer aided engineering system" (m/w CAE 
System) was proposed by Bürgy (Bürgy and Garett 2002). By defining a constraint model, 
typical usage scenarios are described where support for a primar y task is needed. Based on 
this model, existing comparable solutions are identified or new adapted systems are drafted. 
The description of an exemplary scenario is realized by using elements of four sub models: (a) 
the user model, (b) device model, (c) environment model, and (d) application model. 

The other approach for a design support regarding mobile hardware components was 
published by Klug in 2007 (Klug and Mühlhä user 2007). The approach focuses on the 
documentation and communication of specific us e cases. Shortcomings in these fields lead 
to misunderstandings and false assumptions which will produce many subsequent errors 
during the design process. This challenge is met by the definition of models allowing a 
correct representation of typical scenarios where wearable computers are applied to enable 
systematic documentation of use cases. These models consist of: a work situation model, a 
user model, and a computer system model. The goal is to make the representation 
comprehensible for the whole design team and thus enabling the interdisciplinary 
communication between the members from different backgrounds. The author points this 
characteristic out to be of outstanding import ance on the way to the design of an optimal 
wearable device for a given scenario. Due to the intense and specific design to a certain type 
of use case, the approach does not easily adapt to other scenarios. The work aims to describe 
use cases in a very fine granularity, which makes it suitable for well-defined, recurring tasks 
in a fixed, well-known environment. Use case s with changing enviro nments and slightly 
unpredictable tasks cannot be described on such a high level of detail without limiting the 
flexibility, necessary to cope with dynamic change. 

3.3 Methods and tools supporti ng the design phase (CAD phase) 

Regarding the design phase of products, the authors refer explicitly to the phase of 
conceptualizing the product model, where most  of the development tasks and sub-tasks are 
typically supported by so called Computer Aided Technologies (CAx), while “x” stands for 
a bunch of applications (Mühlstedt, Kaußle r et al. 2008). Since commonly Computer-Aided-
Design (CAD) tools are used for this purpose, the related design phase can be called “CAD 
phase”. Originally CAD focused on the preparation of technical drawings, nowadays nearly 
all systems provide 3D models of parts and assembled products based on true to life 
parameters. In order to cope with the needs to achieve inclusive design of a product, several 
CAx applications provide virtual user models within their portfolio. The most widely used 
applications in companies include Pro/ Engineer, CATIA, and Solidworks (VICON-
Consortium 2010). High-End CAD systems, such as those mentioned, are extensible through 
digital human model plugins, such as Manekin, Ramsis, Jack, or Human Builder, to name 
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just a few. However, the purpose of these plugins usually addresses ergonomic aspects such 
as validating the usability of user interface components in products (operating a machine, 
interacting with an aircraft cockpit, or space analysis in a car). In the scope of providing a 
design support for the inclusive product design, it should be noted that contemporary 
virtual user models often only have a limited ability to represent specific user groups such 
as users with certain physical impairments (M ühlstedt, Kaußler et al. 2008). This means that 
physical impairments are not sufficiently incorporated. In this respect the simulation of 
human fine motor skills such as movement of single fingers and joints (e.g. for interacting 
with the keys of a mobile phone) exceeds the capabilities of most virtual user models 
available today. It should also be noted that simulation is performed according to the 
designers’ assumptions, which are dependent upon their design experience and knowledge 
about the end user groups to be included. 

3.4 Methods and tools supporting testing and evaluation phase 

For ergonomic analysis, testing and evaluation of product designs, tools incorporating 
virtual user models are available mainly in the area of product lifecycle management e.g. 
Tecnomatix (Siemens/ UGS) or Siemens NX, some of which were already mentioned above 
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Beside simulation, VUMs can be used to detect accessibility and usability problems of 
human interface designs. In the area of accessibility only one case study was identified, 
which is HADRIAN. HADRIAN provides an extension of the CAD Software SAMMIE 
CAD. HADRIAN was especially developed to study tasks for elderly and disabled people. 
The system includes a database drawing from an anthropometric survey with 100 
individuals with a wide range of abilities (Mar shall, Case et al. 2004). The aim pursued in 
this approach is to detect accessibility issues during the interaction between users and ATM 
(automatic teller machines) machines (Summerskill, Marshall et al. 2009). One of the 
disadvantages is that the digital human models  in HADRIAN are based  on  a series of 
movements and forces that are not the maximum, but, instead the comfortable range for 
each specific task under analysis (Porter, Case et al. 2004). Another disadvantage of this 
system is similar to the ones encountered with other Virtual User Models as described 
above, namely regarding the limits of simulation of human fine motor skills (VICON-
Consortium 2010). It is also worth mentioning that several European Union co-funded 
projects such as VICON, VERITAS, GUIDE, and MyUI are currently working on defining a 
common Virtual User Model which incorporates a wide range of disabilities and physical 
impairments of users, addressing the most frequent accessibility issues when interacting 
with products.  

4. The design approach 

Context represents on a universal scale, the relevant aspects of the situations of the user 
groups (Hull 1997). Hence, a context model describes the characteristics, features, and 
behaviour of a specific user group. Complementarily it also includes the aspects related to 
the tasks, interactions, user interface, and the environment, where she or he interacts with 
consumer products (Kirisci, Klein et al. 2011). Accordingly, the context model as proposed 
in this paper possesses different facets for supporting the development process. Likewise, a 
virtual user model is an abstract representation of an envisaged user group which 
complementarily involves a description of the un derlying context. Therefore it is legitimate 
to consider the envisaged context model a “virtual user model”. Fig. 3 provides an overview 
of the underlying concept - at first introduced  in (Kirisci, Klein et  al. 2011) and (Mohamad, 
Velasco et al. 2011) - emphasizing the interplay between the virtual and real world.  

The data for the context model (referred to as virtual user model in Fig. 3) is based upon (1) 
accessibility needs of the envisaged end user groups, (2) the user profile, (3) the tasks of the 
users, and (4) the environment in which the users are interacting. The context model interacts 
with the sketch, design and evaluation phase of a product in providing qualitative and 
quantitative design recommendations and constraint s. From the point of view of a designer, in 
the initial sketch phase, a support appears in form of text-based recommendations with respect 
to potential user interface elements. Up to this point, the recommending character of the 
context model can be compared to an expert system as defined in (Castillo, Gutiérrez et al. 
1997). However, expert systems are usually highly domain specific, thus are not easily 
adaptable to other domains. Next to the feature that the context model should be easily 
adaptable to other contexts by the designer, the design concept goes beyond the provision of 
recommendations. In the design phase the context model will guide the designer with 
templates and design patterns for interaction components of consumer products. For the 
evaluation phase, a 3D virtual character in a virtual environment will be established in order to 
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evaluate a developed product design against predefined usage scenarios. After several 
iterative development cycles, the results are then used for realization of a physical prototype 
and ultimately a final product. Results that ha ve an impact upon the context model are fed 
back into the model. This way it is ensured that the context model is extendable and 
continuously kept updated with contemporary design knowledge. 
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Fig. 3. Approach of the context model-based design support 

5. Prerequisites for creating the context model 

One of the prerequisites for creating an appropriate context model is to identify and record 
key usability issues. Those should then be presented to the designers in a usable and easily 
adaptable manner, rather than overburdening th em with lengthy guidel ines (Kirisci, Thoben 
et al. 2011). Moreover, it should be the aim to provide filtered knowledge with respect to a 
specific context of use. In order to support the above objective, an observational user study 
has been conducted with the aim of identifyin g and describing key usability issues for users 
with mild-to-moderate impairments. The proc edure and results of the study have been 
published comprehensively in (Fiddian, Bowd en et al. 2011). The observational study was 
not only meant to record the impairments per user, but moreover to understand the 
relevance regarding the performance of certain tasks in a specific environment.  For 
instance, the impact of a mild to moderate vision impairment of a user will be strongly 
affected by e.g. light conditions in the environment. Keeping this in mind, it should 
indirectly impact the functionalities, de sign and capabilities of a mobile device. 

To identify and describe key usability issues that people encounter when using specific 
consumer product types focus was upon people with one of three common impairments 
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and people showing combinations of these impairments. One group was of users with one 
minor developed impairment such as vision impairment, hearing impairment, and manual 
dexterity impairment. Another one was of el derly users with age related impairments – 
usually a combination of mild to medium of the previously mentioned impairments. These 
can also be referred to as multiple sensory impairments. The levels of impairment severity 
covered by this research were mild to medium (as opposed to severe or profound) and these 
were determined for each participant duri ng the research process. The mentioned 
impairments were chosen because of the commonality of the afflictions, the effect it has on 
using consumer products (touch, sight and hearing, are the primary senses used when 
interacting with an object). Besides mobile phones, the consumer products that were 
investigated in this study in detail were white goods such as washing machines.  The 
research involved carrying out detailed observational studies of the participants in their 
own home. The most important aspect of this research was identifying key problem areas 
with existing product designs, looking for commonality within and between impairment 
groups and differing products, and presenting this information accurately and in an 
accessible and usable format. 

5.1 Methodology  

A detailed ethnographic research was carried out on a group of 58 elderly people from the 
UK, Ireland and Germany who had a range of m ild to medium impairments. Three types of 
WHO classified impairments were focused up on; hearing loss (B230), sight loss (B210) and 
manual dexterity (B710/730). The research comprised of a combination of interview and 
observational techniques and investigated the main usability problems which these specific 
users encountered when using their washing machine and mobile phone in a typical use 
environment. The main research methodology employed was detailed observational studies 
carried out in the participant’s own home environment. This methodology was used in the 
first phase of user testing as the participants have already had sufficient time to use their 
own products.  

The research methodology involved detailed qu estioning and observation of a relatively 
small number of participants, 58 in total. The reason for this is that in order to identify the 
key usability issues a researcher will not only need to ask the opinion of the participant but 
also to observe where problems occur, record events and encourage greater feedback from 
the user.  

It was considered important that the research should be carried out in suitable 
environments. When using a mobile phone the environment can have a considerable impact 
on the usability of a product. For practical reasons it was decided that users should carry out 
tasks using their own mobile phone in their normal domestic en vironment. However, 
whenever possible it was suggested that the user was observed using the phone in both low 
and high lighting conditions. Additionally th e users were observed using the product in 
both static and mobile environments, so the users were encouraged to use their mobile 
phone both indoor s and outside.  

The researcher directed the participant to carry out specific tasks related to the everyday use 
of the products, made objective observations and asked relevant questions. This procedure 
followed a standard questionnaire/methodolo gy formulated before and during the pilot 
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research. Furthermore users were asked how easy/difficult they found the task. This had to 
be explored in detail, including talking thro ugh the process, if there were particular 
problems or if it was deemed relevant. The observer needed to investigate how much each 
usability issue was down to the specific impairment/s of that user as opposed to being more 
specific to product design or environmental fact ors.  Observations were recorded in written, 
abbreviated form.  

In the second phase of user testing, the participants had been asked to evaluate a set of 
unfamiliar products, which helped the researchers to identify issues relating to first time 
use, for example, how intuitive the product is and how useful the instructions are.  

5.2 Results of the study 

With the mobile phone, many users (n = 15) reported having difficulties using the On/Off 
control. One issue was related to the force required to press the button. Many users (n = 10) 
had difficulty with this task ei ther as a result of having to use too much force or because 
they experienced pain or discomfort. 1 user reported leaving the phone on continuously, to 
avoid the difficulty of turning it on and off, as she had arthritis. In the observations 12 
people reported that the button required force to operate, so this was obviously a significant 
problem.  

Eight participants had problems when making a voice call and all of these problems were 
related to the operation of the number keys and other controls. Three users had problems 
due to the number keys being too close together, so they often pushed more than one button 
at the same time.  

Other individual problems included buttons  being too small and fiddly, buttons being 
difficult to operate if the user has long finger nails, problems deleting incorrect numbers, the 
numbers on the keys being hard to read and force being required to operate the keys. No 
users reported having problems when receiv ing a voice call. Observations recorded few 
negatives but in 3 cases the ring was too quiet and 1 user had problems with the keypad 
lock.  

There were many positive observations made including; loud ring, strong vibration, easy to 
know when I am receiving a call and screen lights up. Over half (n =25) of the users used the 
‘Ring and Vibrate’ setting to alert them to in coming calls, but almost as many (n=19) used 
ring only. 2 users were alerted to calls by ring and light but none chose to be alerted by 
vibration alone. When asked why they chose a particular alert, 10 users said that that was 
the way the phone was set up for them - the phone was either already on this setting, or a 
family member had selected it for them. Other replies generally explained and justified most 
users chosen method of being alerted to a call.  

Of the 49 participants who took part in this research, only 26 (59%) send SMS text messages 
and answered questions on these tasks. This indicates that although many elderly people 
now have mobile phones, their primary use is lik ely to be for occasional voice calls instead 
of text messaging. 28 participants attempted this task. Similar to the results for receiving a 
voice call, 50% (n =14) used the ‘Ring and Vibrate’ setting to alert them to an incoming 
message and 43% (n=12) used Ring/Tone only.  
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Fig. 4. Composition of the user group according to age, gender, impairments (Fiddian, 
Bowden et al. 2011). 
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Many users (n=17) had problems when they were asked if the number keys were large 
enough for them. 10 users specified that the keys were too small; 7 said that they found the 
keys too small and fiddly, 2 st ated that they tended to push two keys at once and 2 
obviously found the keys too small. Other problems recorded include the number keys not 
being arranged in a straight line, the butto ns not protruding enough, having to use 
fingernails to operate the small controls and a rounded button shape making it too easy for 
the finger to slip off and press th e neighbouring button by mistake. 

Some users (n = 10) reported not finding the display easy to read or having problems with 
it. 3 users (2 from group B and 1 from C) found the displays on their phones too small and 1 
of these also disliked having dark grey figures on an orange background. 2 users (from 
group A and B) found that their phone had an  energy saving function which darkened the 
screen, this happened too quickly for them making the display difficult to read. A single 
user (group A) commented that the calendar and menu functions look ed quite faint. For 
mobile phones, this was the usability issue which had the most problems associated with it. 
21 participants reported having problems wh en they were asked ‘do you understand the 
icons or descriptions’. 12 users said they were not sure about some of the words or icons 
used and 3 people did not understand the menu functions and so don’t use them. 2 users 
thought the descriptions were not intuitive and another 2 thought the instructions and 
language were too complicated. 2 users commented that they liked the clear diagrams 
(icons) and words. Less than half of the users (n=23) attempted to add contact details to the 
phonebook, as they had previously tried an d were unable to complete the task.  

The results of the observational user study were completely exploited for the creation of the 
user profiles, tasks, environment, and design recommendations used in the context model. As 
such it was more easily possible to create user model, environment and task instances and 
variables, including rules and constraints for user profiling and recommendation instances.  

6. The Context model – Description and implementation 

This section describes the proposed context model in detail and illustrates how the context 
model has been implemented.  

6.1 Description of the context model  

The context model should possess the capability to determine recommendations for 
appropriate interaction components for a consum er product. Therefore, it incorporates well-
defined partial models which are logically interrelated with one another in order to 
determine appropriate recommendations for the designer. Using the results of the 
observational study introduced in the precedin g section, a suitable taxonomy for the context 
model has been rudimentarily described in (Kir isci, Klein et al. 2011), which consists of the 
following partial models: 

User Model, where all information about the potential users of the product is stored. Focus 
is upon exemplary users with mild to moderate physical impairments. The respective user 
models are divided into several subgroups (profiles), which are divided into different levels 
of impairments. Additionally there are mixed pr ofiles describing the group of elderly people 
who are subject to a mixture of hearing, sight and dexterity impairments. 



 
Advances and Applications in Mobile Computing 

��

78

Component Model describes specific user interface components and adds functionalities to 
specific instances. E.g. a button can be pressed, so the button consists of the functional 
attribute of a switch with two states. This model is also used to connect recommendations 
with components - especially in the CAD phase, where the designer’s input is related to a 
component. 

Model for Recommendations , where guidelines and experience of the designer are stored. 
These consist of the predicates “Name”, “Text”, “Summary”, Rules, Phases and an 
Attachment, where e.g. Sketch Phase Template Layers can be stored. A component attribute 
defines rule sets for the design phase, if a recommendation is related to a specific component 
or component functionality like “Audio Output”. 

Environment Model , where all data of the environment is  stored. That includes the physical 
conditions of the environment of the real world, objects and characteristics of the 
environment etc. 

Task Model  describes how to perform activities to  reach a pre-defined goal. This model 
may be based e.g. on Hierarchical Task Analysis (HTA) providing an interface, where the 
designer can define actions of the user for the evaluation in the virtual environment 
envisaged in the evaluation phase. 

6.2 Overall architecture  

In relation to functional re quirements, such as gaining component recommendations as an 
output, the context model needs to be able to parse the sub-models using logical constraints. 
This is necessary in order to build an inference model with all relevant data. For the 
implementation, an architectu re is proposed which includes the context model as a 
knowledge base. Fig. 6 shows the system architecture of the overall system for 
implementing the context model. It is divided in to the parts: the backend, where all data of 
the context model is stored, the frontend, where company-specific design and testing 
applications, as well as all client-specific features to obtain recommendations 
(recommendation module) are integrated. The middleware layer provides a seamlessly 
accessible connection between the front end applications and the reasoning engine with a 
socket connection handler and socket server.  

In this respect a software framework has been specified upon a reasoning engine, as drafted 
in Fig. 6.  

The proposed architecture provides, the fron tend services, where the user can conduct 
the required functionalities. The recommenda tion system can be accessed in the sketch 
phase as well as in the detailed CAD phase. Thus three different types of front-end 
modules are provided to the user. The middleware services deal with all in- and 
outgoing connections and provide all relevant data to front-end modules. All 
recommendations are marked with a phase attribute, which defines at which phase a 
recommendation will be presented. Additi onally every recommendation instance 
consists of a user model-, environment-, task- or component rule. The backend services 
provide the access to the ontology-schemes, algorithms and data in order to control and 
manage the framework.  
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recommendation will be presented. Additi onally every recommendation instance 
consists of a user model-, environment-, task- or component rule. The backend services 
provide the access to the ontology-schemes, algorithms and data in order to control and 
manage the framework.  
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Fig. 6. Architecture of the proposed software framework 

6.3 Setting up the context model in the sketch phase 

The sketch phase is signed by providing qualitative design recommendations to the 
designer. These recommendations can be used for drafting the user interfaces of the 
envisaged product. In order to offer the design er flexibility within th e creativity process, 
only qualitative (high level) design recommen dations are offered to the designer in this 
phase. An idealized work-flow could mean to have corresponding recommendations (such 
as “use a maximum of 5 buttons in total”) directly on screen while drafting the product-
shape on paper or a digitizer tablet. The designer can save all settings among the given 
recommendations by saving a status file called “VSF”. The VSF is not only to save and 
reload corresponding information but also to “import” all information into the subsequent 
modules (e.g. CAD Module).  

The idea is that the context model is sequentially established through four main steps, which 
apply specified rule sets by every step as illustrated in Fig. 7 (Kirisci, Klein et al. 2011): 

1. Applying of user model Rules 
The General Rule Reasoner uses the user model rules to define all instances of the user 
model class as members of specified WHO ICF profiles (e.g. a specific profile for 
moderate hearing impaired people). 

2. Generation of initial Recommendations 
This step is the same as the first step, with the difference to use the recommendation 
rules and instances based upon user model profiles. 
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3. Creation of environment recommendations 
This step creates classes which are based on the id names (IDs) of every environment, 
and adds all textual and component recommendations, which were reasoned by the 
environment rules, as members of these new recommendation classes (e.g. a 
recommendation class for an instance of the environment). These rules can also use the 
previous defined recommendation classes. 

4. Creation of task recommendations 
The last step creates all task related recommendations based on task rules and all 
previously defined recommendations. This pr ocedure is the same as the creation of 
environment recommendations, all tasks id names define dynamically created classes, 
which contain recommendatio ns for specific tasks. 

 
Fig. 7. Iterative creation of recommendations 
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6.4 The context model in the CAD phase 

The user data, which is used in the CAD phase, contains in addition to the user model, 
environment and task selection of the first phase an annotation for components. The 
annotation option for each component part is  obtained from the component model of the 
context model as seen in Fig. 6. 

Fig. 8 shows the so called “annotation view” of the context model, which is directly loaded 
in the CAD software (Siemens NX), includin g the annotation option for each component 
part. In this step each name of the annotated object is set to the component id as defined in 
the component model. Each recommendation instance contains a component variable, 
which defines tags of component names that are addressed within a specific 
recommendation.  

After, the annotation, the mo dule presents recommendations dedicated to the annotated 
user interface component. Although it is likely that some recommendations may overlap, 
the majority of recommendations will be adde d to those recommendations of the first phase 
(sketch phase), providing more detailed insights.  

As already defined, the inference of the CAD design recommendations is created by using 
component tags for each recommendation instance. Additionally the instances can also 
define component rules, which limit minimum parameter values for the annotated objects. 
The corresponding parameter values must have already been defined in the CAD product to 
establish a linkage to the recommendations (e.g. a “button_height” parameter must be 
defined within a CAD model to be mani pulable by a corresponding rule).  

If a component rule and a corresponding value are defined for the current selected 
recommendation, an “Apply” button becomes visible in the recommendation view of the 
CAD module as shown in Fig. 9. The designer can accordingly use the button to check and 
change minimum parameter values directly within the CAD model. 

 
Fig. 8. CAD Module Annotation View 
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Fig. 9. CAD Module Recommendation View 

7. The evaluation of the context model 

In order to highlight the advantages (but also the limits) of the proposed context model 
for inclusive product development, a real use case of a European mobile phone 
manufacturer serves as a reference scenario. Technically spoken, this section describes 
how the context model can be used along the development process of mobile phones by 
product developers and design teams. Hence the underlying idea is to secure inclusive 
design aspects - starting as early as in the sketch phase, via the design phase - up to an 
initial product evaluation. In order to make this approach more comprehensive a typical 
design scenario is introduced. 
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Fig. 9. CAD Module Recommendation View 
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7.1 Scenario – Development of a mobile phone  

A designer is developing a new mobile phone which will be made available on the 
mainstream mobile phone market. He wants the product to be as accessible and usable as 
possible to as many people as possible, while at the same time looking attractive and 
appealing to customers. He sketches a new design idea and uploads it onto the computer. 
As the designer marks up the sketch he assigns the appropriate labels to the various user 
interface components. As he does so, design recommendations are provided by the system 
to warn him well in advance about potential us ability issues with each component and to 
ensure that he addresses these issues at the earliest possible stage. The cost of making 
changes increases exponentially as the design reaches the later development stages, so 
Designer B wants to identify and address as many usability issues as possible at this earliest 
stage.  

Once the designer gets into the next phase of the design project, he further develops the 
design and starts to conduct virtual user tests of the user interface. Since he wants this new 
mobile phone to be as universally designed as possible, he tests the design with all of the 
preset virtual user profiles and in a range of virtual environments. He has decided to design 
a touch screen phone, so most of the buttons and controls are onscreen.  

 
Fig. 10. Sketch design application of the framework 
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7.2 Technical view on the scenario 

The designer wants the product to be as accessible and usable as possible to as many people 
as possible, which means that he must be aware of possible impairments, which will have an 
impact on the product design. To accomplish this, he first star ts with the sketch phase and 
also the sketch design application of the framework. 

The User Model “Gandalf” is the most impaired  user model of the framework. As seen in 
Fig. 10 in the user model information field, the model is a member of the WHO ICF based 
groups of moderate hearing, manual dexterity and visual impaired profiles. As a result of 
this selection, the designer receives a list of appropriate recommendations, which all 
describe problems with impairments of the user model.  

After the selection of the user model, the designer can select different environments 
analogously, so he can get additional recommendations in relation to each selection. 
Accordingly, if the designer has made all different selections of user model, environment 
and tasks, he can export the current results of recommendations into the status file (VSF). 

In the next phase the designer creates his product in a virtual environment. Fig. 11 shows a 
product development view of Siemens NX in the design phase, including the annotation 
module, where the designer defines his components. 

After the annotation he can import the VSF in to the CAD Module in order to receive the 
recommendations in line with the previous se lections. In the recommendation view of the 
module he can select his annotated component and the imported VSF and receives all 
recommendations for his component as highlighted in Fig. 9.  

7.3 Discussion 

The authors of this chapter are convinced that the adoption of tools for inclusive design by 
product designers is more likely to happen, the less their impact is upon the design process. 
In other words, the earlier a product meets th e user’s requirements, the lesser the changes 
impact the design process, which includes the effect in the project budget, the project plan 
and the design activity. It is therefore of crucial importance to understand the product 
development process in detail, in order to know in which phases to integrate with tools that 
support inclusive design. To establish tools that are able to integrate into the existing design 
process is therefore one of the key issues to foster acceptance of inclusive design tools in 
industry. This justifies that the proposed desi gn approach focuses upon the integration of a 
widely used CAD application such as Siemens NX, thus offers at the same time an effective 
and undisruptive way to present design reco mmendations to the prod uct developer. Since 
the presented findings are based upon ongoing research, it is too early to draw final 
conclusions about the willingness of product ma nufacturers to adopt this approach into 
their existing design processes. Although, a European mobile phone manufacturer who has 
already vast experience with adopting more traditional user-centered design approaches, is 
testing the solution within their product desi gn department. Additionally the solution is 
being evaluated by a major manufacturer of white and brown goods with the development 
of washing machines and remote controls for TV sets. Throughout these tests, the validity 
and the limits of the proposed context model shall be identified, with the aim of improving 
the overall solution to the benefit of the product designers.  
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Fig. 11. CAD prototype of a mobile phone and annotation module 

8. Conclusions  

The presented design approach based on the described context model is capable of 
supporting the product development process in the early stage before the realization of 
prototypes. It should however, not be understood  as a total substitution of real users, but 
moreover as complementing the involvement of real users, thus an opportunity to minimize 
the effort of applying more costly and time-consuming techniques in the early design phase. 
The benefit for mainstream manufacturers of mobile products such as mobile phones, 
gadgets, and remote controls is obvious as they would be able to develop their products in 
an inclusive manner, making them accessible for users with mild to moderate impairments. 
At the same time, it is vital that the produc t remains attractive for non-impaired users as 
well. A main challenge was to seamlessly integrate the context model into the existing 
product development processes of manufacturing companies by integration into 
mainstream CAD applications. This challenge was tackled by integrating the context model 
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in Siemens NX 7.5 (as representing a widely used CAD application), and presenting the 
designer with qualitative and quantitative re commendations based on the specified values 
in the CAD software. The next development ph ase of the proposed system will focus upon 
the evaluation phase, where the designers will have the possibility to test their 
recommendation-based product design in a vi rtual environment through a digital human 
model, which corresponds to the data of the context model as configured by the designer in 
the sketch phase. It is foreseen that this shall be done while remaining within the same CAD 
application Siemens NX. As a digital human model, “JACK” shall be used and adapted 
according to the collection of profiles of im paired end user in the context model. The 
proposed design approach envisages that the output of the evaluation phase should flow 
back into the preceding phases such as CAD phase and sketch phase. In this way a 
continuous update of the context model shall be realized. The demonstration of this 
mechanism shall also be considered in the next iteration. Finally, it should be noted that 
focus of the present research is mainly upon the feasibility of the approach than to guarantee 
the validity of the data in the context model.  Even though a comprehensive field study has 
been conducted within this research, for the future the quality of the data 
(recommendations, design constraints, user interface components, etc.) in the context model 
is highly dependent upon the availability of quantitative, accurate data. At the same time 
the authors are confident that through the developed design framework, research findings 
of quantitative user studies can be integrated more easily and cost-efficiently into the early 
product development.    
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1. Introduction 

With the rapid development of embedded systems and extension of embedded application 
domain, the scale and complexity of requirements for embedded software have 
continuously improved. And the product qua lity and marketing time depend upon its 
software quality and development cycle. As a result, embedded software testing becomes a 
hot issue of the research. 

Embedded system usually adopts hierarchy as their software architecture based on real-time 
kernel, as shown in Fig.1 [1]. From this figure we can see that the system software is 
separated into the following layers: 
 

Application Layer 

Middleware Layer 

Operating System Layer 

Driven Layer 

Hardware 

Fig. 1. Software structure of embedded system 

1. Driven Layer (also called Hardware Abst raction Layer, HAL), as the bottom of 
software, is closest to hardware. This layer directly makes contact with hardware, 
providing hardware interfaces for operating system and applications, in other words, 
gives drivers support. The manufacturers generally supply complete software of driven 
layer during the process of selling hardware so that develo pers can use them directly. 

2. Operating System Layer (known as System Software Layer). It is responsible for 
cooperating with application layer to im prove their scheduling, management and 
exception handling. Thanks to the support of this layer, especially the real-time kernel, 
the difficulty of developing embedded software has been eased greatly and the 
development cycle has been shortened.  

3. Middleware Layer refers to Software Reali zation Supporting Layer. The realization of 
embedded application software requires the support of programming languages, such 
as procedure-oriented C, and object-oriented C++ and Java. When using these 
languages to develop application programs running in embedded systems, relevant 
compiler and interpreter are required to convert the programs into machine code in 
order to realize the corresponding functions.   
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4. Application Layer (called Application Software Layer). Application layer lies in the top 
of the embedded system hierarchical architecture, mainly comprising multiple 
relatively independent application tasks to accomplish specific work, such as I/O, 
computing and communicating. Operating system is in charge of scheduling these 
tasks.   

Embedded software testing is more complex than general business-oriented software 
because of its characteristics such as real-timing, insufficient memory, shortage of I/O 
channels, expensive development tools, close relationship with hardware dependency, and 
various CPUs. Meanwhile on account of the high reliability demands of embedded system, 
safety invalidation will probably bring out catast rophic results. So it is of great importance 
to perform strict test, validation and verifi cation on increasingly complicated embedded 
software[2]. 

Embedded software testing shares the same objectives and principles with other general 
software testing to verify and reach the reliability requirements. However, as a special kind 
of software testing, embedded software testing owns its unique characteristics as follows: 

1. Specific hardware dependency. Embedded software can only run in specific hardware 
environment. Thus, the most important purpose for testing is to ensure the embedded 
software could run more reliably in  this particular environment. 

2. Real-time characteristics. Besides high reliability, the testing also needs to guarantee the 
real-time characteristics. 

3. Memory test. In order to meet the demands of high reliability, memory leak is not 
allowed in embedded system. Therefore, embedded software testing not only consists 
of performance test, GUI test and coverage analysis test but also memory test. 

4. Product testing. The ultimate purpose of  embedded software testing is to make 
embedded products satisfy safety and reliability while fulfilling other functions. Hence, 
we need to perform product testing after the first embedded product has been 
produced. 

By now, the majority work of embedded software testing emphasizes on debugging phase 
instead of studying comprehe nsive techniques. Along with the widespread popularization 
of embedded software application and increase requirements of quality assurance, testing 
needs more systematic and engineered technical supports apart from debugging. 

This paper takes mobile phone testing as an example to introduce the implementation 
process of embedded software testing and analyze the methods after presenting testing 
techniques and tools, attempting to form a kind of engineered solution for testing.  

2. Software testing 

Software testing is a process of choosing appropriate test cases and executing the program 
to be tested for the purpose of detecting program defects according to the IEEE 1983 
standard. In IEEE Std 829-1998, which is the revision of IEEE (1983), testing is defined as 
software analysis procedure of (A) testing one or more sets of test cases, or (B) testing one or 
more sets of test processes, or (C) testing one or more sets of both test cases and test 
processes, aiming to find the place where the realization of software function does not 
accord with the requirements and also to evaluate the software[3]. 
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2.1 Software testing techniques 

Software testing technology provides specific support method for each stage of software 
test. It can be divided into static testing and moment testing from the perspective of whether 
tested software needs to be executed. 

2.1.1 Static testing and moment testing 

Static testing is the process of searching for defects that probably exist in program and 
assessing program code, rather than executing the program. Static testing mainly consists of 
code reviews, code walkthrough, desktop check, technology check and static analysis. 
Among them, the first four proc esses are all conducted manually while the static analysis 
proceeds automatically by software tools [4].  

Moment testing, also called dynamic testing, executes test cases via software to obtain the 
real operation situation. It chiefly includ es black box and white box testing. Every 
engineering product can choose one of the following ways to test:  

1. Suppose the function specification of the product has been generated, whether each 
function complies with the requirem ents can be proved by testing.  

2. Suppose the internal working process of the product has been determined, we can 
verify that each internal operation is in a ccordance with the designed requirements and 
guarantee all internal components have been inspected. 

These two kinds of methods from different angels are both commonly used in testing. The 
former is black box testing and the latter is white box testing. 

2.1.2 Black and white box testing 

Black box testing is also known as functional and data-driven testing, considering system 
as a dark box. We only need to check whether the program functions meet the 
specification requirements while ignoring internal logic of the program. Testers are 
forbidden to use their knowledge of system internal structure or experience. The typical 
black box testing methods are equivalence partitioning, boundary value analysis and 
cause-and-effect diagram. 

Black box testing mainly contributes to find a few kinds of mistakes [5]:  

1. Incorrect functions or  omitted functions; 
2. Improper input and output; 
3. Data structure error or access failure to external information (such as data files); 
4. Poor performance compared with requirements; 
5. Initialization or termination error. 

White box testing, referred to structure testing and logic-driven test, regards test object as a 
transparent box, allowing tester s designing and choosing test cases in the view of internal 
logical structure of the program and relevant  information, and testing program logical 
paths. Through inspection of the program stat us at different states, testers can determine 
whether the real state is consistent with expected[6]. 

We can follow these steps to examine the program:  
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1. Test all independent execution paths in program modules at least one time; 
2. For all logical judgments, test them at least one time in true and false conditions, 

respectively; 
3. Execute the loop in the boundary of circulation and body;  
4. Test the effectiveness of internal data structures, etc. 

White box testing is an exhaustive path testing. In fact, the number of independent path 
running through the program is probably fabulous  in amount, and it is difficult to traverse 
all paths. Even though we think each path has been tested and the coverage has reached 
100%, the program still might be wrong. 

White box testing methods comprise logical coverage, circulation coverage and basic path 
coverage test. Among them, logical coverage can be distributed into statement, decision, 
condition, decision/condition, condit ion combination and path coverage. 

Besides white box and black box testing, there is another kind of test method-gray box 
testing. Just like black box testing, gray box testing is executed through the user interface. 
Moreover, testers must understand the design of the source code or relevant software 
functions, and even have already read part of the source code. Owning in-depth insight into 
the product internal design and thorough kn owledge about it, testers can perform certain 
purposive condition/function tests and test it s performance from the user interface more 
effectively. 

2.2 Software testing type 

The process of software system testing includes conducting unit test of software modules, 
assembling them for integration testing, combining the subsystems into software, and 
finally validating and verifying the system fu nctions in the real environment according to 
the specification[7]. 

2.2.1 Unit testing 

Unit testing inspects the correctness of program modules, aiming to find the errors possibly 
exist in each module by testing cases designed according to the program internal structure, 
which is the reason why we choose white box testing technology. For embedded software, it 
runs usually on host machine[8]. 

2.2.2 Integration testing 

Integration testing is a system testing technology to detect errors associated with software 
interfaces after each module is integrated into subsystem or system according to the design 
requirements (e.g. structure diagram). Both white box testing and black box testing are used 
in this technology, and test cases are mostly built by black box testing. Integration testing 
usually executes in host environment similarly [9]. 

2.2.3 System testing 

System testing contributes to discover the inconformity and contradictory between software 
and system definition by comparing with the system specification. The test object is the entire 
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software system, including not only the soft ware itself, but also the hardware/software 
environment it relies on. System testing needs to be performed on the target machine. 

2.2.4 Acceptance testing 

Acceptance testing is also known as validation testing. It is responsible for verifying the 
validity of the software, which means to verify  whether the software function, performance 
and other properties are consistent with the user requirements. This testing usually adopts 
black box testing and commonly implements on the target machine [10]. 

3. Embedded software testing technology 

Due to the characteristics of embedded system differing from th e desktop system, the 
development and testing of embedded software is pretty different from commercial 
software. Developers still develop their own testing platform because of lack of available 
general tools. The following factors will influence the software testing: 

a. Platform of application and develo pment separation from operating; 
b. Complexity and diversity of development platform; 
c. Strict limit of hardware resource and development time; 
d. Software and hardware developing concu rrency, and modularization and hierarchy 

combination alternatively; 
e. Lack of visual programming mode; 
f. Ceaselessly upgrading of software quality requirements and certification standards 

because of business change. 

3.1 Testing environment 

Simulation is commonly used to test external  devices in embedded software testing, which 
makes use of specific software or hardware simulation tools so as to simplify the testing 
environment. Simulation classifies into hard ware simulation and software simulation. In 
embedded software testing, hardware simula tion attempts to replace hardware and 
software by means of external equipments, which are identical to the target device in 
software interaction functions and fairly close performance. Software simulation is 
developing corresponding software to substitute for peripherals. The alternative software 
has the same software interaction function as target hardware, but their performance differs 
a lot[11]. 

3.1.1 Emulator 

According to the difference between testing environment and real environment, embedded 
software simulation testing environment (ESSTE) can be distributed into full physical, semi 
physical and full digital simulation testing environment [12]. 

3.1.1.1 Full physical environment 

The software is tested in the real physical simulation testing environment. The entire system 
(including hardware platform and embedded software) directly cross links with other 
physical equipments, forming a closed loop. It  focuses on examining the interface between 
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testing system and other interactive equipments. The requirements of testing environment 
are relatively low. 

3.1.1.2 Semi-physical environment 

Semi-physical simulation testing utilizes simulation model to emulate the linking 
equipments, and the testing system is actual. The linking environment of the system consists 
of hardware and software formed by inpu t/output devices and their I/O interfaces, 
fulfilling closed-loop testing automatically, real-t imely and non-intrusively. The emulator is 
required to simulate input and output of the real physical environment, and can drive the 
tested software to run preventing any ot her input and acquire the output results. 

3.1.1.3 Full digital environment 

Full digital simulation testing environment is a set of software system including simulated 
hardware and peripheral. It is established on the host machine with the combination of CPU 
control chip, I/O, terminal and clock simulation, providing a precise digital hardware 
environment model. Full digital simulation testing has the most complex requirements 
among these three kinds of test environment. 

3.1.2 Cross-debug 

Embedded software debugging has a great difference with general software. In common 
desktop operating system, the debugger and programs to be debugged are located at the 
same computer with the same operating system. For example, when we develop 
applications using Visual C++ in Windows platform, the debugger is an independent 
process, running and controlling the tested proc ess via interfaces provided by the operating 
system. However, in embedded operating system, developing host and target locate at 
different machines. So we could adopt cross-testing to debug and test the program on target 
machine, and capture whether it receives test data normally. 

Cross debug, also regarded as remote debug, means that the debugger runs on the desktop 
operating system of the host, and the tested program is executing on the embedded 
operating system of the target machine, respectively. Cross-debug allows debuggers control 
the operation mode of the process, examine and modify all kinds of variable values in 
memory unit, register and process on the target machine.  

The communication between host and target machine can be realized through serial port or 
Ethernet port basis on TCP/IP protocol. 

3.2 Testing tools 

We can adopt general software testing techniques and tools for embedded software system 
testing, such as static and dynamic test techniques, and requirement analysis and static 
analysis tools. According to the research on embedded software testing, technical challenges 
still exist: 

1. The poor commonality or even lack of testing tool that fits some certain area. 
2. Inability to visualize the software execution procedure because of instruction pipeline, 

dynamic reset, cache, etc. 
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3. Waste of time to correct problems that can be prevented formerly, such as memory 
allocation error. 

4. Failure to confirm the testing validity. The testing accuracy is sensory evaluated, so we 
do not know which tests are valid and which are not [13]. 

Nevertheless, the use of test tools is necessary. At present time, software plays an important 
role in embedded system. The testing stress occurs because of the rapid development of 
software itself and great pressure in transaction cost, the complexity of software functions 
and the shortage of development time. Moreov er, systematized testing becomes inaptitude 
for meeting the requirements in dependently in a short period of time. Therefore, we must 
use test tools such as CodeTest so as to ensure the progress and quality of testing.  

Currently, the testing tools of embedded software can be divided into software testing tools, 
hardware testing tools, and combinat ion tools of software and hardware [14]. The principle, 
advantages and disadvantages of these kinds of testing tools are described as follows. 

3.2.1 Software testing tools 

Software testing mostly adopts software simulation, which is to simulate the target machine 
in the host, making the majority of the test can be done in the simulated host. Most of the 
embedded testing tools use this technology, including LogiScope by Telelogic and Coverage 
Scope from Wind River. 

Host/Target software testing tools use instrumentation technology [15], inserting some 
functions or statements in the test code to generate data and send them to the shared 
memory of target system. In the meantime, a task is running in target system to preprocess 
data and convert them to the host platform th rough the debug port by target processor. In 
this way, testers are able to learn the current running state of the program.  

However, instrumentation functions and prep rocessing tasks inevitably exist and will 
increase the system code and reduce the efficiency of the system by more than 50%. 
Preprocessing occupies the resource of CPU time, shared memory, and communication 
channels of the target system to complete data processing and transmission. Besides, large 
amounts of instrumentations will affect system operation during coverage analysis. 
Therefore, software testing tools based on Host/Target lack of performance analysis because 
they are unable to analysis functions in the target system and run time of the tasks 
accurately. They also fail to observe memory allocation dynamically. 

3.2.2 Hardware testing tools 

Multimeter, oscilloscope and logic analyzer are used not only in hardware design and 
testing, but also in software testing. Among these tools, the logic analyzer is the most 
commonly-used. It can be acquainted with the working status of the system and the 
current condition of the program by the means of monitoring system instruction cycle on 
bus, capturing these signals in certain frequency and analyzing these data. Whereas 
some important signals will be inevitably lo st because of the way it works by sampling, 
and it can merely analyze limited functions. So it is really difficult to come to satisfactory 
results. 
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Meanwhile, hardware tool has no ability of analyzing and checking memory allocation [16] 

because hardware tools capture data from system bus when doing coverage analysis. For 
example, when Cache opens, the system will adopt the instruction prefetch technology to 
read a section of code from the auxiliary storage into L1 Cache. Once the logic analyzer has 
monitored signals that the codes have been read on bus, it will report that the code has been 
executed. However, the codes sent to the Cache may not be hit actually. To avoid this error, 
Cache must be closed out which means the system is not in real environment. More 
seriously, Cache off can lead to the system working disability.  

3.2.3 Combination tools of software and hardware 

The combination testing tools of software and hardware have inherited the respective 
advantages of software and hardware testing tools, abandoning their shortcomings at the 
same time. For instance, CodeTest, designed by Applied Microsystems Corporation (AMC) 
is a kind of high performance testing tool for embedded developers using instrumentation 
technology, applying for both native and in-circuit testing. 

CodeTest inserts an assignment rather than instrumentation function as in software testing 
tools. It runs extremely rapidly while avoiding interrupted by other interrupts, so it has little 
effects on the target system and instrumentation processes. Meanwhile, it captures data on 
bus only when the program runs into an inse rted special point by monitoring the system 
bus instead of fixed sampling. So it ensures precise data observation. 

CodeTest provides the following functions: 

1. Performance analysis; 
2. Coverage analysis; 
3. Dynamic memory allocation analysis; 
4. Execution traces analysis. 

Although the software instrumentation and bus data-capturing techniques have improved, 
the drawback that CodeTest depends on hardware is exposed. CodeTest must be 
customized for different signal acquisition probe and related data acquisition mechanism on 
different hardware platforms, which makes Code Test poor in flexibility and portability. At 
the same time, this mechanism also greatly restricts the product adaptability to the market, 
increasing the cost and the development cycle for new products[17]. 

From the above analysis, we can find that one or more following technologies are used in 
various testing tools: 

1. Part of the program has been pushed forward by inserting lots of “printf”. 
2. Software testing tool is a kind of simulation that it doesn’t work in real system. 
3. Target software testing tool runs on the same hardware platform with tested software at 

the same time, taking up resources of the testing system, such as CPU time and 
communication port. 

4. Hardware testing tools, such as logic analyzer and simulator, cannot run in the Cache 
open mode. 

5. Hardware-aided software tool, like CodeTest, is a real-time online testing system, 
available in the cache open mode and not occupying any resources on the target board. 
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Although some test tools have already led to a certain good results in some applications, 
these tools still fail to meet the requirements in specific applications because of the 
diversity of the embedded system. So it is diffic ult to form test solutions that fit all specific 
test cases. 

4. Mobile phone software testing 

This paper takes the testing of mobile phone contact module that locates in software system 
MMI (Man Machine Interface) layer as an example to research testing technology of 
embedded software.  

The development of mobile phone software system uses sequential life cycle model, 
named V model [18], as shown in Fig.2.Correspondingly, testing must accompany with the 
development process of the project, as shown in Fig. 3. Therefore, test plan ought to be set 
down when development plan is being formul ated; test case should also be prepared 
when the software requirements have been determined; moreover, when the project 
development is completed, it must be followed by the reports on test execution, progress 
and summary. 

 
 

 
 

Fig. 2. V model 
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Fig. 3. Testing flow chart 

Testing process must base on the overall project requirements to define, restrict and manage 
all the processes, activities and changes in the whole testing life cycle. Its critical function 
includes testing requirements extraction, test strategy and planning, test design, test 
execution and test result analysis. 

This research uses TestLink[19] and Bugzilla [20] as management tools in the testing process. 

4.1 Introduction to mobile phone operating system 

Different from the general operating system and its variety functions, the purpose of 
embedded operating system is so definite and direct that it only wo rks to resolve one or 
several functions. Mobile phones are required to satisfy the specific requirement of fast 
response time as communication tools, which is a typical real-time operating system. For 
instance, phone call should be answered in 90 seconds; otherwise it will be hung up.  
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1. Introduction 

Industrial automation has been the focus of many studies owing to the need for increased 
production in the market and constant technological developments. Thus, the concepts of 
industrial automation have been incorporated into the medical area for some time, and are 
now being used in hospital automation. However, the hospital environment still not being 
properly automated and the auto mation that does exist is only found in a few processes. 
Several studies have been developed and are usually addressed most of the problems 
involved in processes with automation po tential, such as: security, communication, 
reliability and performance of applications, biomedical devices, systems usability, logical 
and temporal consistency, among others.  

With all the technological advances and current  devices available, large and good projects 
are not only restricted to the invention of new technologies and concepts but also, and 
mainly, to the merging of existing technologies resulting in new ideas and devices that 
address problems not yet solved.  

Mobile computing and portable devices, fo r example, are changing the relationships 
between human and computers, and are introducing a new form of communication based 
on context. According to Figueiredo (Figueiredo & Nakamura, 2003) this new form of 
communication allows people to interact seamlessly with objects, computers, environments, 
etc. Such technological advances are a significant departure from the existing computational 
paradigm in which users need to interact explic itly with the systems in order to achieve the 
expected results. 

This new paradigm, known as ubiquitous computing, named by Weiser (Weiser, 1991), has 
the ability to foster a different computer vision , focusing on people’s daily life (and daily 
tasks). Its current applications and future possibilities can be utilized in an almost invisible 
way, allowing the user to communicate with technology without even realizing it. Thus, the 
processes occur for the user, as the services and interfaces are hiding the complexity of the 
system.  
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