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Preface 
 

Due to their prevalence, pervasiveness and burden inflicted on men and women of 
today, psychiatric disorders are considered as one of the most important, sever and 
painful illnesses. This impairment of cognitive, emotional, or behavioural functioning 
is in some cases tragic. Aside from knowing the physical organic factors, such as 
infections, endocrinal illnesses or head injuries, the aetiology of psychiatric disorders 
has remained a mystery. However, recent advances in psychiatry and neuroscience 
have been successful in discovering subsequent pathophysiology and reaching 
associated bio-psycho-social factors.  

This book consists of recent trends and developments in psychiatry from all over the 
world, presented in the form of multifarious and comprehensive articles. The first two 
sections of the book are reserved for articles on schizophrenia and depression, two 
major illnesses present in this field. The third section of the book is reserved for 
addiction psychiatry, related not only to socio-cultural but also biological alterations. 
The last section of the book, titled "Biological Neuropsychiatry", consists of three 
topics - updated molecular biology, fundamental neuroscience and clinical 
neuropsychiatric conditions. Doubtlessly, this book will be fruitful for future 
developments and collaboration in “world psychiatry”.   

In the first section, “Schizophrenia”, Dr. Somenarain describes how the prefrontal 
cortex (PFC) controls the activity of many subcortical structures via the excitatory 
axons of pyramidal neurons. Cognitive behaviour and motor planning are also 
investigated. The author presents novel findings about PFC and schizophrenia 
according to decreases of microtubule-associated proteins, loss of dendrites and 
spines, decreases in neurogranin and the role of antipsychotic drugs. Dr. Jutzeler et al. 
review the characteristics in schizophrenia of event-related potentials and current 
preclinical models of Electroencephalogram abnormalities. The authors discuss 
potential requirements of future model and methods to provide insight into 
pathophysiological mechanism and facilitate the development of new treatments. Dr. 
Carlino et al. perform a meta-analysis of studies measuring serum concentrations of 
Brain-derived neurotrophic factor to elucidate whether or not this neurotrophin is 
abnormally produced in patients with schizophrenia. Additionally, the authors 
identified factors that might contribute to different findings in literature. Dr. 
Krzystanek et al. describe their data on “Neurocognitive Expression of Hypofrontality 
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in Long Term Schizophrenia”, and suggest that creating the treatment strategy 
considered hypofunction of the N-methyl-D-aspartic acid receptor model can be a new 
research direction. Dr. Douma et al. discuss experimental data in chapter “Linking 
Stress and Schizophrenia: a Focus on Prepulse Inhibition”. Professor Gregoric 
Kumperscak focuses on childhood and adolescent schizophrenia and other early-onset 
psychoses, and concludes that early-onset schizophrenia has worse prognosis than the 
adult-onset one; early diagnosis followed by treatment is essential. As the author 
indicates, to diagnose schizophrenia properly, a thorough knowledge of negative and 
positive symptoms, prodromal state symptom varieties, as well as full range of normal 
developmental changes is indispensable. Dr. Verhaegen et al. discuss “Verbal 
Behavior Analysis as a Diagnostic and Psychopharmacological Strategy for 
Differentiating Paranoid and Disorganized Schizophrenics” and describe potential 
relationship between these discontinuities, syndrome's specificities and how they 
relate to the question of incoherence. The authors emphasize pragmatic, cognitive, and 
formal methodology for dialogue analysis to specify and differentiate between the 
various schizophrenic syndromes. 

In the second section, “Depression”, Dr. Dedic et al. introduce some basic concepts 
with respect to the question what and how animal models are able to contribute to our 
understanding of mood disorders, and give an overview of the most popular 
behavioural tests and mouse models with a particular focus on major depression. Also, 
the authors review latest views on the importance of introducing gene/environment 
interactions into animal models of etiologic relevance. Dr. Benton and Dr. Whiltshire 
discuss several key molecular and neurochemical alterations that have been linked 
with depressive disorder, and present future directions for biological alterations in 
depression. Msc. Pereira et al. give us a comprehensive review of epidemiological and 
clinical aspects in developed and developing countries about depression during 
pregnancy. Dr. Guiard summarizes a new class of antidepressants in the treatment of 
psychiatric disorders, and describes serotonergic, noradrenergic and dopaminergic 
pathways in the brain, as well as specific symptoms of depression. The author 
addresses the possibility that triple reuptake inhibitors may exert part of their 
antidepressant activity by preventing/reversing algesia in depressed patients.  

In the third section, “Addiction psychiatry”, we can read powerful articles which 
cover many issues around substance abuse. Prof. Lurigio mentions that drug abuse 
and dependence disorders are chronic but treatable brain diseases, involving 
compulsive drug-seeking and drug-using behaviors that persist despite immediate or 
potentially harmful consequences for users and their families and communities. As the 
author suggests, in order to deal with this serious threat to public health and safety, 
resulting in healthcare expenditures, poor work productivity and academic or job 
losses, we should develop assessment, treatment matching, relapse prevention, the use 
of medications and adjunctive services. Dr. Maior et al. highlight the importance of 
neuropharmacological data, originated in non-human primate studies, towards our 
understanding of the mechanisms of cocaine addiction. Dr. Novak et al. present an 

Preface      XI 
 

overview of current state of knowledge about the nonmedical use of prescription 
medications in the U.S.A. The authors also provide us with a summary on 
pharmacological properties that are likely to confer selective use of particular drug 
class for nonmedical use. Dr. Aartsen alarms that the knowledge about causes, 
consequences and characteristics of older people who are addicted to alcohol, 
cannabis, cocaine and heroin is still very limited. The author emphasizes that the 
development of effective prevention of substance abuse in older adults, as well as 
effective therapies, is therefore strongly hampered. Since the anti-smoking trends have 
been observed in many countries, Prof. Muehlig's chapter on current state of 
knowledge on the phenomenon of tobacco addiction, and tobacco use related 
disorders, is very appropriate. Dr. Krzysztof et al. introduce “Comorbidity of a Serious 
Mental Illness with an Addiction to Psychoactive Substances” according to 
experiences at the Center for Mental Health and Addiction Treatment, and at the 
Center for Addiction Treatment, "Familia", in Poland, specializing dual diagnosis. 

In the last section, “Biological Neuropsychiatry”, we can find three types of articles 
related to molecular biology, neurochemistry and psychogenic movement disorders. 
Tohyama et al. describes available information on molecular cascades and their 
association with mental diseases, involving the susceptibility genes, DISC1, PACAP, 
TRAP1 and Dysbindin in major psychiatric disorders, such as schizophrenia, 
depression and bipolar disorder. Dr. Rex and Dr. Fink introduce integrated reviews on 
the relationship between neurotransmitter and behaviours, focusing on serotonin (5-
hydroxytryptamine, 5-HT) and anxiety disorders. They investigated whether 
anxiolytics of different drug classes inhibit 5-HT release in, for example, herbal 
products. Abnormal movements and postures resulting from primary psychiatric 
disease are popular but difficult conditions because these may be mimicked by some 
neuro-psychogenic factors, including akinesia, hyperkinesia, tremor, myoclonus, and 
dystonia. Dr. Dallocchio reviews empirical evidence concerning clinical manifestations 
of psychogenic movement disorders (PMDs) and summarizes how PMDs are 
currently diagnosed, investigated and treated. 

Doubtlessly, this book will be fruitful for future developments and collaborations in 
“world psychiatry”.  

I would like to thank all the authors and contributors in book project “Psychiatric 
Disorders – Trends and Developments”. Special thanks are also due to Ms. Ivana Zec, 
editorial management and InTech – Open Access Publisher. Finally, the editor would 
like to express his gratitude to all readers. 

 
Assoc. Prof. Dr. Toru Uehara 

General Health Support Centre, Gunma University, Gunma, 
Japan 
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Neuropathology of the Prefrontal  
Cortex Neuropil in Schizophrenia 

Latchman Somenarain  
Bronx Community College, CUNY Bronx, New York  

USA 

1. Introduction 
Schizophrenia is a brain disease with a multitude of symptoms and deficits in several areas 
of the brain. While the search for the neuropathological mechanisms of most diseases of the 
brain remain a forefront in the frontier of brain research, studies in schizophrenia has 
progressed significantly within the last three decades; however, the central etiological 
mechanisms of this devastating disease remains a mystery. A new impetus was gained with 
the landmark study by Johnstone et al., (1976) using computed tomographic (CT) scans, 
reported dilation of the lateral ventricles in a small group of chronic schizophrenic patients. 
Following this study, numerous more sophisticated neuroimaging studies using techniques 
such as magnetic resonance imaging (MRI) and positron emission tomography (PET) scans, 
consistently showed ventricular enlargement, sulcal widening and cortical atrophy in 
schizophrenia (Reveley et al., 1982; Andreasen et Al., 1988, 1990, 1994; Lawrie and Abukmeil 
1998; Van Horn and McManus 1992). Lateral ventricle studies showed a 20-75% increase in 
the ventricular to brain ratio (Daniel et al., 1991; Van Horn and McManus 1992) and a 
median 40% increase in volume using MRI (Lawrie and Abukmeil, 1998). Additionally, 
some of these volumetric studies also showed an 8% decrease in the overall temporal lobe 
and 4-12 % decrease in volume of medial temporal structures, such as the hippocampus, 
parahippocampus and amygdala (Lawrie and Abukmeil 1998). Of significant importance 
are imaging studies of monozygotic twins discordant for schizophrenia. In all pairs studied 
the affected twin had the larger ventricles (Reveley et al., 1982; Suddath et al., 1990) and 
smaller cortical and hippocampal size (Noga et al., 1996). These studies were supported by 
data from family studies, which showed that the affected relatives had larger ventricles and 
smaller brain volume (Honer et al., 1994; Sharma et al., 1998; Silverman et al., 1998). 
Buchanan et al., (1998), in an effort to identify reductions in specific subregions of the frontal 
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The prefrontal cortex is located in the frontal lobe. It is rostral to premotor and primary 
motor areas. The PFC is the prominent cortical projection of the medial dorsal (MD) nucleus 
of the thalamus (Takagi 1980; Yarita et al., 1980; Price et al., 1981). It also receives reciprocal 
connections from areas of the diencephalon, mesencephalon and limbic system as well as 
cortical afferents of visual, auditory and somatic origin (Barbas et al., 1989: Barbas 1992). It is 
one of several association areas in the brain and is concerned with cognitive behavior and 
motor planning. The prefrontal cortex can be divided into several subregions; however, 
there are two main regions: the prefrontal association cortex proper, located on the 
dorsolateral surface of the frontal lobes, and the orbitofrontal cortex, located on the medial 
and ventral portions of the frontal lobe (Leonard 1972). In primates, the mid-dorsolateral 
PFC is targeted as a locus for working memory processes, and it encompasses the region 
within and above the principal sulcus (Broadmann’s areas 46 and 9). In recent years, many 
studies have focused on the prefrontal cortex as a site of perturbation in schizophrenia 
(Benes et al., 1991; Shapiro, 1993; Davis and Lewis, 1995; Perone-Bizzozero et al., 1996;  
Beasley et al., 1997; Glantz and Lewis, 1997; Honer et al, 1997; Garey et al., 1998; Selemon 
and Goldman-Rakic, 1999; Kalus et al., 2000; Buxhoeveden et al., 2000; Lewis et al., 2001;  
Pierri et al., 2001, 2003; Broadbelt et al., 2002, 2006, 2008; Jones et al, 2002; Kindermann et al., 
2004; Kolluri et al., 2005; Vostrikov et al., 2007; Subroto et al., 2009; Somenarain et al., 2010). 
Functionally, the prefrontal cortex is involved with attention, memory, orderly thinking and 
planning (Goldberg 1995), cognitive functions which have been shown to be impaired in 
schizophrenia and patients with damage to the prefrontal cortex (Weinberger et al., 1988), 
all of which are altered in schizophrenics.  
 Much evidence points specifically to the dorsolateral prefrontal cortex (DLPFC) as a site for 
dysfunction in schizophrenia (Weinberger et al., 1986; Buchsbaum et al., 1990; Benes 1991; 
Pakkenberg 1993; Goldman-Rakic and Selemon 1995, 1997; Lewis 1995, 1997; Harrison 1999; 
Andreasen 2000; Thune et al., 2001; Jones et al., 2002; Broadbelt et al., 2002, 2006; Miguel-
Hidalgo et al., 2005; Kolluri et al., 2005; Somenarain et al., 2010). Schizophrenics perform 
poorly on tasks that require the use of working memory (Baddeley 1986). The intricate 
nature of working memory was first identified in studies of human cognition (Norman 1970, 
Baddeley 1986). Working memory allows one to simultaneously keep several pieces of 
information in mind for a few short seconds. For example, a newly read phone number is 
stored until it is dialed and after it is immediately forgotten. Morphological post-mortem 
studies in the DLPFC showed an increase in neuronal density (Benes et al., 1991; Selemon et 
al., 1995) without a change in the number of neurons (Pakkenberg 1993; Thune et al., 2001). 
Both Benes et al., (1991) and Selemon et al., (1995) hypothesized that increases in neuronal 
density without a change in the number of neurons would imply a change in the DLPFC 
neuropil, which includes the axon terminals, dendrites and dendritic spines that are the site 
for most cortical synapses. This was corroborated by several studies that showed a decrease 
in the synapse-associated protein synaptophysin (Karson et al., 1996; Perrone-Bizzozero et 
al. 1996; Glantz and Lewis 1997). A study by Buxhoeveden et al., (2000) reported reduced 
neuropil space in area 9 of schizophrenics. There are consistent findings of reduced spine 
density in layer III pyramidal neurons of the temporal cortex, BA 22 and 38, and frontal 
cortex, BA 10 and 46 (Garey et al., 1993, 1998; Glantz and Lewis 2000; Kolluri et al., 2005). 
Understanding the significance of these alterations requires an understanding of which 
elements of the DLPFC circuitry are disturbed. Functional maturation of the DLPFC 
circuitry in monkeys and humans seems to be uniquely protracted. It does not become 
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functionally mature until after puberty (For a review see Lewis 1997). Human PET studies 
by Chugani et al., (1987) showed cerebral blood flow in the frontal cortex does not reach 
adult levels until 15 to 19 years of age. This seems to correspond with the appearance of 
clinical symptoms during late adolescence in schizophrenia. Additionally, adult levels of 
performance on some cognitive tasks, like delayed-response tasks, subserved by the DLPFC 
are not achieved until after puberty in both monkeys and humans (Fuster 1989).  
Several studies have examined the morphology of pyramidal cells in the prefrontal cortex. 
Two studies showed a decrease in soma size and others decreased spine density (Garey et 
al., 1993, 1998; Glantz and Lewis 2000). Soma size is directly proportional to dendritic and 
axonal arborization (van Ooyan et al., 1995; van Pelt et al., 1996); therefore, a decrease in 
soma size, as seen in schizophrenics, might lead to decreases in dendritic arborization. The 
studies on spine density, Garey et al., (1998), examined the prefrontal cortex in general and 
not specific brain areas whereas, Glantz and Lewis (2000) examined areas 46 and 17.  

2. Decreases in MAP2 
More recently, studies by Jones and collaborators have investigated areas 9 and 32 of the 
prefrontal cortex (Jones et al., 2002, Broadbelt et al., 2002, 2006, 2008; Somenarain et al., 
2010). These studies targeted the pyramidal cell and its ultrastructure: dendrites, spines and 
structural proteins. They first showed significant decreases in Microtubule Associated 
Protein (MAP2), a protein found in dendrites and cell bodies, in layers III and V of areas 9 
and 32 of the prefrontal cortex Jones et al., (2002). Microtubule-associated proteins (MAP) 
are proteins that promote tubulin capacity to self-associate into microtubule polymers 
(Herzog and Weber 1978). Microtubule-associated proteins can also interact with actin 
filaments and with components of the intermediate filament proteins thus, pointing to their 
functional role in the regulation of the functional organization of the cytoskeletal network of 
neurons (For review see Maccioni and Cambiazo 1995). The family of neuronal MAPs 
includes high-molecular-mass components, namely MAP-1A, MAP-1B, MAP-1C, MAP-2A, 
and MAP-2B; the neuronal MAP-3; MAP-4 is found in both neuronal and nonneuronal cells; 
and intermediate-size polypeptides such as tau; and the small 70-kDa MAP-2C. MAPs have 
been found to be compartmentalized in neurons, with MAP1 being widely distributed, 
while MAP2 is essentially a dendritic protein and tau an axonal component. The majority of 
MAPs have a rather widespread distribution among different cell types and even tissues, 
but certain MAPs have been found localized in specific cells and not in others (For review 
see Maccioni and Cambiazo 1995).  
MAP2 was first described by Murphy and Boresy (1975). It is an abundant protein in brain 
tissues which copolymerizes with brain microtubules in vitro and promotes the 
polymerization of tubulin. High levels of MAP2 can be found in the somatic and dendritic 
compartments, but not axons (Matus and Bernhardt 1986). In dendrites MAP2 is associated 
with microtubules and has an active role in the development and maintenance of dendritic 
processes by promoting polymerization of tubulin to form microtubules (Hirokawa et al., 
1988). Because of its role in microtubule assembly and its selective association with 
dendrites, MAP2 has been implicated as playing a major role in the molecular mechanisms 
regulating dendritic growth and stabilization (Matus and Bernhardt 1986). Therefore, 
assembly and stability of microtubules are regulated by MAP2.  MAP2 is a sensitive cross-
linker and adjustable spacer in dendritic architecture. The phosphorylation state of MAP2 
modulates its interaction with microtubules. In low-phosphorylation states MAP2 binds to 
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microtubules and increase microtubule assembly and/or stability. Increased 
phosphorylation decreases these effects (Audesirk et al., 1997). Hely et al., (2001) proposed a 
model which suggests that dephosphorylated MAP2 favors elongation by promoting 
microtubule polymerization and bundling; whereas, MAP2 phosphorylation which 
increases microtubule spacing could cause dendritic branching. This is through the action of 
CAMKII being activated by elevated calcium concentrations, which is regulated upstream 
by calmodulin and neurogranin. Dendritic branching is due to changes in the cytoskeleton 
through the interaction of microtubules and actin filaments. Any factor that can alter 
microtubule dynamics will affect the dendritic architecture. The MAP family of proteins is 
known to regulate many factors of microtubule dynamics such as, deploymerization, 
bundling, spacing, and interaction with actin filaments (for review see Maccioni and 
Cambiazo 1995). 

3. Loss of dendrites and spines 
The loss of MAP2 immunostaining in their first study (Jones et al., 2002) suggests a loss of 
dendritic material on the pyramidal cells. The second study from their lab reported 
decreases in the primary and secondary basilar dendrites in area 32 of the prefrontal cortex 
(Broadbelt et al., 2002). There are mainly two types of neurons in the cortex, pyramidal and 
non-pyramidal neurons. The pyramidal neurons constitute about 70% of the cortical 
neurons and the non-pyramidal neurons about 25% (Powell 1981). The pyramidal neurons 
have a pyramidal shape cell body with an apical dendrite extending towards the pial layer 
and several basal dendrites on the base of the cell body. These neurons are the primary 
cortical projection neurons and are of major interest in this regard. Their axon collaterals 
extend for considerable distances horizontally through the gray matter and give rise to 
clusters of axon terminals in the superficial layers, which are organized as a series of stripes 
2 µm wide and 1.8 mm long (Levitt et al 1993). There are reciprocal connections among these 
stripes and over 90% of the synapses furnished by these collaterals target the dendritic 
spines of other pyramidal cells (Metchitzky et al., 1995). It was suggested that these 
connections could provide the substrate for reverberating cortical circuit that coordinates 
and maintains the activity of spatially segregated, but functionally-related populations of 
DLPFC pyramidal neurons during the delay phase of the delayed-response task (Lewis and 
Anderson 1995). 
The dendrites have tiny projections called spines which are the sites for synaptic inputs to 
the neuron. Spines are protrusions of the neuronal membrane consisting of a head 
connected to the neuron by a thin spine neck. They can be found on the dendrites, the soma 
and on the axon hillock (Mates and Lund 1983). Spines are the site of synaptic transmission 
and about 90% of the synapses on spines are excitatory (Mates and Lund 1983). There are 
three types of spines:  mushroom, stubby and filopodium. Spine density is a marker of the 
number of excitatory inputs to pyramidal neurons (Mates and Lund 1983). Glutamate and 
dopamine afferents terminate on dendritic spines whereas, GABA terminals are often found 
on dendritic shafts and cell bodies (Levitt et al., 1993). Moreover, several hypotheses 
implicate one or more of these neurotransmitter systems in the pathophysiology of 
schizophrenia (Weickert et al., 1998; Haroutunian et al., 2003; Bergson et al., 2003). 
Somenarain 2005, have observed a decrease in spine density in both Layer III and V in Area 
9. Layer III pyramidal neurons are the corticocortical projections (Lund et al., 1975); they 
play a critical role in information processing such as working memory. Layer V pyramidal 
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neurons are the main projection cells from the cortex to other subcortical and cortical areas 
(Lewis 1997); therefore, changes in information in one cortical area could affect many brain 
regions. Additionally, a loss of spines reflects a loss of excitatory input to these neurons; 
therefore, it is expected that cognitive information processing might be disturbed as seen in 
schizophrenia. This is consistent with previous reports of decrease synaptophysin, a 38-kd 
integral membrane protein of small synaptic vesicles, which is important in calcium-
dependent synaptic transmission (Glantz and Lewis 1997). Moreover, the spines of basal 
dendrites receive both dopamine and glutamate afferents (Smiley et al., 1992); thus, this give 
credence to possible disturbances in these transmitter systems in schizophrenia.  
Additionally, the basal dendrites are the site for afferents from the MD nucleus of the 
thalamus, an area of the brain that has consistently shown neuroanatomical deficits in 
schizophrenia (Andreasen et al., 1994; Buchsbaum et al., 1996; Byne et al., 1997, 2001, 2002; 
Jones 1997, Popken et al., 2000; Young et al., 2000). 

4. Decreases in neurogranin 
Recently, studies from the Jones group have reported significant decreases in neurogranin, a 
protein found in dendrites and spines (Broadbelt et al., 2006; Somenarain, 2005). 
Neurogranin (RC3), a postsynaptic calpacitin, was first identified in a hybridization study 
designed to isolate mRNAs enriched in the rat forebrain but absent in the cerebellum. As the 
name indicated, it was rat cortex-enriched cDNA clone number 3 (Watson et al., 1990). 
Neurogranin was independently purified by Baudier et al., (1991) from brain based on its 
affinity for calmodulin (CaM) and as a substrate for protein kinase C (PKC). Neurogranin is 
only 78 amino acids long and has sequence similarity to neuromodulin, a protein associated 
with axonal growth cone development and maturation (Baudier et al., 1991). Interestingly, 
both neurogranin and neuromodulin share a 20 amino acid sequence, 
AAAAKIQASFRGHMARKKIK, designated as the IQ motif (Apel and Storm 1992). This 
sequence contains a binding domain for CaM and a PKC phosphorylation site (Baudier et 
al., 1991). Neurogranin however, is found abundantly in neuronal cell bodies, dendrites and 
dendritic spines. In areas such as the frontal parietal cortex, granular cells of the dentate 
gyrus, apical dendrites of pyramidal cells of the CA1 and CA3 regions of the hippocampus, 
and the striatal cortex (Chicurel et al., 1993, Neuner-Jehle et al., 1996). Immunoelectron 
microscopic studies in the cerebral cortex, hippocampus and neostriatum in rats showed 
that neurogranin exists in the perinuclear and dendritic cytosol. It concentrates in dendritic 
spines in close proximity with postsynaptic densities and subsynaptic membranes (Watson 
et al 1992, Neuner-Jehle et al., 1996). This position is quite interesting, because neurogranin 
is a PKC substrate that interacts with CaM and both PKC and CaM are required for the 
induction of long term potentiation (Gerendasy and Sutcliffe 1997). Much research suggest 
that neurogranin might be involved in Ca2+/CaM and PKC-dependent cascades that guide 
dendritic spine development and remodeling, as well as long-term potentiation (LTP)  and 
long-term depression (LTD). Neurogranin binds calmodulin and, therefore, renders it 
unable to interact with free calcium (Ho et al, 2000; Prichard et al, 1999). Knockout mice 
lacking neurogranin exhibit problems with spatial learning and long-term potentiation (Ho 
et al, 2000); suggesting a role for neurogranin in processing and transmission of information 
and suggesting a possible role in schizophrenia. Gerendasy and Sutcliffe (1997) postulated 
that neurogranin regulate Ca2+ fluxes in dendritic spines by releasing CaM to bind Ca2+. The 
size and duration of Ca2+ fluxes determine which Ca2+-dependent enzymes are stimulated 
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thalamus, an area of the brain that has consistently shown neuroanatomical deficits in 
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4. Decreases in neurogranin 
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that neurogranin exists in the perinuclear and dendritic cytosol. It concentrates in dendritic 
spines in close proximity with postsynaptic densities and subsynaptic membranes (Watson 
et al 1992, Neuner-Jehle et al., 1996). This position is quite interesting, because neurogranin 
is a PKC substrate that interacts with CaM and both PKC and CaM are required for the 
induction of long term potentiation (Gerendasy and Sutcliffe 1997). Much research suggest 
that neurogranin might be involved in Ca2+/CaM and PKC-dependent cascades that guide 
dendritic spine development and remodeling, as well as long-term potentiation (LTP)  and 
long-term depression (LTD). Neurogranin binds calmodulin and, therefore, renders it 
unable to interact with free calcium (Ho et al, 2000; Prichard et al, 1999). Knockout mice 
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and ultimately, which second messenger cascades are activated for LTP or LTD.  Enzymes 
such as CaM kinase II and adenylate clyclase favours LTP; whereas, calcineurin and cyclic 
nucleotide phosphodiesterase, favors LTD (For review see Gerendasy and Sutcliffe 1997). 
The binding of calmodulin by neurogranin is abrogated by phosphorylation by PKC, 
oxidation by nitric oxide or large concentration of Ca2+ (Ho Pak et al., 2000 and Prichard et 
al., 1999). Most recently, a study by Broadbelt et al., 2008 showed a decrease in calmodulin 
in the prefrontal cortex suggesting that the calcium calmodulin dependent pathway may be 
altered in the PFC.  
  Immunohistochemical studies in rats and mice showed that peak expression of the 
neurogranin protein postnatally coincides with developmental periods of rapid dendritic 
growth and the formation of 80% of cortical synapses (Alvarez-Bolado et al., 1996, Uylings 
et al., 1990). Suggesting therefore, an increase in neurogranin concentration coincides with 
the onset of synaptogenesis.  The number and size of spines on dendrites is mediate by 
calcium-dependent mechanisms that are initiated by glutamate receptor-mediated influx of 
Ca++ ions (Gerendasy and Sutcliffe 1997). Proteins involved in Ca++ signaling, such as 
neurogranin, therefore may play a major role in spine morphology and number and as such 
cell signaling. 
A loss of neurogranin is suggestive of both morphological and functional alterations in the 
prefrontal cortical area 9.  Much evidence has pointed to morphological changes in the 
pyramidal cells in the prefrontal cortex.  Recent data have shown functional alterations in 
these cells as well.  This data represent the first link between morphological alterations and 
functional alterations in pyramidal cells in the prefrontal cortex.  Future work needs clarify 
the significance of these alterations and how they contribute to the behavioral and cognitive 
problems observed in patients with schizophrenia. 

5. The role of antipsychotic drugs 
Since their introduction in 1959, neuroleptic drugs have been used extensively in the 
treatment of schizophrenia and other neuropsychiatric diseases, such as bipolar disease, 
depression and schizoaffective disease (Harrison et al., 2000). Most of the patients in recent 
neuropathological studies in schizophrenia have received neuroleptic medication. In recent 
years a battery of treatments have become available that treat the symptoms of 
schizophrenia and attempt to improve the quality of life of patients. The conventional or 
older typical antipsychotic medication (phentothiazines, butyrophenones, and 
thioxanthenes) e.g., chlorpromazine, haloperidol, fluphenazine and molindone are used to 
reduce the positive symptoms of schizophrenia and have a strong affinity for dopamine and 
serotonin receptors (Hirsch and Weinberger 2003).  
The recently developed medications e.g., clozapine, risperidone, olanzapine, quetiapine and 
sertindole are more effective against the negative symptoms of schizophrenia (Hirsch and 
Weinberger 2003). The newer medications, often called atypical because they have a 
different mechanism of action than the older medications, are more effective against 
negative symptoms and show fewer side effects, and are effective against treatment-
resistant patients. The therapeutic effects of the major neuroleptics, typical or atypical, are 
based on their ability to bind neurotransmitter receptors like dopamine and serotonin 
(Harrison 1999a). There are five classes of dopamine receptors D1-D5; all are seven 
transmembrane domain G protein-coupled receptors linked to adenyl cyclase (Harrison 
1999a). The serotonin 5-HT receptors are divided in seven branches 5-HT1-7. The 5-HT3 is an 
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ion channel and all the others are coupled to G protein linked to adenyl cyclase or the 
phosphor-inositol system. The 5-HT2a is of particular relevance in schizophrenia because of 
it affinity for atypical neuroleptics (Harrison 1999a). Though, D2 blockade has been central 
to the antipsychotic activity of typical neuroleptics. The atypical neuroleptics such as 
clozapine bind to D1, D3, D4 and D5 as well as 5-HT2a and noradrenergic receptors; however, 
D4 shows the strongest affinity (Harrison 1999a). Recently, the dopamine D4 and 5-HT2a 
receptors are of particular importance in schizophrenia due to their binding mechanisms 
with atypical neuroleptics. The exact mechanisms of how these interactions operate are still 
under investigation.  
Although they are treasured for their therapeutic significance, neuroleptics are known to 
produce structural brain changes in areas such as the striatum, where there are increases in 
the number of symmetric and axodendritic synapses relative to asymmetric and axospinous 
synapses (Benes et al., 1985, Klinzova et al., 1989, Meshul et al., 1992). Suggesting that 
antipsychotics induce an altered numerical balance in favor of inhibitory synapses, given 
that asymmetric and axospinous synapses are mostly glutamatergic and as such excitatory 
(Benes et al., 1985). Some reports suggest a correlation of antipsychotic dosage and increase 
brain atrophy and decrease thalamic volume (Gur et al., 1998). These macroscopic studies 
suggest that neuroleptic exposure is a potential confounding variable in most morphological 
and neurochemical findings reported in schizophrenia. Several studies have suggested that 
long-term treatment with antipsychotics might cause the morphological changes observed 
in schizophrenia (Benes et al., 1985; Klinzova et al., 1989; Meshul et al., 1992).  Although 
these studies were done in rodents with normal brains, together the data provide good 
evidence that chronic antipsychotic treatment induces synaptic plasticity and alters the 
synaptic ultrastructure.  
A study on rhesus monkeys demonstrated long-term haloperidol exposure can increase 
phosphorylation of MAP2 and down regulate spinophilin, a dendritic spine associated 
protein (Lidow et al., 2001). A study in rat showed treatment with antipsychotics can 
modulate the expression of MAP2 genes (Law et al., 2004). This is different from what is 
shown for MAP2 in schizophrenia (Somenarain et al., 2010); therefore, animal studies may 
not be the best indicator of neuroleptic effect. Additionally, animal studies are based on 
normal neural networks so the neuroleptic drugs may not have the same effect as altered 
neural networks.  Because antipsychotic drugs can affect many neurotransmitter systems 
(Harrison et al., 2000), they have the ability to regulate the activity of kinases and 
phosphatases via second messengers (Lidow et al., 2001). These enzymes regulate 
phosphorylation states of many proteins, one such is MAP2 (Diaz-Nido et al., 1990). MAP2 
is found in dendrites and cell bodies and is an important protein in formation and 
stabilization of microtubules (Matus 1988). Phosphorylation of MAP2 can destabilize 
dendritic microtubules because it is a sensitive cross-linker and adjustable spacer in the 
polymerization of tubulin in microtubules, and as such the cytoskeletal processes of the cell 
(Boyne et al., 1995).  
In order to correctly interpret the morphological data it is important to know what 
alterations are due to neuroleptics and which are not. A comparison of drug-naïve and 
treated subjects in contemporary postmortem studies is not feasible since nearly all patients 
with schizophrenia use neuroleptics. The use of animals to study the effects of 
antipsychotics has some attraction; however, there are problems when extrapolating results 
between species. First, the cerebral cortex in animals and humans vary in terms of size and 
the distribution of neurotransmitter receptors. For example, rodent’s cerebrum is a thousand 
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and ultimately, which second messenger cascades are activated for LTP or LTD.  Enzymes 
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oxidation by nitric oxide or large concentration of Ca2+ (Ho Pak et al., 2000 and Prichard et 
al., 1999). Most recently, a study by Broadbelt et al., 2008 showed a decrease in calmodulin 
in the prefrontal cortex suggesting that the calcium calmodulin dependent pathway may be 
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  Immunohistochemical studies in rats and mice showed that peak expression of the 
neurogranin protein postnatally coincides with developmental periods of rapid dendritic 
growth and the formation of 80% of cortical synapses (Alvarez-Bolado et al., 1996, Uylings 
et al., 1990). Suggesting therefore, an increase in neurogranin concentration coincides with 
the onset of synaptogenesis.  The number and size of spines on dendrites is mediate by 
calcium-dependent mechanisms that are initiated by glutamate receptor-mediated influx of 
Ca++ ions (Gerendasy and Sutcliffe 1997). Proteins involved in Ca++ signaling, such as 
neurogranin, therefore may play a major role in spine morphology and number and as such 
cell signaling. 
A loss of neurogranin is suggestive of both morphological and functional alterations in the 
prefrontal cortical area 9.  Much evidence has pointed to morphological changes in the 
pyramidal cells in the prefrontal cortex.  Recent data have shown functional alterations in 
these cells as well.  This data represent the first link between morphological alterations and 
functional alterations in pyramidal cells in the prefrontal cortex.  Future work needs clarify 
the significance of these alterations and how they contribute to the behavioral and cognitive 
problems observed in patients with schizophrenia. 

5. The role of antipsychotic drugs 
Since their introduction in 1959, neuroleptic drugs have been used extensively in the 
treatment of schizophrenia and other neuropsychiatric diseases, such as bipolar disease, 
depression and schizoaffective disease (Harrison et al., 2000). Most of the patients in recent 
neuropathological studies in schizophrenia have received neuroleptic medication. In recent 
years a battery of treatments have become available that treat the symptoms of 
schizophrenia and attempt to improve the quality of life of patients. The conventional or 
older typical antipsychotic medication (phentothiazines, butyrophenones, and 
thioxanthenes) e.g., chlorpromazine, haloperidol, fluphenazine and molindone are used to 
reduce the positive symptoms of schizophrenia and have a strong affinity for dopamine and 
serotonin receptors (Hirsch and Weinberger 2003).  
The recently developed medications e.g., clozapine, risperidone, olanzapine, quetiapine and 
sertindole are more effective against the negative symptoms of schizophrenia (Hirsch and 
Weinberger 2003). The newer medications, often called atypical because they have a 
different mechanism of action than the older medications, are more effective against 
negative symptoms and show fewer side effects, and are effective against treatment-
resistant patients. The therapeutic effects of the major neuroleptics, typical or atypical, are 
based on their ability to bind neurotransmitter receptors like dopamine and serotonin 
(Harrison 1999a). There are five classes of dopamine receptors D1-D5; all are seven 
transmembrane domain G protein-coupled receptors linked to adenyl cyclase (Harrison 
1999a). The serotonin 5-HT receptors are divided in seven branches 5-HT1-7. The 5-HT3 is an 
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ion channel and all the others are coupled to G protein linked to adenyl cyclase or the 
phosphor-inositol system. The 5-HT2a is of particular relevance in schizophrenia because of 
it affinity for atypical neuroleptics (Harrison 1999a). Though, D2 blockade has been central 
to the antipsychotic activity of typical neuroleptics. The atypical neuroleptics such as 
clozapine bind to D1, D3, D4 and D5 as well as 5-HT2a and noradrenergic receptors; however, 
D4 shows the strongest affinity (Harrison 1999a). Recently, the dopamine D4 and 5-HT2a 
receptors are of particular importance in schizophrenia due to their binding mechanisms 
with atypical neuroleptics. The exact mechanisms of how these interactions operate are still 
under investigation.  
Although they are treasured for their therapeutic significance, neuroleptics are known to 
produce structural brain changes in areas such as the striatum, where there are increases in 
the number of symmetric and axodendritic synapses relative to asymmetric and axospinous 
synapses (Benes et al., 1985, Klinzova et al., 1989, Meshul et al., 1992). Suggesting that 
antipsychotics induce an altered numerical balance in favor of inhibitory synapses, given 
that asymmetric and axospinous synapses are mostly glutamatergic and as such excitatory 
(Benes et al., 1985). Some reports suggest a correlation of antipsychotic dosage and increase 
brain atrophy and decrease thalamic volume (Gur et al., 1998). These macroscopic studies 
suggest that neuroleptic exposure is a potential confounding variable in most morphological 
and neurochemical findings reported in schizophrenia. Several studies have suggested that 
long-term treatment with antipsychotics might cause the morphological changes observed 
in schizophrenia (Benes et al., 1985; Klinzova et al., 1989; Meshul et al., 1992).  Although 
these studies were done in rodents with normal brains, together the data provide good 
evidence that chronic antipsychotic treatment induces synaptic plasticity and alters the 
synaptic ultrastructure.  
A study on rhesus monkeys demonstrated long-term haloperidol exposure can increase 
phosphorylation of MAP2 and down regulate spinophilin, a dendritic spine associated 
protein (Lidow et al., 2001). A study in rat showed treatment with antipsychotics can 
modulate the expression of MAP2 genes (Law et al., 2004). This is different from what is 
shown for MAP2 in schizophrenia (Somenarain et al., 2010); therefore, animal studies may 
not be the best indicator of neuroleptic effect. Additionally, animal studies are based on 
normal neural networks so the neuroleptic drugs may not have the same effect as altered 
neural networks.  Because antipsychotic drugs can affect many neurotransmitter systems 
(Harrison et al., 2000), they have the ability to regulate the activity of kinases and 
phosphatases via second messengers (Lidow et al., 2001). These enzymes regulate 
phosphorylation states of many proteins, one such is MAP2 (Diaz-Nido et al., 1990). MAP2 
is found in dendrites and cell bodies and is an important protein in formation and 
stabilization of microtubules (Matus 1988). Phosphorylation of MAP2 can destabilize 
dendritic microtubules because it is a sensitive cross-linker and adjustable spacer in the 
polymerization of tubulin in microtubules, and as such the cytoskeletal processes of the cell 
(Boyne et al., 1995).  
In order to correctly interpret the morphological data it is important to know what 
alterations are due to neuroleptics and which are not. A comparison of drug-naïve and 
treated subjects in contemporary postmortem studies is not feasible since nearly all patients 
with schizophrenia use neuroleptics. The use of animals to study the effects of 
antipsychotics has some attraction; however, there are problems when extrapolating results 
between species. First, the cerebral cortex in animals and humans vary in terms of size and 
the distribution of neurotransmitter receptors. For example, rodent’s cerebrum is a thousand 



 
Psychiatric Disorders – Trends and Developments 

 

10

times smaller than humans (Harrison et al., 2000). Secondly, there are marked differences in 
organization of the PFC. For example, in primate PFC there is a distinct layer IV which is 
absent in rat (Harrison et al., 2000). Lastly, rodents metabolize antipsychotics differently 
than humans, and might respond neuropathologically in different ways; moreover, animal 
brains are normal (Harrison et al., 2000).  
Thus, researchers have devised other means to control for neuroleptic exposure. The use of a 
non-schizophrenic group treated with antipsychotics, such as bipolar disease, 
schizoaffective and depression often produced mixed results (Harrison et al., 2000). This is 
attributed to the fact that a significant number of patients who were first diagnosed as 
schizoaffective or for depression are later diagnosed with schizophrenia, which suggest that 
they share intrinsic pathological features with schizophrenia (Harrison et al., 2000). 
Therefore, it is foreseeable why when used as controls for neuroleptic exposure the results 
are overlapping. Somenarain (2005, 2010) have used a cohort of Huntington Chorea brains 
to determine if neuroleptic drugs can cause morphological changes in the brain and 
confound the results reported in schizophrenia. Although there are reports of cortical 
changes in Huntington Chorea (Harrison et al., 2000), the main deficit is a loss of neurons in 
the striatum (Harrison et al., 2000). Huntington’s patients experience some psychiatric 
symptoms, like hallucinations and delusions, similarly to schizophrenics; therefore, many 
are given neuroleptic drugs to control those symptoms. A comparison of schizophrenic and 
Huntington Chorea is a more meaningful assessment in determining if neuroleptic drugs 
could be responsible for some of the morphological changes reported in schizophrenia. 
Somenarain (2005) have done an exhaustive study comparing MAP2, Neurogranin, 
dendrites and spines in schizophrenia, Huntington Chorea and normal controls. All of the 
above parameters were shown to be decreased in schizophrenia; however, there were no 
significant differences seen between Huntington Chorea and controls. We believe that this is 
strong support that neuroleptic drugs may not be responsible for some of the changes seen 
in DLPFC neuropil in schizophrenia.  

6. Conclusion 
The loss of dendritic material on the pyramidal cells in the DLPFC may have an indelible 
impact on the functional capacity of these neurons. These neurons are the primary cortical 
as well as subcortical projection neurons; therefore, they play a very important role in 
information processing. Functionally, the DLPFC is involved in attention, memory, orderly 
thinking and planning, functions that have been shown to be disturbed in schizophrenia. 
The loss of MAP2 may have a detrimental impact on the structural integrity of neurons. 
MAP2 proteins play a very important role in the regulation of the functional organization of 
the cytoskeletal network of neurons. The loss of this protein supports the studies that 
showed loss of dendrites and spines. Whether the loss of MAP2 is the cause or as a result is 
not known.  The loss of neurogranin provides additional support that there is a loss of 
dendritic material on the pyramidal cells of the DLPFC. Neurogranin postnatally coincides 
with developmental periods of rapid dendritic growth and the formation of cortical 
synapses. The loss of neurogranin is suggestive of both morphological and functional 
alterations in the prefrontal cortex. There is strong support that the losses of these 
substances is real and are probably not due to neuroleptic exposure. This is supported by 
the fact that Somenarain (2005) did an extensive study using Huntington chorea brains 
which showed no changes due to neuroleptic exposure compared to controls. Together, 
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these studies provide very strong support that the DLPFC neuropil is reduced in 
schizophrenia. 
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1. Introduction 
Schizophrenia a complex neuropsychiatric disorder, is characterized by core impairments 
including positive symptoms (hallucinations, delusions), negative symptoms (blunted 
affect, alogia, social deficits, anhedonia, avolition), as well as persistent neurocognitive 
deficits (memory, concentration, and learning). Positive symptoms usually show good 
response to currently approved medications, all of which act exclusively by blocking D2 
receptors. Alternatively, the negative and neurocognitive symptoms respond poorly to D2 
antagonists, and therefore persist even in treated patients. Developing new therapies to 
target treatment-resistant symptoms requires identification of neural endophenotypes 
associated with these deficits (Braff and Light, 2005). Additionally, neurophysiological 
biomarkers may be objective indices of prominent features in schizophrenia patients such as 
cognitive dysfunction (Javitt et al., 2008). The brain processes underlying neurocognitive 
symptoms can be investigated using various neurophysiological measures such as event 
related potentials (ERP) and electroencephalography (EEG). Event-related potentials and 
EEG oscillations represent coordinated neuronal activity and are thought to be a means to 
assess fundamental mechanisms of memory, attention, learning, and other cognitive 
functions. Consequently, these measures are likely to be an appropriate biomarker for brain 
abnormalities in schizophrenia. As such, great effort has been made to link particular 
electrophysiological features with relevant aspects of schizophrenia including 
psychopathology, clinical outcome, genetics, and pharmacology.  
First, we will introduce the reader to the human EEG by giving an overview of the different 
components, highlighting each component’s clinical relevance, as well as addressing its 
limitations. Subsequently, we highlight the characteristics of ERPs of schizophrenia. In the 
second part of the review, current preclinical models (i.e., transgenic, pharmacological, and 
environmental approaches) of EEG abnormalities in schizophrenia will be discussed. We 
then discuss potential requirements of future model and methods in order to provide 
further insight into the pathophysiological disease mechanism and thus allow the 
development and evaluation of new treatments.  
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2. Human electroencephalogram (EEG) 
Electroencephalography was the first physiological technique used to examine the brain by 
recording electric field potentials with the capability to reflect both the normal and 
abnormal electrical activity of the brain. EEG evolved into an indispensable method for 
studying cerebral information processing, particularly due to the introduction of source 
localization techniques and the decomposition of event-related activity into its frequency 
components (Winterer, 2011). Conventionally, EEG is recorded from the scalp using 
numerous electrodes affixed to specific scalp locations and is represented as changes in 
potential difference. The scalp EEG reflects the summated potentials from a large 
synchronously activated population of pyramidal cells in the cerebral cortex. These 
potentials are thought to originate primarily from excitatory and inhibitory neural electric 
activity, including action potential (AP) and postsynaptic potentials (Dietrich and Kanso, 
2010). A small subset of EEG applications (e.g. epilepsy and neurooncology) makes use of 
implanting the electrodes directly inside the brain. In this section, we will refer only to EEG 
measured from the scalp surface.  
Recording paradigms. The pattern of the electrical brain activity is generally investigated in 
three different paradigms 1) at rest, 2) during sensory stimulation (tone, flash light), or 3) 
during a cognitively driven task. Oscillatory activity during the resting-state (baseline 
oscillations) is acquired while the subject lies still without engaging in a task. Irregularities 
in baseline oscillations are important indicators for non-physiological brain activity. Internal 
as well as external events (tone, flash light) induce changes in oscillatory activity, which are 
observable in the EEG. Commonly, the evoked EEG is assessed by engaging the patient in a 
research specific task (e.g. listening to tones, sort pictures, remember numbers). These 
complimentary techniques can be used to determine alterations in default as well as specific 
networks, and as such have been used to define measures of signal to noise processing in 
schizophrenia and related disorders. 
Advantages and limitations. Compared to in vivo ligand binding and hemodynamic 
measures including positron emission tomography (PET) and functional magnetic 
resonance imaging (fMRI) respectively, the greatest advantage of the EEG is the high degree 
of temporal resolution, which is typically 1ms or less. Such rapid data acquisition allows one 
to record complex pattern of neural interactions occurring within a physiological time range. 
Alternatively, hemodynamic and ligand binding measures provide a higher degree of 
spatial resolution than is possible using EEG techniques. Currently, the signal source 
localization for EEG lacks millimeter scale resolution due to blurring through the skull and 
scalp. Additionally, inverse source localization techniques are not suitable for deep 
structures and reply heavily on the constraints and assumptions of the models used. 
Consequently many possible EEG generator configurations may explain any given pattern 
of scalp EEG. Therefore, good spatial and temporal resolution is typically obtained by 
combining EEG with fMRI imaging (Javitt et al., 2008). 

2.1 Event-related Potentials (ERP)  
Electroencephalography provides a method to investigate general function of the brain 
including its reaction to particular stimuli that will be represented as changes in the EEG, 
globally known as event-related potentials (ERP) or evoked potentials (EP). These event-
related potentials are defined as the oscillatory brain responses that are triggered by the 
occurrence of particular stimuli (auditory, visual, somatosensory).  
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Auditory evoked potential. Significant voltage fluctuations are detectable resulting from 
evoked neural activity and allow one to measure distinct stages in neural information 
processing. Moreover, ERPs reflect sub-cortical and cortical information processing in real 
time and thus they provide a useful tool for examine cognitive mechanisms in both normal 
brain function and disorder-related impairments. Each acoustic stimulus consists of the 
three primary components frequency, intensity, and time (Weber et al., 1981). Frequency 
refers to the spectrum of sound in hertz (Hz) and relates to the location of physical 
stimulation along the basilar membrane of the cochlea and along the tonotopic 
representation of the central auditory pathways (G. Celesia, 2005). Relative to a control the 
intensity refers to a stimulus loudness which is expressed in decibels (dB). The third 
component time, commonly measured in either microseconds (µs) or milliseconds (ms), 
comprises duration, repetition rate, and phase of onset of the stimulus. 
The flow of information through the brain is reflected by the sequence of ERPs peaks. 
Human auditory evoked potential consists of three subsets of latency-defined components 
corresponding to progression of brain activity related to the auditory stimulus through the 
auditory pathway: brainstem auditory-evoked potentials (BAEP), middle-latency auditory-
evoked potentials (MLAEP), and long-latency auditory-evoked potentials (LLAEP). Early 
sensory responses characteristically occur within a 10-milisecond time period after the 
presentation of an auditory stimulus at high intensities (70-90 dB normal hearing level 
[nHL]). A cascaded activation of the brainstem nuclei along the auditory pathway generates 
six waves starting at the cochlear nuclear complex – in this regard, these responses are called 
brainstem evoked potentials (BAEP) or auditory brainstem potentials (ABP) and are 
represented by the roman numerals I-VI (Buchwald and Huang, 1975, Bolz and Giedke, 
1982). The I to V interpeak latency represents the brainstem transmission time as well as the 
brainstem auditory process. BAEP have been shown to be effective in the evaluation of 
integrity of the peripheral and central auditory pathways (G. Celesia, 2005). Clinical 
applications of BAEP are suitable in hearing assessment, determination of hearing loss, 
evaluation of brainstem function, and diagnosis of neurological disorders. Although BAEP 
are widely applied in clinical practice, concerns about the quality, comparability, and 
reproducibility have been raised (Chiappa and Young, 1985). In fact, the BAEP varies 
considerably in relation to changing aforementioned auditory stimulus parameters. 
Standardization of recordings techniques with respect to variables such as the positioning of 
the electrodes, stimulus characteristics, and click presentation time is important to obtain 
reproducible BAEPs.  
Middle-latency auditory evoked potentials (MLAEP), defined as responses between 10 and 
50ms (including the peaks N0, P0, N20, P50), are thought to correspond to the stimulus 
transduction in the auditory thalamus and auditory cortex (Picton et al., 1974). Most likely, 
these responses are originated from the medial geniculate nucleus and the primary auditory 
cortex (Woods et al., 1987). Middle-latency potentials find clinical application in the 
assessment of hearing threshold and identification of auditory perception (G. Celesia, 2005). 
Additionally, MLAPs provide a reliable method to asses thresholds to low frequencies that 
are crucial for speech perception (G. Celesia, 2005). However, contrary findings have been 
reported regarding to the reliability of the MLAP which arises questions about their clinical 
use. For instance, there is no consensus in terms of the presence of MLAPs in children. 
Several studies report the MLAP to be reliably recordable (Mendel et al., 1977, Mendelson 
and Salamy, 1981), others found the MLAP to be absent or unstable (Skinner and Glattke, 
1977, Davis et al., 1983). While present, MLAP may serve as an indicator of hearing 
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sensitivity, an absence of MLAP cannot be taken as an indication of hearing loss. 
Furthermore, in the normal population, the MLAP varies considerably, especially across age 
groups (Kraus et al., 1985). The difference in MLAP in normal subjects compared to MLAP 
in patients with neurological, cognitive, and speech disorders is also noted to be too small to 
equal an absent or abnormal MLAP with auditory pathway dysfunction. Longer latency 
components typically occur more than 50ms after acoustic stimulation reflecting the neural 
activity in the frontal cortex and cortical association areas (Gallinat et al., 2002). These 
potentials are predominately classified into obligate (N1, P1, P2) and task related 
components (P300, N400, MMN) referring to the dependence on characteristics of external 
(visual and acoustic) and internal stimuli, respectively. Thus, human LLAEP are mainly 
characterized by two major deflections, specifically the negative deflection N100, and the 
positive deflection P300 with latencies of 100 ms and 300 ms post, respectively. 
Abnormalities in LLAEP have been related with various type of psychopathology.  

2.2 Components of the human ERP 
The stages of information processing are mainly represented by following ERP components: 
P50, N100, P200, P300, and the mismatch negativity. P50 reflects the pre-attentive, N100 and 
P200 the early stages and P300 the late stage of information processing.  
Sensory gating denotes the ability of the central nervous system (CNS) to inhibit or 
suppress the response to irrelevant or distracting sensory input in order to focus on task-
relevant sensory information. Habituation following repeated exposure to the same sensory 
stimulus is an essential protective mechanism of the brain against flooding of the higher 
cortical centers with unnecessary information (Venables, 1964). A commonly used 
electrophysiological procedure to assess sensory gating in humans is the paired-click 
paradigm (PCP) (Adler et al., 1982, Boutros et al., 1993). During this task, a pair of identical 
brief auditory stimuli is presented at an interval of 500ms. Additionally, an interpair interval 
of 8-10s assure that the effects of one pair of stimuli do not carry over to the next pair 
(Zouridakis and Boutros, 1992). If inhibitory pathways are functioning normally, the 
amplitude of the response to the second stimulus (test response) is decreased because of 
inhibition pathways that are activated in response to a first (conditioning) stimulus. The 
quality of the sensory gating mechanism is expressed as the ratio of the two amplitudes 
(second amplitude/ first amplitude times 100)(Mazhari et al., 2011). Hence, low ratios 
indicate better sensory gating capability due to a stronger inhibition of irrelevant input. 
Mainly, three evoked potential components are used to examine the sensory gating: P50, 
N100, and P200. Under physiological conditions the amplitudes of P50, N100, and P200 to 
the second stimulus (S2) in the pair are significantly reduced compared to the first stimulus 
(S1) reflecting an inhibitory mechanism to minimize the disruptive effects of the second 
repeating and therefore irrelevant stimulus (Williams et al., 2011). Peaking between 15 and 
80 msec following stimulus presentation, P50 is the earliest major component that habituates 
to stimulus repetition. Attentional influences are minimal at this early stage of information 
processing making the P50 component optimal for the investigation of pre-attentive sensory 
mechanism (Grunwald et al., 2003). The N100, the largest component of the auditory evoked 
potential, has a peak latency of about 100ms and is a neurophysiological parameter 
reflecting arousal and attention (Strik et al., 1992). Its generation is conducted by a complex 
network of cortical areas (Rosburg et al., 2008). The amplitude of N100 is sensitive a long-list 
of individual related factors (e.g. attention, hearing threshold, motivation, drug and 
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smoking history) and physical characteristics of the stimulus (e.g., duration, intensity, rise 
time). N100 is primarily an exogenous component which is elicited by any discernible 
auditory stimulus, irrespective of attention. However, distinct differences between attended 
and unattended stimuli are observed (Rosburg et al., 2008). For example, the level of arousal 
has a modulating effect on the amplitude of the N100 evoked by unattended stimuli while 
the degree of selective attention influences the N100 amplitude evoked by attended 
stimulus. Auditory P200 is a positive event-related positive deflection automatically peaking 
roughly 200ms after stimulus presentation regardless of attention and task variables. 
However, its latency and amplitude co-vary with aspects of selective attention and stimulus 
encoding processes. P200 is reported to index early information processing, selective 
attention, and stimulus encoding (Shenton et al., 1989, Polich and Squire, 1993). Thus, the 
auditory temporal cortex has been highly implicated in P200 generation (Shenton et al., 
1989). It is noteworthy that brain regions that are not primary sources of P200 may modify 
the response as a function of experimental conditions (e.g., attentive versus inattentive).  
Mismatch Negativity. The ability to detect changes in auditory stimulus characteristics and 
adapt thereafter are basic neuronal functions that can be measured with ERPs in both, 
humans and animals. Mismatch negativity (MMN) reflects the context-dependent 
information processing which is required to compare a deviant incoming stimulus with the 
neural representation already stored in the transient auditory memory (Bomba and Pang, 
2004). When a string of tones with a specific regularity (sequence of homogenous tones) is 
presented, the brain stores the features of this auditory stimulation in a short-duration 
neural memory trace (Ulanovsky et al., 2004). While this echoic memory is still active, each 
new auditory input is compared to the existing trace for a break of regularity (deviant tone), 
which generates a neuronal adaptation giving rise to the MMN (Naatanen, 2000). MMN is 
most frequently elicited in an auditory oddball paradigm. A sequence of repetitive standard 
stimuli is randomly interrupted by a deviant oddball stimulus which may differ in stimulus 
characteristics such as pitch, intensity, or duration. Generators are located in the auditory 
and frontal cortices (Giard et al., 1990, Alho, 1995). Of particular importance, MMN is 
evoked irrespective of attention (e.g. present in comatose patients) (Fischer et al., 2000).  
Peaking between 100 and 225ms, MMN is a difference wave between responses to frequent 
and deviant stimuli. In clinical neurosciences, MMN has been widely used in various 
applications, in particular in schizophrenia research, due to its good reproducibility and the 
ability to assess it without a task (Garrido et al., 2009).  
P300. Probably the most extensive studied long-latency ERP component is the P300 (also 
termed P3), a time-locked positive deflection emerging 250 ms to 500 ms after attending 
stimulus. First described by Sutton et al. in 1965, P300 is thought to reflect an information 
processing cascade when attentional and memory mechanisms are engaged (Polich, 2007). 
Although related to the process of sensory stimulus mismatch detection, the P300 
component represents an attention-driven memory comparison process in which every 
incoming stimulus will be revised to detect possible stimulus feature modifications. 
According to whether changes are present or absent, the electrophysiological recordings will 
differ. If no change can be detected, only sensory evoked potentials are recorded (N100, 
P200, N200). If a new stimulus is presented and the subject allocates attentional resources to 
the target, the neural stimulus representation is altered and the consequent update leads to 
the generation of P300 (Polich, 2007). Similar to the MMN, the auditory P300 is elicited in 
context of an oddball paradigm, but in contrast to MMN elicitation the generation of P300 
requires the test-taking person to be attentive and respond physically or mentally to the 
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sensitivity, an absence of MLAP cannot be taken as an indication of hearing loss. 
Furthermore, in the normal population, the MLAP varies considerably, especially across age 
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Abnormalities in LLAEP have been related with various type of psychopathology.  
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P50, N100, P200, P300, and the mismatch negativity. P50 reflects the pre-attentive, N100 and 
P200 the early stages and P300 the late stage of information processing.  
Sensory gating denotes the ability of the central nervous system (CNS) to inhibit or 
suppress the response to irrelevant or distracting sensory input in order to focus on task-
relevant sensory information. Habituation following repeated exposure to the same sensory 
stimulus is an essential protective mechanism of the brain against flooding of the higher 
cortical centers with unnecessary information (Venables, 1964). A commonly used 
electrophysiological procedure to assess sensory gating in humans is the paired-click 
paradigm (PCP) (Adler et al., 1982, Boutros et al., 1993). During this task, a pair of identical 
brief auditory stimuli is presented at an interval of 500ms. Additionally, an interpair interval 
of 8-10s assure that the effects of one pair of stimuli do not carry over to the next pair 
(Zouridakis and Boutros, 1992). If inhibitory pathways are functioning normally, the 
amplitude of the response to the second stimulus (test response) is decreased because of 
inhibition pathways that are activated in response to a first (conditioning) stimulus. The 
quality of the sensory gating mechanism is expressed as the ratio of the two amplitudes 
(second amplitude/ first amplitude times 100)(Mazhari et al., 2011). Hence, low ratios 
indicate better sensory gating capability due to a stronger inhibition of irrelevant input. 
Mainly, three evoked potential components are used to examine the sensory gating: P50, 
N100, and P200. Under physiological conditions the amplitudes of P50, N100, and P200 to 
the second stimulus (S2) in the pair are significantly reduced compared to the first stimulus 
(S1) reflecting an inhibitory mechanism to minimize the disruptive effects of the second 
repeating and therefore irrelevant stimulus (Williams et al., 2011). Peaking between 15 and 
80 msec following stimulus presentation, P50 is the earliest major component that habituates 
to stimulus repetition. Attentional influences are minimal at this early stage of information 
processing making the P50 component optimal for the investigation of pre-attentive sensory 
mechanism (Grunwald et al., 2003). The N100, the largest component of the auditory evoked 
potential, has a peak latency of about 100ms and is a neurophysiological parameter 
reflecting arousal and attention (Strik et al., 1992). Its generation is conducted by a complex 
network of cortical areas (Rosburg et al., 2008). The amplitude of N100 is sensitive a long-list 
of individual related factors (e.g. attention, hearing threshold, motivation, drug and 
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smoking history) and physical characteristics of the stimulus (e.g., duration, intensity, rise 
time). N100 is primarily an exogenous component which is elicited by any discernible 
auditory stimulus, irrespective of attention. However, distinct differences between attended 
and unattended stimuli are observed (Rosburg et al., 2008). For example, the level of arousal 
has a modulating effect on the amplitude of the N100 evoked by unattended stimuli while 
the degree of selective attention influences the N100 amplitude evoked by attended 
stimulus. Auditory P200 is a positive event-related positive deflection automatically peaking 
roughly 200ms after stimulus presentation regardless of attention and task variables. 
However, its latency and amplitude co-vary with aspects of selective attention and stimulus 
encoding processes. P200 is reported to index early information processing, selective 
attention, and stimulus encoding (Shenton et al., 1989, Polich and Squire, 1993). Thus, the 
auditory temporal cortex has been highly implicated in P200 generation (Shenton et al., 
1989). It is noteworthy that brain regions that are not primary sources of P200 may modify 
the response as a function of experimental conditions (e.g., attentive versus inattentive).  
Mismatch Negativity. The ability to detect changes in auditory stimulus characteristics and 
adapt thereafter are basic neuronal functions that can be measured with ERPs in both, 
humans and animals. Mismatch negativity (MMN) reflects the context-dependent 
information processing which is required to compare a deviant incoming stimulus with the 
neural representation already stored in the transient auditory memory (Bomba and Pang, 
2004). When a string of tones with a specific regularity (sequence of homogenous tones) is 
presented, the brain stores the features of this auditory stimulation in a short-duration 
neural memory trace (Ulanovsky et al., 2004). While this echoic memory is still active, each 
new auditory input is compared to the existing trace for a break of regularity (deviant tone), 
which generates a neuronal adaptation giving rise to the MMN (Naatanen, 2000). MMN is 
most frequently elicited in an auditory oddball paradigm. A sequence of repetitive standard 
stimuli is randomly interrupted by a deviant oddball stimulus which may differ in stimulus 
characteristics such as pitch, intensity, or duration. Generators are located in the auditory 
and frontal cortices (Giard et al., 1990, Alho, 1995). Of particular importance, MMN is 
evoked irrespective of attention (e.g. present in comatose patients) (Fischer et al., 2000).  
Peaking between 100 and 225ms, MMN is a difference wave between responses to frequent 
and deviant stimuli. In clinical neurosciences, MMN has been widely used in various 
applications, in particular in schizophrenia research, due to its good reproducibility and the 
ability to assess it without a task (Garrido et al., 2009).  
P300. Probably the most extensive studied long-latency ERP component is the P300 (also 
termed P3), a time-locked positive deflection emerging 250 ms to 500 ms after attending 
stimulus. First described by Sutton et al. in 1965, P300 is thought to reflect an information 
processing cascade when attentional and memory mechanisms are engaged (Polich, 2007). 
Although related to the process of sensory stimulus mismatch detection, the P300 
component represents an attention-driven memory comparison process in which every 
incoming stimulus will be revised to detect possible stimulus feature modifications. 
According to whether changes are present or absent, the electrophysiological recordings will 
differ. If no change can be detected, only sensory evoked potentials are recorded (N100, 
P200, N200). If a new stimulus is presented and the subject allocates attentional resources to 
the target, the neural stimulus representation is altered and the consequent update leads to 
the generation of P300 (Polich, 2007). Similar to the MMN, the auditory P300 is elicited in 
context of an oddball paradigm, but in contrast to MMN elicitation the generation of P300 
requires the test-taking person to be attentive and respond physically or mentally to the 
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presented target. Commonly, subjects are instructed to either push a button following the 
infrequent target or to count deviants. The P300 is measured by quantifying its amplitude 
and its latency within a time window which varies (e.g. 250-500ms) as a function of the 
subjects age stimulus mode, and task conditions (Singh and Basu, 2009). P300 amplitude is 
also considered to index brain activity reflecting attention to incoming stimulus information 
when representations are updated (Polich, 2007, Turetsky et al., 2007b). The P300 latency is 
thought to be a measure of perceptual processing speed (Polich, 2007). The P300 consists of 
two subcomponents, an early potential P3a and a later component P3b. While P3a is evoked 
by any novel stimulus, the task-relevant P3b potential is only elicited during target stimulus 
processing (Javitt et al., 2008).  P3a is hypothesized to be generated by stimuli which change 
the content of the working memory. This attentional-driven neural activity may then be 
transmitted to brain areas associated with memory storage and subsequently generate the 
P3b. Supportively, time frequency analyses indicate that theta and alpha activity govern the 
relationship of the P3a to attention and P3b to memory processing (Intriligator and Polich, 
1994, Spencer and Polich, 1999, Polich, 2007). The P3a appears to be sensitive to specific 
neurotransmitters; in particular dopamine and glutamate have been implicated in the 
mediation of P3a. Specifically, clinical populations associated with reduced dopamine levels 
(e.g., Parkinson’s disease, rest-less leg syndrome) exhibited deficient P3a (Hansch et al., 
1982, Stanzione et al., 1991). Conversely, pharmacological enhancement of dopamine level 
was shown to increase P3a in patients with low baseline amplitudes (Takeshita and Ogura, 
1994). In addition, glutamatergic and GABAergic disequilibrium impair the generation of 
P3a. Watson found both the NMDA receptor antagonist ketamine and the GABA-A receptor 
agonist thiopental to reduce P3a amplitude, while ketamine also shortened the P3a latency 
(Watson et al., 2009). The second P300 subcomponent, P3b, is thought to serve as a measure 
of evaluation of environmental signals including contextual information (Squires et al., 1976, 
Barcelo and Knight, 2007). Furthermore, perceptual analysis and response initiation are 
suggested to be reflected by P3b. The locus coeruleus–norephedrine system (LC-NE) is of 
importance for the regulation of sensory signal transmission and was suggested to underlie 
the generation of P3b (Nieuwenhuis et al., 2005). Pharmacological evidence emerges from 
studies in which subjects were exposed to nicotine, a NE-release mediating agent, inducing 
a significant increase in P3b amplitude (Polich and Criado, 2006). 
In summary, P300 and its subcomponents may provide an insight to the mechanisms and 
pathways of various cognitive processes. However, the understanding and investigation of 
these coponents is coined by some noteworthy limitations. Studies of the differences in the 
P300 observed across various patient populations have been highly variable (Polich, 2007). 
Specifically, in only 10-15% of normal young adults the P3a can readily be observed. Despite 
simplicity of the task situation and the reliability of observing ERPs in the oddball 
paradigm, the cerebral mechanisms producing the P300 remain elusive. As such, the neural 
generators of P300 are imprecisely delineated (Soltani and Knight, 2000, Eichele et al., 2005, 
Linden, 2005).  

2.3 ERP measurements and analysis 
The primary step of all ERP analysis is to extract the event-related portion of the recorded 
field potentials. Detecting ERP activity within ongoing activity is a general problem since 
brain responses to individual sensory, cognitive, or motor events are relatively small 
compared to the steadily ongoing background activity, also called noise, (i.e., the activity not 
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related to the stimulus). Thus, to enhance the responses in contrast to the background noise 
(i.e., improve signal-to-noise ratio) the analysis of ERP is done by averaging the oscillatory 
activity of a series of trials.  
Power measure. Power reflects the amplitude of an oscillation. Amplitude (µV) is defined as 
difference between the mean pre-stimulus baseline voltage and the largest positive or 
negative going peak of the ERP waveform with in a time window. Its latency (ms) defines 
the time from stimulus onset to the point of maximum amplitude (Polich, 2007). For a 
stationary signal, in which the EEG does not change over time, the Fast-Fourier Transform 
(FFT) is used to spectrally decompose the time-invariant signal into component frequencies. 
The power spectrum yielded by FFT analysis is used for resting-state tasks. The analysis of 
non-stationary neural activity requires signal-processing methods that compute changes in 
oscillatory activity at a particular frequency across time. Oscillatory responses can be 
categorized by their phase- and temporal-relationship to repeated trials of a sensory or 
cognitive event (Galambos and Makeig, 1992, Tallon-Baudry et al., 1998). Oscillations 
directly in phase with a stimulus (i.e., phase- and time-locked) are called evoked oscillations. 
Induced oscillatory activity is modulated by a stimulus but is not strictly phase-locked to 
event onset (i.e., time- but not phase-locked). Oscillatory activity that is in-phase with a 
stimulus averages across trials to produce an evoked-response assuming that (1) the delay of 
the electrical brain responses relative to the stimulus is invariable across the testing trial; and 
(2) the ongoing background activity is  steady (Da Silva, 2005). In the time domain, induced 
oscillations tend to average out and thus require different single-trial signal processing 
methods for identification. Finally, total power refers to the sum of evoked and induced 
power and is typically represented as difference from or a percentage change from pre-
stimulus baseline power at each frequency (Gandal et al., 2010). 
Phase measures. The main approach is to decompose a neural time series into phase 
information at a given frequency. Applying time-frequency transforms, one can investigate 
changes in frequency-specific measures during a given task with millisecond precision. 
Event-related spectral perturbation (ERSP) is a measure of change of power from baseline 
associated with a stimulus presentation, and includes both phase locked and non-phase 
locked activity (Shin et al., 2010). Time-frequency transforms also provide measures of the 
phase of oscillations, allowing for investigation of phase-synchrony. Phase-synchrony is 
independent of oscillatory amplitude and is therefore thought to be a more direct measure 
of the synchronization of neural signals. The phase locking factor (PLF) (i.e., intertrial 
coherence, ITC) describes the similarity in phase at a given point in time across trials at a 
single electrode site. This measure is unitless, ranging from 0 to 1.  
Auditory Steady State Responses (ASSR) are middle-latency auditory evoked potentials 
triggered by presentation of auditory stimuli at rates between 1 and 200 Hz or by 
continuous tones modulated in amplitude and or frequency. The responses from both types 
of stimuli are a metric for looking at synchronous neuronal activity in the brain’s auditory 
processing. Conventionally, values of 0.5, 1, 2 and 4 kHz are used for the continuous carrier 
tone whereas repetitive stimulus trains are often presented around 40 Hz (Galambos et al., 
1981, Herdman and Stapells, 2001, Luts and Wouters, 2005). The modulation of the carrier 
tone occurs in amplitude or frequency at a set rate. The response to these periodic 
modulations or stimulation trains is measured for phased locking and amplitude. ASSR 
stimuli contrast with the broadband clicks delivered with Auditory Brain Responses (ABRs). 
Whereas the auditory stimulus of the ABRs consist of a spectrum of tones in one stimulus 
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presented target. Commonly, subjects are instructed to either push a button following the 
infrequent target or to count deviants. The P300 is measured by quantifying its amplitude 
and its latency within a time window which varies (e.g. 250-500ms) as a function of the 
subjects age stimulus mode, and task conditions (Singh and Basu, 2009). P300 amplitude is 
also considered to index brain activity reflecting attention to incoming stimulus information 
when representations are updated (Polich, 2007, Turetsky et al., 2007b). The P300 latency is 
thought to be a measure of perceptual processing speed (Polich, 2007). The P300 consists of 
two subcomponents, an early potential P3a and a later component P3b. While P3a is evoked 
by any novel stimulus, the task-relevant P3b potential is only elicited during target stimulus 
processing (Javitt et al., 2008).  P3a is hypothesized to be generated by stimuli which change 
the content of the working memory. This attentional-driven neural activity may then be 
transmitted to brain areas associated with memory storage and subsequently generate the 
P3b. Supportively, time frequency analyses indicate that theta and alpha activity govern the 
relationship of the P3a to attention and P3b to memory processing (Intriligator and Polich, 
1994, Spencer and Polich, 1999, Polich, 2007). The P3a appears to be sensitive to specific 
neurotransmitters; in particular dopamine and glutamate have been implicated in the 
mediation of P3a. Specifically, clinical populations associated with reduced dopamine levels 
(e.g., Parkinson’s disease, rest-less leg syndrome) exhibited deficient P3a (Hansch et al., 
1982, Stanzione et al., 1991). Conversely, pharmacological enhancement of dopamine level 
was shown to increase P3a in patients with low baseline amplitudes (Takeshita and Ogura, 
1994). In addition, glutamatergic and GABAergic disequilibrium impair the generation of 
P3a. Watson found both the NMDA receptor antagonist ketamine and the GABA-A receptor 
agonist thiopental to reduce P3a amplitude, while ketamine also shortened the P3a latency 
(Watson et al., 2009). The second P300 subcomponent, P3b, is thought to serve as a measure 
of evaluation of environmental signals including contextual information (Squires et al., 1976, 
Barcelo and Knight, 2007). Furthermore, perceptual analysis and response initiation are 
suggested to be reflected by P3b. The locus coeruleus–norephedrine system (LC-NE) is of 
importance for the regulation of sensory signal transmission and was suggested to underlie 
the generation of P3b (Nieuwenhuis et al., 2005). Pharmacological evidence emerges from 
studies in which subjects were exposed to nicotine, a NE-release mediating agent, inducing 
a significant increase in P3b amplitude (Polich and Criado, 2006). 
In summary, P300 and its subcomponents may provide an insight to the mechanisms and 
pathways of various cognitive processes. However, the understanding and investigation of 
these coponents is coined by some noteworthy limitations. Studies of the differences in the 
P300 observed across various patient populations have been highly variable (Polich, 2007). 
Specifically, in only 10-15% of normal young adults the P3a can readily be observed. Despite 
simplicity of the task situation and the reliability of observing ERPs in the oddball 
paradigm, the cerebral mechanisms producing the P300 remain elusive. As such, the neural 
generators of P300 are imprecisely delineated (Soltani and Knight, 2000, Eichele et al., 2005, 
Linden, 2005).  

2.3 ERP measurements and analysis 
The primary step of all ERP analysis is to extract the event-related portion of the recorded 
field potentials. Detecting ERP activity within ongoing activity is a general problem since 
brain responses to individual sensory, cognitive, or motor events are relatively small 
compared to the steadily ongoing background activity, also called noise, (i.e., the activity not 
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related to the stimulus). Thus, to enhance the responses in contrast to the background noise 
(i.e., improve signal-to-noise ratio) the analysis of ERP is done by averaging the oscillatory 
activity of a series of trials.  
Power measure. Power reflects the amplitude of an oscillation. Amplitude (µV) is defined as 
difference between the mean pre-stimulus baseline voltage and the largest positive or 
negative going peak of the ERP waveform with in a time window. Its latency (ms) defines 
the time from stimulus onset to the point of maximum amplitude (Polich, 2007). For a 
stationary signal, in which the EEG does not change over time, the Fast-Fourier Transform 
(FFT) is used to spectrally decompose the time-invariant signal into component frequencies. 
The power spectrum yielded by FFT analysis is used for resting-state tasks. The analysis of 
non-stationary neural activity requires signal-processing methods that compute changes in 
oscillatory activity at a particular frequency across time. Oscillatory responses can be 
categorized by their phase- and temporal-relationship to repeated trials of a sensory or 
cognitive event (Galambos and Makeig, 1992, Tallon-Baudry et al., 1998). Oscillations 
directly in phase with a stimulus (i.e., phase- and time-locked) are called evoked oscillations. 
Induced oscillatory activity is modulated by a stimulus but is not strictly phase-locked to 
event onset (i.e., time- but not phase-locked). Oscillatory activity that is in-phase with a 
stimulus averages across trials to produce an evoked-response assuming that (1) the delay of 
the electrical brain responses relative to the stimulus is invariable across the testing trial; and 
(2) the ongoing background activity is  steady (Da Silva, 2005). In the time domain, induced 
oscillations tend to average out and thus require different single-trial signal processing 
methods for identification. Finally, total power refers to the sum of evoked and induced 
power and is typically represented as difference from or a percentage change from pre-
stimulus baseline power at each frequency (Gandal et al., 2010). 
Phase measures. The main approach is to decompose a neural time series into phase 
information at a given frequency. Applying time-frequency transforms, one can investigate 
changes in frequency-specific measures during a given task with millisecond precision. 
Event-related spectral perturbation (ERSP) is a measure of change of power from baseline 
associated with a stimulus presentation, and includes both phase locked and non-phase 
locked activity (Shin et al., 2010). Time-frequency transforms also provide measures of the 
phase of oscillations, allowing for investigation of phase-synchrony. Phase-synchrony is 
independent of oscillatory amplitude and is therefore thought to be a more direct measure 
of the synchronization of neural signals. The phase locking factor (PLF) (i.e., intertrial 
coherence, ITC) describes the similarity in phase at a given point in time across trials at a 
single electrode site. This measure is unitless, ranging from 0 to 1.  
Auditory Steady State Responses (ASSR) are middle-latency auditory evoked potentials 
triggered by presentation of auditory stimuli at rates between 1 and 200 Hz or by 
continuous tones modulated in amplitude and or frequency. The responses from both types 
of stimuli are a metric for looking at synchronous neuronal activity in the brain’s auditory 
processing. Conventionally, values of 0.5, 1, 2 and 4 kHz are used for the continuous carrier 
tone whereas repetitive stimulus trains are often presented around 40 Hz (Galambos et al., 
1981, Herdman and Stapells, 2001, Luts and Wouters, 2005). The modulation of the carrier 
tone occurs in amplitude or frequency at a set rate. The response to these periodic 
modulations or stimulation trains is measured for phased locking and amplitude. ASSR 
stimuli contrast with the broadband clicks delivered with Auditory Brain Responses (ABRs). 
Whereas the auditory stimulus of the ABRs consist of a spectrum of tones in one stimulus 
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click, the ASSR stimulations (especially with continuous tone amplitude modulation) can 
target specific tones, giving ASSRs a level of frequency-specific information sensitivity that 
is not present in the ABR metric (Roeser, 2007). ASSRs therefore give a consistent 
measurement of brain responses reflective of information processing and hearing thresholds 
without the need of subject involvement. 
Frequencies. Oscillatory activity is generally evaluated within EEG frequency ranges: delta 
(0–4 Hz), theta (4–8 Hz), alpha (8–12 Hz), beta (12–30 Hz), and gamma (>30 Hz). 
Furthermore, each range is linked to specific perceptual and cognitive processes as well as 
behavioral states (Table 1) (Basar et al., 2001). In 1929, Hans Berger first depicted measurable 
brain activity at a frequency of ~10Hz and termed this oscillation alpha (Berger, 1929). 
Alpha oscillations are correlated to brain function such as inhibition, attention, 
consciousness  and primarily generated in thalamus, hippocampus, and cortical regions 
(Uhlhaas and Singer, 2010). The theta range is associated with perceptual processing, 
learning, memory, and synaptic plasticity (Huerta and Lisman, 1993). Cortico-hippocampal 
circuits have been found as key generators of the rhythm (Ehrlichman et al., 2009a). Beta 
oscillations are believed to be generated in overall cortical structures and are involved in 
sensory gating, attention, and long-term synchronization (Kopell et al., 2000, Gross et al., 
2004, Hong et al., 2008a). Gamma oscillations have received special attention in the research 
of neuropsychiatric disorders due to their alleged role in sensory binding, selective 
attention, associative and perceptual learning, encoding and retrieval of memory traces 
(Singer, 1993, Bragin et al., 1995, Chrobak and Buzsaki, 1998, Miltner et al., 1999, Fries et al., 
2001). Gamma-band oscillations depend on intact function of the fast-spiking GABAergic 
(parvalbumin containing) interneurons (Fuchs et al., 2001). These subsets of inhibitory 
GABAergic interneurons, located in hippocampal and cortical areas, are proposed to play a 
primary role in the generation of the gamma oscillations (Uhlhaas and Singer, 2010).  
 

Frequency range Primary generators Function 

Alpha (8-12 Hz) Thalamus, hippocampus, cortical 
regions 

Inhibition, attention, 
consciousness 

Theta (4-7 Hz) Cortico-hippocampal circuits 
Perceptual processing, 
learning, memory, synaptic 
plasticity 

Beta (13-10 Hz) Overall cortical structures 
sensory gating, attention, 
and long-term 
synchronization 

Gamma (30-200 
Hz) Hippocampal and cortical  

Perception, selective 
attention, consciousness, 
encoding and retrieval of 
memory traces 

Table 1. Functional correlates of neural oscillations 

3. EEG abnormalities in schizophrenia  
3.1 Abnormalities in obligate ERP 
Neurophysiological measures have been widely applied with regard to schizophrenia since 
they provide the ability to index abnormalities in information processing, to localize 
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involved brain regions and correlate well with negative and cognitive deficits. Supporting 
evidence from EEG studies suggest that the core pathophysiology of schizophrenia is 
related to abnormal brain dynamics, neural synchronization, and connectivity. 
Schizophrenia patients exhibit deficits in amplitude and/or gating of the P50, N100, and 
P200 obligate components, as well as reductions in task related mismatch negativity, P3a, 
and P3b. Thus, this section will introduce readers to the characteristic ERPs of 
schizophrenia, which are typified by alterations in all amplitude, latency, and gating of 
several key components relative to healthy population. 
Mismatch negativity provides a useful tool for investigating mechanism underlying 
cognitive dysfunction in patients suffering from schizophrenia as well as autism, dyslexia, 
and dementia. Initially, Shelley and colleagues found abnormalities of MMN in individuals 
with schizophrenia (Shelley et al., 1991). Similarly, more than 30 studies report a significant 
attenuated MMN amplitude in patients with schizophrenia, for both frequency and latency 
(Umbricht and Krljes, 2005). Thus, these findings are believed to reflect the degraded 
auditory perception, a feature linked with schizophrenia (Naatanen, 2003). For instance 
according to Javitt, schizophrenia subjects exhibit impairments not only in generation of 
frequency-MMN, but also in tone-matching performance (Javitt, 2000). Additionally, studies 
have noted a correlation between the magnitude of the MMN and disease severity (Catts et 
al., 1995). However, it is necessary to note that changes of MMN parameters (e.g., 
prolongation of latency and reduction of amplitude) are not sufficiently specific to diagnose 
particular disease. Disturbances in the glutamatergic system, more specifically the 
inadequate NMDA-receptor neurotransmission, have been implicated in neurocognitive 
deficits of schizophrenia (Javitt and Zukin, 1991). Thus, the assumption that MMN depends 
on intact NMDA receptor signaling makes MMN a particularly interesting paradigm for 
schizophrenia research. NDMAR antagonists, such as ketamine and phencyclidine (PCP), 
have been shown to selectively abolish the MMN suggesting the NMDAR-dependent 
neurotransmission to underlie deficits in MMN generation and echoic memory (Javitt, 2000, 
Umbricht et al., 2000, Naatanen, 2003). Furthermore, MMN has been proved useful in 
clinical investigations of schizophrenia patients due to its robustness to changes in attention 
and performance (Garrido et al., 2009). Intrestingly, also siblings of schizophrenia patients 
have been reported to exhibit impaired working memory reflected in a reduction of the 
MMN amplitude (Sevik et al., 2011). Although the literature contains conflicting results, 
MMN may serve as an index of genetic predisposition to schizophrenia and disease 
progression (Jessen et al., 2001, Michie et al., 2002, Shinozaki et al., 2002). 
Disturbances in information processing are key features of schizophrenia (Braff, 1993). 
Insufficient inhibitory processing of repetitive, irrelevant acoustic stimuli has been reported 
in patients as well as their first-degree relatives (Bramon et al., 2004, de Wilde et al., 2007). 
Using a double-click auditory paradigm, Adler and others have noted that schizophrenia 
patients have a diminished gating of the auditory P50 (Adler et al., 1982) (Judd et al., 1992, 
Olincy and Martin, 2005). While in healthy subjects a repeated presentation of an auditory 
stimulus causes a >60% reduction in S2 amplitude, schizophrenia patients routinely fail to 
suppress their response to the second click (Adler et al., 1982, Braff and Geyer, 1990, Stevens 
et al., 1991). Adler and colleagues also noted a diminishment of the amplitude and latency of 
the response to the first stimuli in unmedicated individuals with schizophrenia (Adler et al., 
1986). Neuroleptics increase P50 latency and amplitude, but do not normalize conditioning-
testing ratios. As such, the observed gating deficits may actually result as an 
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click, the ASSR stimulations (especially with continuous tone amplitude modulation) can 
target specific tones, giving ASSRs a level of frequency-specific information sensitivity that 
is not present in the ABR metric (Roeser, 2007). ASSRs therefore give a consistent 
measurement of brain responses reflective of information processing and hearing thresholds 
without the need of subject involvement. 
Frequencies. Oscillatory activity is generally evaluated within EEG frequency ranges: delta 
(0–4 Hz), theta (4–8 Hz), alpha (8–12 Hz), beta (12–30 Hz), and gamma (>30 Hz). 
Furthermore, each range is linked to specific perceptual and cognitive processes as well as 
behavioral states (Table 1) (Basar et al., 2001). In 1929, Hans Berger first depicted measurable 
brain activity at a frequency of ~10Hz and termed this oscillation alpha (Berger, 1929). 
Alpha oscillations are correlated to brain function such as inhibition, attention, 
consciousness  and primarily generated in thalamus, hippocampus, and cortical regions 
(Uhlhaas and Singer, 2010). The theta range is associated with perceptual processing, 
learning, memory, and synaptic plasticity (Huerta and Lisman, 1993). Cortico-hippocampal 
circuits have been found as key generators of the rhythm (Ehrlichman et al., 2009a). Beta 
oscillations are believed to be generated in overall cortical structures and are involved in 
sensory gating, attention, and long-term synchronization (Kopell et al., 2000, Gross et al., 
2004, Hong et al., 2008a). Gamma oscillations have received special attention in the research 
of neuropsychiatric disorders due to their alleged role in sensory binding, selective 
attention, associative and perceptual learning, encoding and retrieval of memory traces 
(Singer, 1993, Bragin et al., 1995, Chrobak and Buzsaki, 1998, Miltner et al., 1999, Fries et al., 
2001). Gamma-band oscillations depend on intact function of the fast-spiking GABAergic 
(parvalbumin containing) interneurons (Fuchs et al., 2001). These subsets of inhibitory 
GABAergic interneurons, located in hippocampal and cortical areas, are proposed to play a 
primary role in the generation of the gamma oscillations (Uhlhaas and Singer, 2010).  
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involved brain regions and correlate well with negative and cognitive deficits. Supporting 
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related to abnormal brain dynamics, neural synchronization, and connectivity. 
Schizophrenia patients exhibit deficits in amplitude and/or gating of the P50, N100, and 
P200 obligate components, as well as reductions in task related mismatch negativity, P3a, 
and P3b. Thus, this section will introduce readers to the characteristic ERPs of 
schizophrenia, which are typified by alterations in all amplitude, latency, and gating of 
several key components relative to healthy population. 
Mismatch negativity provides a useful tool for investigating mechanism underlying 
cognitive dysfunction in patients suffering from schizophrenia as well as autism, dyslexia, 
and dementia. Initially, Shelley and colleagues found abnormalities of MMN in individuals 
with schizophrenia (Shelley et al., 1991). Similarly, more than 30 studies report a significant 
attenuated MMN amplitude in patients with schizophrenia, for both frequency and latency 
(Umbricht and Krljes, 2005). Thus, these findings are believed to reflect the degraded 
auditory perception, a feature linked with schizophrenia (Naatanen, 2003). For instance 
according to Javitt, schizophrenia subjects exhibit impairments not only in generation of 
frequency-MMN, but also in tone-matching performance (Javitt, 2000). Additionally, studies 
have noted a correlation between the magnitude of the MMN and disease severity (Catts et 
al., 1995). However, it is necessary to note that changes of MMN parameters (e.g., 
prolongation of latency and reduction of amplitude) are not sufficiently specific to diagnose 
particular disease. Disturbances in the glutamatergic system, more specifically the 
inadequate NMDA-receptor neurotransmission, have been implicated in neurocognitive 
deficits of schizophrenia (Javitt and Zukin, 1991). Thus, the assumption that MMN depends 
on intact NMDA receptor signaling makes MMN a particularly interesting paradigm for 
schizophrenia research. NDMAR antagonists, such as ketamine and phencyclidine (PCP), 
have been shown to selectively abolish the MMN suggesting the NMDAR-dependent 
neurotransmission to underlie deficits in MMN generation and echoic memory (Javitt, 2000, 
Umbricht et al., 2000, Naatanen, 2003). Furthermore, MMN has been proved useful in 
clinical investigations of schizophrenia patients due to its robustness to changes in attention 
and performance (Garrido et al., 2009). Intrestingly, also siblings of schizophrenia patients 
have been reported to exhibit impaired working memory reflected in a reduction of the 
MMN amplitude (Sevik et al., 2011). Although the literature contains conflicting results, 
MMN may serve as an index of genetic predisposition to schizophrenia and disease 
progression (Jessen et al., 2001, Michie et al., 2002, Shinozaki et al., 2002). 
Disturbances in information processing are key features of schizophrenia (Braff, 1993). 
Insufficient inhibitory processing of repetitive, irrelevant acoustic stimuli has been reported 
in patients as well as their first-degree relatives (Bramon et al., 2004, de Wilde et al., 2007). 
Using a double-click auditory paradigm, Adler and others have noted that schizophrenia 
patients have a diminished gating of the auditory P50 (Adler et al., 1982) (Judd et al., 1992, 
Olincy and Martin, 2005). While in healthy subjects a repeated presentation of an auditory 
stimulus causes a >60% reduction in S2 amplitude, schizophrenia patients routinely fail to 
suppress their response to the second click (Adler et al., 1982, Braff and Geyer, 1990, Stevens 
et al., 1991). Adler and colleagues also noted a diminishment of the amplitude and latency of 
the response to the first stimuli in unmedicated individuals with schizophrenia (Adler et al., 
1986). Neuroleptics increase P50 latency and amplitude, but do not normalize conditioning-
testing ratios. As such, the observed gating deficits may actually result as an 
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epiphenomenon of medication, rather than as part of the disease (Siegel et al., 2005). Despite 
this limitation, P50 gating has been interpreted by some to demonstrate reduced capability 
to extract relevant from irrelevant information, leading to an overload of information 
reaching consciousness and cognitive fragmentation (Venables, 1960, Patterson et al., 2008). 
This may contribute to many of the difficulties people suffering from struggle with 
including the inability to stay focused during conversation or the being overwhelmed by the 
physical environment (Freedman et al., 1996, Turetsky et al., 2007b, Williams et al., 2011). 
The brain regions and their neural dynamics that underlie the malfunctioning of inhibitory 
processes still remain to be determined. Furthermore, it should be noted that this P50 gating 
phenomenon has not been replicated outside a small number of institutions, suggesting a 
large impact of operator processing on the measure (de Wilde et al., 2007). As such, P50 
gating is not an ideal measure of signal processing and should not be used in place of more 
robust and reproducible findings using other ERP measures and components. 
Patients with schizophrenia exhibit deficits in N100 generation, especially at long 
interstimulus intervals (ISI) and extremely short ISIs. Amplitude reduction and latency 
delay of the auditory N100 are robust physiological abnormalities in schizophrenia (Roth et 
al., 1981, Laurent et al., 1999). However, the findings are inconsistent and seem to depend on 
the experimental conditions used (Davis et al., 1966, Pritchard, 1986). Reduced N100 
amplitude reflects deficits in mechanism involved in initial sensory processing and early 
selective attention, prominent features seen in schizophrenia (Strik et al., 1992, Frangou et 
al., 1997). Although N100 amplitude reduction is relatively independent of symptom 
severity, Ahveninen and colleagues proposed N100 reduction could serve as an 
endophenotypic trait marker of functional brain changes related to genetic predisposition to 
schizophrenia (Ahveninen et al., 2006). There is some evidence that N100 amplitude 
reduction is also seen in first-degree relatives (Blackwood et al., 1991, Turetsky et al., 2008). 
For instance, a combined EEG/MEG study on monozygotic and dizygotic twins discordant 
for schizophrenia revealed an N100 amplitude reduction in both schizophrenia patients and 
their unaffected siblings (Ahveninen et al., 2006). More evidence for the heritability of the 
N100 amplitude comes from similar twin studies (Blackwood et al., 1991, Frangou et al., 
1997). Furthermore, a reduction in N100 amplitude appears not to be specific to 
schizophrenia in that it is also reported in patients with bipolar disorder, and 
hypothyroidism (Umbricht et al., 2003, Oerbeck et al., 2007). Reduced gating of the N100 
response to repeated stimulation has also been demonstrated in schizophrenia (Turetsky et 
al., 2008).  
The auditory P200 indexes early stimulus processing and thus is informative to study in 
schizophrenia, which has been linked to deficits in early information processing. Numerous 
reports have demonstrated that amplitude and gating of the P200 are reduced in 
schizophrenia (Roth et al., 1981, Boutros et al., 2004a, Boutros et al., 2004b, Lijffijt et al., 
2009a, Gjini et al., 2010). Moreover, reduced amplitude appears to be related to negative 
symptoms, in particular anhedonia and avolition (Shenton et al., 1989). P200 gating shows a 
positive relationship to attentional performance and the post-attentive cognitive P300 
response (Boutros et al., 2004b, Lijffijt et al., 2009b). Pharmacological studies indicate various 
neurotransmitters, such as glutamate and dopamine, contribute to the generation of P200. 
As such, healthy people display schizophrenia-like decreases in P200 amplitude during 
acute exposure to ketamine (Murck et al., 2006). Moreover, amphetamine administration 
reduces P200 amplitude to the first stimulus in an auditory gating paradigm, suggesting 
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that decreased NMDA-mediated transmission may produce the observed attenuation of the 
P200 through facilitation of dopamine release (Connolly et al., 2004). Various family studies 
indicate that there are abnormalities in P200 among relatives of schizophrenia patients, 
suggesting a substantial genetic component to this endophenotype (Frangou et al., 1997, 
Freedman et al., 1997). Similar to N100, the P200 has further been suggested as a measure for 
sensory gating since both components produce less inter-subject and inter-protocol 
variability as compared to P50. 
In the oddball paradigm, the P300 response indexes cortical responses related to recognizing 
and assessing the significance of rare stimuli. Meta-analysis has shown that schizophrenia 
patients have significantly reduced P300 amplitudes and that their P300 latency is 
significantly delayed compared to normal controls (Bramon et al., 2004). Diminished P300 
may indicate the presence of unsteady background activity that interferes with detecting the 
identity and salience of the task-related stimulus (Pfefferbaum et al., 1989). Additionally, 
Pritchard suggested that P3 amplitude attenuation may potentially serve as a trait marker 
for the negative symptoms of schizophrenia (Pritchard, 1986). Several studies support a 
negative correlation between P3 amplitude and severity of negative symptoms, but 
emphasize its validity only in medicated patients (Roth et al., 1975, Pfefferbaum et al., 1989). 
Anti-psychotic medications were also shown to significantly affect the amplitude but not 
latency of P300 (Bramon et al., 2004). Interestingly, it has been proposed that the P300 
waveform is a physiological correlate of an update in working memory related to changes in 
the environment (Donchin and Isreal, 1980). This idea is supported by the finding that P300 
amplitude and latency correlate with neuropsychological performance scores in patients. 
Notably, there are correlations between decreased P300 amplitude, lower IQ and poorer 
memory performance as well as increased P300 latency and lower IQ, poorer total memory 
scores, and serial clustering (Shajahan et al., 1997). Evidence that P300 abnormalities may 
serve as an indicator for genetic vulnerability arises from recent studies which found similar 
P300 alteration in first-degree relatives including decreased amplitude and increased latency 
(Saitoh et al., 1984, Blackwood et al., 1991, Kidogami et al., 1991).  
In addition to the task related P3, also known as the P3b, an automatic, task-independent 
portion of the P3 called the P3a is thought to be modulated by both glutamate and 
dopamine (Siegel et al., 2003). A growing body of evidence suggests that there is also a 
reduction in P3a amplitude in schizophrenia (Mathalon et al., , Mathalon et al., 2000, Alain 
et al., 2002, Devrim-Ucok et al., 2006, Ford et al., 2008, van der Stelt and van Boxtel, 2008, 
Mathalon et al., 2010). Prolongation of P3a latency is also observed in patients (Frodl et al., 
2001). Within the schizophrenia population, patients with prominent auditory 
hallucinations manifest a P3a amplitude reduction compared to those without 
hallucinations (Fisher et al., 2010). This data has been interpreted to indicate that 
hallucinations reflect a preferential attention to internally generated brain activity, relative 
to incoming exogenous stimuli (Fisher et al., 2008). Furthermore, P3a has been linked to 
functional outcomes in schizophrenia in that reduced P3a amplitude is associated with 
extended illness duration  and increased depression-anxiety symptoms (Mathalon et al., 
2000, van der Stelt and van Boxtel, 2008).  
Deficient processing of contextual information is a prominent feature of cognitive 
dysfunction in schizophrenia. Thus, P3b response has been extensively studied in 
schizophrenia and shows promise both as a measure of attentional processes during signal 
detection and as a predictor of performance on formal laboratory tests of cognition. 
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epiphenomenon of medication, rather than as part of the disease (Siegel et al., 2005). Despite 
this limitation, P50 gating has been interpreted by some to demonstrate reduced capability 
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This may contribute to many of the difficulties people suffering from struggle with 
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gating is not an ideal measure of signal processing and should not be used in place of more 
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N100 amplitude comes from similar twin studies (Blackwood et al., 1991, Frangou et al., 
1997). Furthermore, a reduction in N100 amplitude appears not to be specific to 
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response to repeated stimulation has also been demonstrated in schizophrenia (Turetsky et 
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The auditory P200 indexes early stimulus processing and thus is informative to study in 
schizophrenia, which has been linked to deficits in early information processing. Numerous 
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that decreased NMDA-mediated transmission may produce the observed attenuation of the 
P200 through facilitation of dopamine release (Connolly et al., 2004). Various family studies 
indicate that there are abnormalities in P200 among relatives of schizophrenia patients, 
suggesting a substantial genetic component to this endophenotype (Frangou et al., 1997, 
Freedman et al., 1997). Similar to N100, the P200 has further been suggested as a measure for 
sensory gating since both components produce less inter-subject and inter-protocol 
variability as compared to P50. 
In the oddball paradigm, the P300 response indexes cortical responses related to recognizing 
and assessing the significance of rare stimuli. Meta-analysis has shown that schizophrenia 
patients have significantly reduced P300 amplitudes and that their P300 latency is 
significantly delayed compared to normal controls (Bramon et al., 2004). Diminished P300 
may indicate the presence of unsteady background activity that interferes with detecting the 
identity and salience of the task-related stimulus (Pfefferbaum et al., 1989). Additionally, 
Pritchard suggested that P3 amplitude attenuation may potentially serve as a trait marker 
for the negative symptoms of schizophrenia (Pritchard, 1986). Several studies support a 
negative correlation between P3 amplitude and severity of negative symptoms, but 
emphasize its validity only in medicated patients (Roth et al., 1975, Pfefferbaum et al., 1989). 
Anti-psychotic medications were also shown to significantly affect the amplitude but not 
latency of P300 (Bramon et al., 2004). Interestingly, it has been proposed that the P300 
waveform is a physiological correlate of an update in working memory related to changes in 
the environment (Donchin and Isreal, 1980). This idea is supported by the finding that P300 
amplitude and latency correlate with neuropsychological performance scores in patients. 
Notably, there are correlations between decreased P300 amplitude, lower IQ and poorer 
memory performance as well as increased P300 latency and lower IQ, poorer total memory 
scores, and serial clustering (Shajahan et al., 1997). Evidence that P300 abnormalities may 
serve as an indicator for genetic vulnerability arises from recent studies which found similar 
P300 alteration in first-degree relatives including decreased amplitude and increased latency 
(Saitoh et al., 1984, Blackwood et al., 1991, Kidogami et al., 1991).  
In addition to the task related P3, also known as the P3b, an automatic, task-independent 
portion of the P3 called the P3a is thought to be modulated by both glutamate and 
dopamine (Siegel et al., 2003). A growing body of evidence suggests that there is also a 
reduction in P3a amplitude in schizophrenia (Mathalon et al., , Mathalon et al., 2000, Alain 
et al., 2002, Devrim-Ucok et al., 2006, Ford et al., 2008, van der Stelt and van Boxtel, 2008, 
Mathalon et al., 2010). Prolongation of P3a latency is also observed in patients (Frodl et al., 
2001). Within the schizophrenia population, patients with prominent auditory 
hallucinations manifest a P3a amplitude reduction compared to those without 
hallucinations (Fisher et al., 2010). This data has been interpreted to indicate that 
hallucinations reflect a preferential attention to internally generated brain activity, relative 
to incoming exogenous stimuli (Fisher et al., 2008). Furthermore, P3a has been linked to 
functional outcomes in schizophrenia in that reduced P3a amplitude is associated with 
extended illness duration  and increased depression-anxiety symptoms (Mathalon et al., 
2000, van der Stelt and van Boxtel, 2008).  
Deficient processing of contextual information is a prominent feature of cognitive 
dysfunction in schizophrenia. Thus, P3b response has been extensively studied in 
schizophrenia and shows promise both as a measure of attentional processes during signal 
detection and as a predictor of performance on formal laboratory tests of cognition. 
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Suppressed P3b amplitude is a widely replicated finding in schizophrenia, while P3b 
latency elongation is less consistently reported (Blackwood et al., 1991, Ford et al., 1992, 
Roxborough et al., 1993, Coburn et al., 1998, Jeon and Polich, 2003). Most investigations of 
P3b have been conducted in chronic schizophrenia populations. Thus, it is of considerable 
interest to determine if these abnormalities are present at onset or are exacerbated by 
chronicity. To address this question, few studies have investigated the P3b component in 
first-episode schizophrenia (FES) and consistently report a reduction in P3b amplitude as 
well as prolonged latencies (Hirayasu et al., 1998, Brown et al., 2002, Demiralp et al., 2002, 
Wang et al., 2003). Furthermore, the P3b amplitude appears to correlate inversely with the 
disorder’s duration (Olichney et al., 1998, Mathalon et al., 2000, Martin-Loeches et al., 2001). 
Brown and others identified similarities in P3b amplitudes in FES and CS patients (Hirayasu 
et al., 1998, Brown et al., 2002). Similarly, unaffected first-degree relatives of patients have 
frequently been reported to exhibit reduced P3b amplitudes (Blackwood et al., 1991, 
Kidogami et al., 1991, Roxborough et al., 1993). Additionally, most studies of P3 and its 
subcomponents have been performed in medicated patients. Thus, the effect of neuroleptics 
on these ERP components remains controversial. Some studies suggested that antipsychotic 
medication increases the P3b amplitude, in contrast to others which failed to replicate this 
finding (Pfefferbaum et al., 1989, Ford et al., 1994, Coburn et al., 1998, Umbricht et al., 1998). 
Lastly, it is important to note that the alterations of P3a and P3b are not specific to 
schizophrenia. For instance, bipolar depression is linked to similar impairments. Although 
the lack of specificity is a limitation with respect to addressing the unique pathophysiology 
of schizophrenia, the P3 family may still serve as a trait marker for schizophrenia 
vulnerability. 

3.2 Event-related Spectral Perturbations (ERSP) abnormalities in schizophrenia 
Neural oscillation and their synchronization are thought to reflect important mechanisms 
for interneural communication and binding of information that is processed in distinct brain 
areas (Roach and Mathalon, 2008). These oscillations are decomposed in order to examine 
individual frequency ranges. These frequency domains are linked to distinct cognitive and 
perceptual processes, some of which are known to be impaired in schizophrenia. Therefore, 
this section will discuss the schizophrenia-like alterations in time-frequency measures in 
baseline, evoked and non-evoked auditory responses across all frequency. Furthermore, a 
growing body of evidence indicates that people with schizophrenia also display abnormal 
EEG rhythms, in both high (beta and gamma) and low frequency bands (delta and theta). 
Contemporary EEG studies mainly focus on gamma oscillations because this range is 
thought to reflect a fundamental mechanism to integrate neural networks and play a critical 
role in cognitive function (Tiitinen et al., 1993, Gandal et al., 2010). Alternatively, earlier EEG 
studies in schizophrenia focused primarily on lower frequencies and found substantial 
evidence of abnormalities.  
Increased pre-stimulus theta- and delta-band activity have consistently been observed in 
schizophrenia, occurring; 1) both locally and among distant electrodes; 2)  regardless of 
medication history, and 3) in both first-episode and chronic patients (Morihisa et al., 1983, 
Morstyn et al., 1983, Sponheim et al., 1994). Converging evidence from magnetic resonance 
imaging studies supports that the default network in schizophrenia tends to be overactive 
(Fehr et al., 2003, Harrison et al., 2007). Positive symptoms were found to positively 
correlate with an elevated resting-state theta activity in certain brain areas (Garrity et al., 
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2007). Contrary to resting-state activity, a number of studies using time-frequency measures 
revealed a reduction in theta and delta power of both phase locked and non-phase locked 
responses to an auditory stimulus in individuals with schizophrenia (Ford et al., 2008, 
Doege et al., 2009). Although a number of abnormal findings have been reported in the delta 
frequency range among people with schizophrenia, these data have been inconsistent across 
studies (Siekmeier and Stufflebeam, 2010). 
Several investigators reported reduced or even absent power and coherence of alpha 
activity in schizophrenia during resting EEG and sustained attention (Itil, 1979, Merrin and 
Floyd, 1992). Also, Sponheim and others noted that individuals with schizophrenia exhibit 
reduced alpha activity, along with increased neighboring frequencies in the theta and beta 
bands. However, within the patient group no further differences were found between first-
episode and chronic patients or between medication-naïve and medicated patients 
(Sponheim et al., 1994, Boutros et al., 2008). This consistency among clinical populations 
suggests that these abnormalities are a stable characteristic of schizophrenia and not 
treatment-related or duration-dependent. These EEG alpha alterations appear to correlate 
with the severity of negative symptoms. Indeed, repetitive transcranial magnetic stimulation 
was reported to improve negative symptoms and concomitantly to increase the alpha 
activity amplitude (Jin et al., 2006).  As reviewed above, alpha oscillatory activity is 
associated with attention, which is impaired in schizophrenia. Investigation of evoked and 
induced alpha oscillations in schizophrenia revealed reduced alpha power and impaired 
ability to synchronize the phase of ongoing alpha activity. Greater trial-by-trial variability 
may be due the interference of ongoing background brain activity with the recruitment of 
neural systems which is indispensable for the processing of sensory information. For 
example, disturbed phase-locking leads to an increased trial-by-trial variability and 
diminished amplitude of certain ERP components, such as the N100 (Makeig et al., 2000, 
Gallinat et al., 2004, Haenschel et al., 2009, White et al., 2009). The influence of alpha 
oscillations on N100 is mirrored by a positive correlation between attention and N100 
amplitude. Taken together, this may delineate the mechanism of impaired attention in 
schizophrenia. Furthermore, White proposed that an interaction between alpha and gamma 
oscillations is necessary for high fidelity and integrated communication within and across 
brain structures, facilitating coherent sensory registration (White et al., 2009). Given that a 
growing body of evidence also reveals disturbances in gamma oscillations in schizophrenia, 
it is possible that the interaction between early gamma and evoked alpha activity is 
diminished in schizophrenia. Gamma abnormalities have been reported in a variety of 
contexts, including in sensory-driven, cognitive, and resting-state paradigms. These deficits 
are present at first-episode psychosis, in unmedicated patients, and, to a lesser degree, in 
unaffected relatives, suggesting that abnormal gamma synchrony is a heritable feature of 
schizophrenia(Rodin et al., 1968b, Leicht et al., 2009)Symond et al., 2005). In resting-state 
paradigms, several studies reported elevated high-frequency EEG activity in schizophrenia 
(Finley, 1944, Itil et al., 1972, Fenton et al., 1980). Accordingly, two large studies found 
elevated pre-stimulus gamma power in schizophrenia patients during auditory paradigms 
(Winterer et al., 2004, Hong et al., 2008b). However, no group-differences in pre-stimulus 
gamma power were observed in smaller study, perhaps reflecting a need for larger sample 
sizes to detect subtle changes (Brockhaus-Dumke et al., 2008). Numerous studies have also 
investigated evoked and induced gamma oscillatory activity in schizophrenia. The overall 
findings suggest a reduction in stimulus-related gamma-band oscillations (Leicht et al., , 
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Suppressed P3b amplitude is a widely replicated finding in schizophrenia, while P3b 
latency elongation is less consistently reported (Blackwood et al., 1991, Ford et al., 1992, 
Roxborough et al., 1993, Coburn et al., 1998, Jeon and Polich, 2003). Most investigations of 
P3b have been conducted in chronic schizophrenia populations. Thus, it is of considerable 
interest to determine if these abnormalities are present at onset or are exacerbated by 
chronicity. To address this question, few studies have investigated the P3b component in 
first-episode schizophrenia (FES) and consistently report a reduction in P3b amplitude as 
well as prolonged latencies (Hirayasu et al., 1998, Brown et al., 2002, Demiralp et al., 2002, 
Wang et al., 2003). Furthermore, the P3b amplitude appears to correlate inversely with the 
disorder’s duration (Olichney et al., 1998, Mathalon et al., 2000, Martin-Loeches et al., 2001). 
Brown and others identified similarities in P3b amplitudes in FES and CS patients (Hirayasu 
et al., 1998, Brown et al., 2002). Similarly, unaffected first-degree relatives of patients have 
frequently been reported to exhibit reduced P3b amplitudes (Blackwood et al., 1991, 
Kidogami et al., 1991, Roxborough et al., 1993). Additionally, most studies of P3 and its 
subcomponents have been performed in medicated patients. Thus, the effect of neuroleptics 
on these ERP components remains controversial. Some studies suggested that antipsychotic 
medication increases the P3b amplitude, in contrast to others which failed to replicate this 
finding (Pfefferbaum et al., 1989, Ford et al., 1994, Coburn et al., 1998, Umbricht et al., 1998). 
Lastly, it is important to note that the alterations of P3a and P3b are not specific to 
schizophrenia. For instance, bipolar depression is linked to similar impairments. Although 
the lack of specificity is a limitation with respect to addressing the unique pathophysiology 
of schizophrenia, the P3 family may still serve as a trait marker for schizophrenia 
vulnerability. 

3.2 Event-related Spectral Perturbations (ERSP) abnormalities in schizophrenia 
Neural oscillation and their synchronization are thought to reflect important mechanisms 
for interneural communication and binding of information that is processed in distinct brain 
areas (Roach and Mathalon, 2008). These oscillations are decomposed in order to examine 
individual frequency ranges. These frequency domains are linked to distinct cognitive and 
perceptual processes, some of which are known to be impaired in schizophrenia. Therefore, 
this section will discuss the schizophrenia-like alterations in time-frequency measures in 
baseline, evoked and non-evoked auditory responses across all frequency. Furthermore, a 
growing body of evidence indicates that people with schizophrenia also display abnormal 
EEG rhythms, in both high (beta and gamma) and low frequency bands (delta and theta). 
Contemporary EEG studies mainly focus on gamma oscillations because this range is 
thought to reflect a fundamental mechanism to integrate neural networks and play a critical 
role in cognitive function (Tiitinen et al., 1993, Gandal et al., 2010). Alternatively, earlier EEG 
studies in schizophrenia focused primarily on lower frequencies and found substantial 
evidence of abnormalities.  
Increased pre-stimulus theta- and delta-band activity have consistently been observed in 
schizophrenia, occurring; 1) both locally and among distant electrodes; 2)  regardless of 
medication history, and 3) in both first-episode and chronic patients (Morihisa et al., 1983, 
Morstyn et al., 1983, Sponheim et al., 1994). Converging evidence from magnetic resonance 
imaging studies supports that the default network in schizophrenia tends to be overactive 
(Fehr et al., 2003, Harrison et al., 2007). Positive symptoms were found to positively 
correlate with an elevated resting-state theta activity in certain brain areas (Garrity et al., 
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2007). Contrary to resting-state activity, a number of studies using time-frequency measures 
revealed a reduction in theta and delta power of both phase locked and non-phase locked 
responses to an auditory stimulus in individuals with schizophrenia (Ford et al., 2008, 
Doege et al., 2009). Although a number of abnormal findings have been reported in the delta 
frequency range among people with schizophrenia, these data have been inconsistent across 
studies (Siekmeier and Stufflebeam, 2010). 
Several investigators reported reduced or even absent power and coherence of alpha 
activity in schizophrenia during resting EEG and sustained attention (Itil, 1979, Merrin and 
Floyd, 1992). Also, Sponheim and others noted that individuals with schizophrenia exhibit 
reduced alpha activity, along with increased neighboring frequencies in the theta and beta 
bands. However, within the patient group no further differences were found between first-
episode and chronic patients or between medication-naïve and medicated patients 
(Sponheim et al., 1994, Boutros et al., 2008). This consistency among clinical populations 
suggests that these abnormalities are a stable characteristic of schizophrenia and not 
treatment-related or duration-dependent. These EEG alpha alterations appear to correlate 
with the severity of negative symptoms. Indeed, repetitive transcranial magnetic stimulation 
was reported to improve negative symptoms and concomitantly to increase the alpha 
activity amplitude (Jin et al., 2006).  As reviewed above, alpha oscillatory activity is 
associated with attention, which is impaired in schizophrenia. Investigation of evoked and 
induced alpha oscillations in schizophrenia revealed reduced alpha power and impaired 
ability to synchronize the phase of ongoing alpha activity. Greater trial-by-trial variability 
may be due the interference of ongoing background brain activity with the recruitment of 
neural systems which is indispensable for the processing of sensory information. For 
example, disturbed phase-locking leads to an increased trial-by-trial variability and 
diminished amplitude of certain ERP components, such as the N100 (Makeig et al., 2000, 
Gallinat et al., 2004, Haenschel et al., 2009, White et al., 2009). The influence of alpha 
oscillations on N100 is mirrored by a positive correlation between attention and N100 
amplitude. Taken together, this may delineate the mechanism of impaired attention in 
schizophrenia. Furthermore, White proposed that an interaction between alpha and gamma 
oscillations is necessary for high fidelity and integrated communication within and across 
brain structures, facilitating coherent sensory registration (White et al., 2009). Given that a 
growing body of evidence also reveals disturbances in gamma oscillations in schizophrenia, 
it is possible that the interaction between early gamma and evoked alpha activity is 
diminished in schizophrenia. Gamma abnormalities have been reported in a variety of 
contexts, including in sensory-driven, cognitive, and resting-state paradigms. These deficits 
are present at first-episode psychosis, in unmedicated patients, and, to a lesser degree, in 
unaffected relatives, suggesting that abnormal gamma synchrony is a heritable feature of 
schizophrenia(Rodin et al., 1968b, Leicht et al., 2009)Symond et al., 2005). In resting-state 
paradigms, several studies reported elevated high-frequency EEG activity in schizophrenia 
(Finley, 1944, Itil et al., 1972, Fenton et al., 1980). Accordingly, two large studies found 
elevated pre-stimulus gamma power in schizophrenia patients during auditory paradigms 
(Winterer et al., 2004, Hong et al., 2008b). However, no group-differences in pre-stimulus 
gamma power were observed in smaller study, perhaps reflecting a need for larger sample 
sizes to detect subtle changes (Brockhaus-Dumke et al., 2008). Numerous studies have also 
investigated evoked and induced gamma oscillatory activity in schizophrenia. The overall 
findings suggest a reduction in stimulus-related gamma-band oscillations (Leicht et al., , 
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Basar-Eroglu et al., 2009, Leicht et al., 2010a, Leicht et al., 2010b) (for review see (Gandal et 
al., 2010). However, not all studies found differences in evoked gamma-activity between 
patients and healthy comparison individuals, again suggesting that gamma band 
abnormalities may be subtle and require relatively large samples with sufficient power to 
detect population differences (Blumenfeld and Clementz, 2001, Brockhaus-Dumke et al., 
2008). 
Finally, lower levels of beta oscillatory activity have been observed in patients with 
schizophrenia (Rutter et al., 2009). In sleep studies, unmedicated patients had higher beta 
power at all stages of the sleep compared to healthy individuals (Tekell et al., 2005). 
Alternatively, deficient power and synchronization of evoked and induced EEG rhythms in 
the beta and gamma bands have frequently been reported (Clementz et al., 1997, Cho et al., 
2006, Uhlhaas et al., 2006). Interestingly, these findings were replicated in medication-naïve 
and chronically medicated patients. However like other frequencies, contradictory and 
negative finding exists. Thus, few studies report an augmentation in evoked beta activity, 
which may be due to methodological or analytical differences (for review see (Uhlhaas and 
Singer, 2010).  

3.3 Auditory steady-state response abnormalities in schizophrenia 
Auditory steady-state auditory responses (ASSRs), in which the evoked potential entrains to 
stimulus frequency and phase, are reduced in amplitude and phase locking in patients with 
schizophrenia, particularly at 40 Hz (Kwon et al., 1999, Brenner et al., 2003, Light et al., 2006, 
Krishnan et al., 2009). Importantly, these deficits are present in schizophrenia patients 
during their first hospitalization. Several animal models of schizophrenia display similar 
ASSR disruption as those found in humans (Spencer et al., 2008, Vohs et al., 2010). These 
issues suggest deficiencies in the coordinated timing of neural populations within specific 
types of networks (Maharajh et al., 2010). The Gamma frequency has been correlated with 
many of the neuro-cognitive behaviors that are disrupted in schizophrenia (Haig et al., 
2000). Thus, ASSR in the gamma spectrum may offer an objective biomarker of 
schizophrenia and provide further insight as to how disruptions in gamma affect neuronal 
processing and behavior. ASSRs have also been used to help elucidate potential mechanisms 
by which hallucinations in schizophrenia are associated with phase synchronization 
between the primary auditory cortices (Mulert et al., 2010). 

4. Preclinical models of EEG abnormalities 
4.1 Approaches to modeling EEG in mice 
Historically, EEG and ERPs have been most commonly obtained from deeply anesthetized 
animals.  In such preparations, the animal is typically placed within a stereotaxic apparatus 
and surgical procedures are used to remove the skull and expose the brain. A recording 
electrode is then lowered into the appropriate location in the brain and recordings are 
obtained. Typically, auditory stimuli are delivered through speakers located in the 
stereotaxic apparatus. There are several advantages to the use of this methodology. First, 
since the electrode is not permanently affixed to the skull, it can be moved around so as to 
obtain the best signal possible. This is especially true if the researcher is interested in 
obtaining ERP/EEG recordings within cell populations that can be easily identified 
according to a unique firing pattern. Second, since the auditory stimulus is presented at a 
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very short and invariant distance from the auditory canal, the resulting EEG response will 
typically show low levels of variance across trials and across different animals, leading to 
very stable and reliable results. Third, since the animal is anesthetized the EEG/ERP is less 
likely to be influenced by such factors as state of arousal, movement or attention to 
extraneous stimuli. While less popular in recent years, this methodology is still widely used 
within some research communities and is especially useful when one is interested in 
studying EEG and electrophysiology primarily as an end in itself. A major drawback to 
recording EEG in this manner lies in the limited translatability to the types of EEG 
methodologies used in patient populations.  If this is a goal of the study, recording EEG in 
awake and freely moving animals is the more optimal choice. While the results obtained 
using this methodology can indeed be confounded by extraneous factors, such factors may 
actually be useful to study within the context of translational research. For example, changes 
in arousal can occur following exposure to drugs that stimulate nicotinic receptors and EEG 
techniques could be used to examine the neural processes responsible for this change. It 
should be noted that these two techniques can produce very different results under some 
circumstances. For example, amphetamine increases theta oscillations in anesthetized 
animals, but decreases theta in awake animals. This difference could be due to the fact that 
the inherent state of arousal is greatly different in the two cases, or could be due to the 
locomotor enhancing effects of amphetamine, which could act to increase movement related 
theta in awake but not anesthetized animals.  
A second consideration involves the question of electrode placement. In some cases, EEG 
and ERPs can be obtained from electrodes placed on the scalp (in humans) or the surface of 
the cortex (in animals). Alternatively, electrodes can be placed within a particular region of 
the brain, such as the hippocampus, that the researcher may be interested in.  Superficially, 
recording from the surface of the cortex offers the greatest similarity to the scalp recordings 
ordinarily obtained in human subjects and, thus, may be of greatest interest to researchers 
interested in translational studies. However, it should be noted that there is often little 
overlap in organization and topography between human and animal cortices, and this could 
lead to divergent or erroneous results. Similarly, since the relative size of the cortex is much 
smaller in animals and since electrical activity can carry over great distances in the brain it is 
quite likely that surface recordings in animals are strongly influenced by electrical activity 
occurring in sub-cortical areas. This is much less likely to be an issue in humans, given the 
much greater size of the cortex in this species. Traditionally, depth recordings have been the 
exclusive domain of animal researchers, due to the difficulty of obtaining depth recordings 
in human subjects (although such recordings have been obtained in humans during surgical 
intervention to reduce epileptic seizures). In general, depth recordings have been most 
widely used by researchers interested in studying the function of particular brain regions 
and offer a great opportunity to study neural activity within isolated brain regions. It should 
be noted that there are some EEG phenomena that are only see during depth recordings in 
isolated regions. A primary example of this is movement-induced increases in hippocampal 
theta, which are only observed when recording EEG directly in the hippocampus (Krause et 
al., 2003). Nonetheless, depth recordings offer many advantages over surface electrodes. 
First, since depth electrodes are located within the neural tissue, as opposed to being on top 
of the brain or on the scalp, signals obtained with depth recordings usually have much 
greater amplitude than those obtained from the surface. As a consequence, there is typically 
less variance across trials and across animals in depth recordings.  Second, depth recordings 
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Basar-Eroglu et al., 2009, Leicht et al., 2010a, Leicht et al., 2010b) (for review see (Gandal et 
al., 2010). However, not all studies found differences in evoked gamma-activity between 
patients and healthy comparison individuals, again suggesting that gamma band 
abnormalities may be subtle and require relatively large samples with sufficient power to 
detect population differences (Blumenfeld and Clementz, 2001, Brockhaus-Dumke et al., 
2008). 
Finally, lower levels of beta oscillatory activity have been observed in patients with 
schizophrenia (Rutter et al., 2009). In sleep studies, unmedicated patients had higher beta 
power at all stages of the sleep compared to healthy individuals (Tekell et al., 2005). 
Alternatively, deficient power and synchronization of evoked and induced EEG rhythms in 
the beta and gamma bands have frequently been reported (Clementz et al., 1997, Cho et al., 
2006, Uhlhaas et al., 2006). Interestingly, these findings were replicated in medication-naïve 
and chronically medicated patients. However like other frequencies, contradictory and 
negative finding exists. Thus, few studies report an augmentation in evoked beta activity, 
which may be due to methodological or analytical differences (for review see (Uhlhaas and 
Singer, 2010).  

3.3 Auditory steady-state response abnormalities in schizophrenia 
Auditory steady-state auditory responses (ASSRs), in which the evoked potential entrains to 
stimulus frequency and phase, are reduced in amplitude and phase locking in patients with 
schizophrenia, particularly at 40 Hz (Kwon et al., 1999, Brenner et al., 2003, Light et al., 2006, 
Krishnan et al., 2009). Importantly, these deficits are present in schizophrenia patients 
during their first hospitalization. Several animal models of schizophrenia display similar 
ASSR disruption as those found in humans (Spencer et al., 2008, Vohs et al., 2010). These 
issues suggest deficiencies in the coordinated timing of neural populations within specific 
types of networks (Maharajh et al., 2010). The Gamma frequency has been correlated with 
many of the neuro-cognitive behaviors that are disrupted in schizophrenia (Haig et al., 
2000). Thus, ASSR in the gamma spectrum may offer an objective biomarker of 
schizophrenia and provide further insight as to how disruptions in gamma affect neuronal 
processing and behavior. ASSRs have also been used to help elucidate potential mechanisms 
by which hallucinations in schizophrenia are associated with phase synchronization 
between the primary auditory cortices (Mulert et al., 2010). 

4. Preclinical models of EEG abnormalities 
4.1 Approaches to modeling EEG in mice 
Historically, EEG and ERPs have been most commonly obtained from deeply anesthetized 
animals.  In such preparations, the animal is typically placed within a stereotaxic apparatus 
and surgical procedures are used to remove the skull and expose the brain. A recording 
electrode is then lowered into the appropriate location in the brain and recordings are 
obtained. Typically, auditory stimuli are delivered through speakers located in the 
stereotaxic apparatus. There are several advantages to the use of this methodology. First, 
since the electrode is not permanently affixed to the skull, it can be moved around so as to 
obtain the best signal possible. This is especially true if the researcher is interested in 
obtaining ERP/EEG recordings within cell populations that can be easily identified 
according to a unique firing pattern. Second, since the auditory stimulus is presented at a 
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very short and invariant distance from the auditory canal, the resulting EEG response will 
typically show low levels of variance across trials and across different animals, leading to 
very stable and reliable results. Third, since the animal is anesthetized the EEG/ERP is less 
likely to be influenced by such factors as state of arousal, movement or attention to 
extraneous stimuli. While less popular in recent years, this methodology is still widely used 
within some research communities and is especially useful when one is interested in 
studying EEG and electrophysiology primarily as an end in itself. A major drawback to 
recording EEG in this manner lies in the limited translatability to the types of EEG 
methodologies used in patient populations.  If this is a goal of the study, recording EEG in 
awake and freely moving animals is the more optimal choice. While the results obtained 
using this methodology can indeed be confounded by extraneous factors, such factors may 
actually be useful to study within the context of translational research. For example, changes 
in arousal can occur following exposure to drugs that stimulate nicotinic receptors and EEG 
techniques could be used to examine the neural processes responsible for this change. It 
should be noted that these two techniques can produce very different results under some 
circumstances. For example, amphetamine increases theta oscillations in anesthetized 
animals, but decreases theta in awake animals. This difference could be due to the fact that 
the inherent state of arousal is greatly different in the two cases, or could be due to the 
locomotor enhancing effects of amphetamine, which could act to increase movement related 
theta in awake but not anesthetized animals.  
A second consideration involves the question of electrode placement. In some cases, EEG 
and ERPs can be obtained from electrodes placed on the scalp (in humans) or the surface of 
the cortex (in animals). Alternatively, electrodes can be placed within a particular region of 
the brain, such as the hippocampus, that the researcher may be interested in.  Superficially, 
recording from the surface of the cortex offers the greatest similarity to the scalp recordings 
ordinarily obtained in human subjects and, thus, may be of greatest interest to researchers 
interested in translational studies. However, it should be noted that there is often little 
overlap in organization and topography between human and animal cortices, and this could 
lead to divergent or erroneous results. Similarly, since the relative size of the cortex is much 
smaller in animals and since electrical activity can carry over great distances in the brain it is 
quite likely that surface recordings in animals are strongly influenced by electrical activity 
occurring in sub-cortical areas. This is much less likely to be an issue in humans, given the 
much greater size of the cortex in this species. Traditionally, depth recordings have been the 
exclusive domain of animal researchers, due to the difficulty of obtaining depth recordings 
in human subjects (although such recordings have been obtained in humans during surgical 
intervention to reduce epileptic seizures). In general, depth recordings have been most 
widely used by researchers interested in studying the function of particular brain regions 
and offer a great opportunity to study neural activity within isolated brain regions. It should 
be noted that there are some EEG phenomena that are only see during depth recordings in 
isolated regions. A primary example of this is movement-induced increases in hippocampal 
theta, which are only observed when recording EEG directly in the hippocampus (Krause et 
al., 2003). Nonetheless, depth recordings offer many advantages over surface electrodes. 
First, since depth electrodes are located within the neural tissue, as opposed to being on top 
of the brain or on the scalp, signals obtained with depth recordings usually have much 
greater amplitude than those obtained from the surface. As a consequence, there is typically 
less variance across trials and across animals in depth recordings.  Second, depth recordings 
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are less susceptible to the confounding effects of muscle activity or movement that often 
occur when recording from the scalp. Finally, due to the emergence of deep brain 
stimulation as a method to improve brain function in various disease states, it is becoming 
increasingly possible to record from within particular brain regions in humans as well, 
suggesting that the results from depth recordings done in rodents may become increasingly 
translatable to human studies (McCracken and Grace, 2009).   

4.1.1 EEG from human to mouse  
In addition to human studies, the neural information processing has been investigated with 
auditory evoked potentials in cats, rats, mice, and monkeys (Cook et al., 1968, Javitt et al., 
1996, de Bruin et al., 1999, Javitt et al., 2000, de Bruin et al., 2001, Pincze et al., 2001, Ehlers 
and Somes, 2002). Rodents were shown to share many similarities with humans for specific 
portions of the ERP, including mouse analogs of the P50, N100, P200, and P300 components. 
These components are named the P20, N40, P80, and P120 in mice according to the time 
point the deflection takes place. They occur at approximately 40% of the latency of the 
human components and share similar overall morphology with the human components in 
response to parametric manipulation and pharmacological agents (Iwanami et al., 1994, 
Siegel et al., 2003, Hajos, 2006). The latency shift may be explained by the difference in brain 
size. As such, shorter distances allow faster progression of neural activity. However, the 
literature about the analogy of humans and rodent ERP is controversial and highly debated 
(Ehlers et al., 1997, Miyazato et al., 1999).  

4.1.2 Mouse correlates of the human ERP waveform 
The human P50 component is a positive deflection that occurs approximately 50 
milliseconds following the onset of sensory stimulation. Mice show a similar early positive 
ERP component that emerges roughly 20 milliseconds after stimulus onset (Siegel et al., 
2003, Maxwell et al., 2004, Umbricht et al., 2004). The mouse P20 shows a number of 
similarities to the human P50, including inter-stimulus interval (ISI) and intensity functions 
(Onitsuka et al., 2000, Maxwell et al., 2004), as well as pharmacological response to a wide 
variety of agents including amphetamine, ketamine, nicotine and neuroleptics (Stevens et 
al., 1995, Maxwell et al., 2004, Halene and Siegel, 2008, Rudnick et al., 2009). These factors 
have led to the suggestion that the P50 could potentially serve as a useful biomarker for 
detecting disease presence and for assessing treatment response. Several studies have 
shown correlations between reduced P50 (gating and amplitude) and impaired performance 
on measures of sustained attention and speed of processing (Cullum et al., 1993, Erwin et al., 
1998, Potter et al., 2006, Smith et al., 2010). Decreases in P50 gating and amplitude are 
related to reduced working memory performance in schizophrenia (Cullum et al., 1993, 
Smith et al., 2010). Furthermore, mice show a negative deflection in the ERP around 40 
milliseconds that shares a remarkable similarity with the human N100. For example, both 
the mouse N40 and human N100 show decreased amplitude during acute exposure to 
ketamine (Maxwell et al., 2006a, Murck et al., 2006, Lazarewicz et al., 2010). Furthermore, the 
mouse N40 has been shown to be sensitive to changes in stimulus novelty (MMN). 
Ketamine administration attenuates this sensitivity (Siegel et al., 2003, Ehrlichman et al., 
2008).  
Following the N100, the human ERP contains a second positive deflection termed P200. 
Mice show a clear P200-like response that appears around 80 milliseconds following 
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stimulus onset. Several lines of evidence have proposed a relationship between the mouse 
P80 and cognitive function. Example given, P80 amplitude and gating are reduced in mice 
exposed to ketamine but are increased following nicotine treatment (Connolly et al., 2004, 
Amann et al., 2009). The P300 component is seen during cognitive processing of stimuli or 
during departures from a frequently occurring stimulus (Linden, 2005). Corresponding to 
the human P3a, an augmentation in the mouse P120 has been shown following a novel 
stimulus (Siegel et al., 2003).  However, there has not been a clearly defined demonstration 
of a P3b-like response in rodents. The lack of evidence for a P3b type component in rodents 
may be due to fact that the methodology required to produce such a response has not been 
pursued (Figure 1). 
 

 
Fig. 1. (a) Mouse ERP to novel (black) and standard (gray) across all strains and drug 
treatment conditions. (b) Human ERP responses to novel (black) and standard (gray). Note 
that the human P300 and mouse P120 display increased amplitude following novel stimuli. 
As in Figure3, the timescale for mice is 40% that in humans and the amplitude of evoked 
potentials is greater in mice due to the use of intracranial electrodes as compared to scalp 
electrodes in humans. Reproduced with permission from Siegel (Siegel et al., 2003). 

Mismatch negativity is elicited when the monotony or repetitive stimulation is interrupted 
by a deviant stimulus. Although deviant stimuli result in ERPs with similar morphology to 
that elicited by the repetitive stimulus, the negative deflection is enhanced in amplitude and 
latency. While mismatch negativity is simple to evoke and constitutes a robust finding in 
humans, dichotomy exists between the studies in rodents. The most contentious point is the 
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are less susceptible to the confounding effects of muscle activity or movement that often 
occur when recording from the scalp. Finally, due to the emergence of deep brain 
stimulation as a method to improve brain function in various disease states, it is becoming 
increasingly possible to record from within particular brain regions in humans as well, 
suggesting that the results from depth recordings done in rodents may become increasingly 
translatable to human studies (McCracken and Grace, 2009).   

4.1.1 EEG from human to mouse  
In addition to human studies, the neural information processing has been investigated with 
auditory evoked potentials in cats, rats, mice, and monkeys (Cook et al., 1968, Javitt et al., 
1996, de Bruin et al., 1999, Javitt et al., 2000, de Bruin et al., 2001, Pincze et al., 2001, Ehlers 
and Somes, 2002). Rodents were shown to share many similarities with humans for specific 
portions of the ERP, including mouse analogs of the P50, N100, P200, and P300 components. 
These components are named the P20, N40, P80, and P120 in mice according to the time 
point the deflection takes place. They occur at approximately 40% of the latency of the 
human components and share similar overall morphology with the human components in 
response to parametric manipulation and pharmacological agents (Iwanami et al., 1994, 
Siegel et al., 2003, Hajos, 2006). The latency shift may be explained by the difference in brain 
size. As such, shorter distances allow faster progression of neural activity. However, the 
literature about the analogy of humans and rodent ERP is controversial and highly debated 
(Ehlers et al., 1997, Miyazato et al., 1999).  

4.1.2 Mouse correlates of the human ERP waveform 
The human P50 component is a positive deflection that occurs approximately 50 
milliseconds following the onset of sensory stimulation. Mice show a similar early positive 
ERP component that emerges roughly 20 milliseconds after stimulus onset (Siegel et al., 
2003, Maxwell et al., 2004, Umbricht et al., 2004). The mouse P20 shows a number of 
similarities to the human P50, including inter-stimulus interval (ISI) and intensity functions 
(Onitsuka et al., 2000, Maxwell et al., 2004), as well as pharmacological response to a wide 
variety of agents including amphetamine, ketamine, nicotine and neuroleptics (Stevens et 
al., 1995, Maxwell et al., 2004, Halene and Siegel, 2008, Rudnick et al., 2009). These factors 
have led to the suggestion that the P50 could potentially serve as a useful biomarker for 
detecting disease presence and for assessing treatment response. Several studies have 
shown correlations between reduced P50 (gating and amplitude) and impaired performance 
on measures of sustained attention and speed of processing (Cullum et al., 1993, Erwin et al., 
1998, Potter et al., 2006, Smith et al., 2010). Decreases in P50 gating and amplitude are 
related to reduced working memory performance in schizophrenia (Cullum et al., 1993, 
Smith et al., 2010). Furthermore, mice show a negative deflection in the ERP around 40 
milliseconds that shares a remarkable similarity with the human N100. For example, both 
the mouse N40 and human N100 show decreased amplitude during acute exposure to 
ketamine (Maxwell et al., 2006a, Murck et al., 2006, Lazarewicz et al., 2010). Furthermore, the 
mouse N40 has been shown to be sensitive to changes in stimulus novelty (MMN). 
Ketamine administration attenuates this sensitivity (Siegel et al., 2003, Ehrlichman et al., 
2008).  
Following the N100, the human ERP contains a second positive deflection termed P200. 
Mice show a clear P200-like response that appears around 80 milliseconds following 
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stimulus onset. Several lines of evidence have proposed a relationship between the mouse 
P80 and cognitive function. Example given, P80 amplitude and gating are reduced in mice 
exposed to ketamine but are increased following nicotine treatment (Connolly et al., 2004, 
Amann et al., 2009). The P300 component is seen during cognitive processing of stimuli or 
during departures from a frequently occurring stimulus (Linden, 2005). Corresponding to 
the human P3a, an augmentation in the mouse P120 has been shown following a novel 
stimulus (Siegel et al., 2003).  However, there has not been a clearly defined demonstration 
of a P3b-like response in rodents. The lack of evidence for a P3b type component in rodents 
may be due to fact that the methodology required to produce such a response has not been 
pursued (Figure 1). 
 

 
Fig. 1. (a) Mouse ERP to novel (black) and standard (gray) across all strains and drug 
treatment conditions. (b) Human ERP responses to novel (black) and standard (gray). Note 
that the human P300 and mouse P120 display increased amplitude following novel stimuli. 
As in Figure3, the timescale for mice is 40% that in humans and the amplitude of evoked 
potentials is greater in mice due to the use of intracranial electrodes as compared to scalp 
electrodes in humans. Reproduced with permission from Siegel (Siegel et al., 2003). 

Mismatch negativity is elicited when the monotony or repetitive stimulation is interrupted 
by a deviant stimulus. Although deviant stimuli result in ERPs with similar morphology to 
that elicited by the repetitive stimulus, the negative deflection is enhanced in amplitude and 
latency. While mismatch negativity is simple to evoke and constitutes a robust finding in 
humans, dichotomy exists between the studies in rodents. The most contentious point is the 
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existence of MMN in mice. As the human MMN temporally follows the N100, the MMN-
like activity in rodents appears as a negative deflection after the N40 component. 
Furthermore, similar to human, ketamine abolished the generation of MMN-like activity in 
mice (Ehrlichman et al., 2008). However, mismatch negativity-like activity observed in mice 
generates an ERP with increased amplitude in N40, but contradictory findings of the latency 
changes exits. Among others, Sambeth and Ruusuvirta did not observe any significant 
differences in the deviance-related activity compared to the standard-related activity 
(Ruusuvirta et al., 1998, Sambeth et al., 2003). However, a number of other studies have 
confirmed the presence of evoked potential components that are similar to MMN observed 
in humans (Ehlers and Somes, 2002, Siegel et al., 2003, Umbricht et al., 2005). Umbricht 
demonstrated that the deviant manipulation (e.g., frequency, probability, duration) has to be 
well chosen in that only deviants differing in stimulus duration from standard stimuli were 
shown to successfully induce the MMN in mice. Alternatively, Ehrlichman and others have 
shown frequency elicited MMN in mice (Ehrlichman et al., 2009a). In summary, although 
several approaches in mouse have succeeded to induce ERP activity corresponding to the 
human MMN, further studies are needed to establish this endophenotype as a robust model.  

4.2 Model systems 
Animal models are extremely useful and serve as an essential tool for investigating 
mechanisms and treatments for a variety of human disorders including schizophrenia.  
Similar to human evoked-potential studies, rodents can be examined for endophenotypes of 
pre-attentive auditory processing, the ability to discriminate between tones presented at 
different frequencies or temporal proximity. Auditory evoked responses have been 
extensively explored in rats and mice (Simpson and Knight, 1993, Siegel et al., 2003, 
Umbricht et al., 2004), with highly analogous waveforms observed across species. The 
following section provides an overview of currently used approaches to model particular 
aspects or endophenotypes of schizophrenia, highlighting the advantages and limitations of 
each model. In particular, transgenic, pharmacological, and environmental models are 
reviewed. 

4.2.1 Pharmacological approaches 
Pharmacological models of schizophrenia are based on the current understanding of the 
alterations in various neurotransmitter systems. They rely on the observation that certain 
drugs induce prominent behaviors and features mimicking aspects of schizophrenia. The 
lack of efficacy for antipsychotics with respect to negative symptoms and cognitive deficits 
is a significant obstacle for the treatment of schizophrenia. Developing new drugs to target 
these symptoms requires appropriate neural biomarkers that can be investigated in model 
organisms, be used to track treatment response, and provide insight into pathophysiological 
disease mechanisms. 
This section reviews the extent to which EEG studies in pharmacological model systems 
have helped to understand the contributions of dopamine, glutamate (e.g. NMDA 
receptors), and nicotine in both disease and therapy. 
Dopamine. Schizophrenia has traditionally been linked to dysfunctional dopamine 
neurotransmission (Carlsson, 1977, Bennett et al., 1998). The dopamine hypothesis 
postulates dopaminergic hyperfunction in schizophrenia. Among other neurotransmitters, 
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dopamine is involved in the sensory gating (Javanbakht, 2006).  For instance, the indirect 
dopamine agonist, amphetamine, produces a psychotic state in healthy individuals and 
exacerbates the symptoms of psychosis in patients (Angrist et al., 1970, Levy et al., 1993). 
Amphetamine became one of the most used models for schizophrenia, largely because it 
reproduces fairly well positive symptoms (e.g., hallucinations, paranoia, and psychosis) in 
humans. In addition to studies in humans, auditory gating has also been frequently 
demonstrated in laboratory animals (Shaywitz et al., 1976, Adler et al., 1988, Stevens et al., 
1991). As such, amphetamine-induced alterations of the auditory processing abnormalities 
common to schizophrenia are well characterized in rodents and applied in multiple studies 
to investigate the amphetamine effect on rodent ERP. It has been repeatedly reported that 
amphetamine significantly disturbs ERP amplitude and gating, in particular diminishing 
N40 and P80 components (Stevens et al., 1991, Stevens et al., 1996, de Bruin et al., 1999, 
Maxwell et al., 2004). Furthermore, normal gating in rats is disrupted following 
amphetamine administration. Decreased N50, the rat correlate of the human P50, amplitude 
and abolished suppression of the neural response to the second stimulus resemble the 
gating disturbances seen in acutely psychotic, unmedicated patients (Adler et al., 1986). 
Ehrlichman and colleagues found amphetamine to reduce theta power following a stimulus 
which is consistent with other animal models and also with studies in humans suffering 
from schizophrenia (Yamamoto, 1997, Koukkou et al., 2000, Krause et al., 2003, Ehrlichman 
et al., 2009a). However, amphetamine did not significantly change basal power (theta, 
gamma) and evoked gamma power which is inconsistent with common findings in 
schizophrenia. Suggesting, while dopamine plays a key role in the generation of theta 
oscillations, its involvement in generating gamma oscillations is marginal (Kocsis et al., 
2001, Kirk and Mackay, 2003). Amphetamine has been a heuristic model of positive 
psychosis fundamental to schizophrenia. However, amphetamine poorly mimics negative 
and cognitive symptoms of the disorder (Angrist et al., 1974). Moreover, chronic, stabilized 
patients generally exhibit a diminished response when exposed to amphetamine   and also 
of the show a paradoxical behavioral improvement (Kornetsky, 1976, Angrist et al., 1982). 
Consequently, amphetamine has been proposed to constitute a model of positive psychosis 
in general, not specifically to schizophrenia. Finally, increased dopamine activity seems to 
play a limited role in the generation of negative and cognitive symptoms. Conclusively, 
amphetamine-treated animals provide only a limited representation of the traits of 
schizophrenia (i.e., positive symptoms). 
Glutamate. Considerable evidence implicates reduced glutamatergic N-methyl-D-aspartate 
receptor (NMDAR) mediated signaling as the core pathophysiologic deficit of schizophrenia 
(i.e., the Glutamate Hypothesis) (Goff and Coyle, 2001, Coyle, 2006). Pharmacological 
evidence emerges from the effects NMDA receptor antagonists such as PCP, ketamine, and 
dizocilpine (MK801). Specifically, in healthy subjects aforementioned NMDAR antagonists 
were shown to induce a transient state characterized by symptoms associated with 
schizophrenia (Pearlson, 1981, Krystal et al., 1994). NMDAR antagonists as model of 
schizophrenia became of great interest because these antagonists cover the complete 
spectrum of symptoms: 1) positive (paranoia, agitation, and auditory hallucinations), 2) 
negative (apathy, though disorder, social withdrawal) and 3) cognitive symptoms (impaired 
working memory) (Becker et al., 2003). NMDA receptor antagonizing drugs have also been 
reported to induce schizophrenia-like alteration of event-related potentials, such as reduced 
P300 and impaired MMN (Oranje et al., 2000, Umbricht et al., 2000). As reviewed above, 
NMDARs are critically involved in the generation of human MMN making them a fortiori 
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existence of MMN in mice. As the human MMN temporally follows the N100, the MMN-
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shown to successfully induce the MMN in mice. Alternatively, Ehrlichman and others have 
shown frequency elicited MMN in mice (Ehrlichman et al., 2009a). In summary, although 
several approaches in mouse have succeeded to induce ERP activity corresponding to the 
human MMN, further studies are needed to establish this endophenotype as a robust model.  
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Animal models are extremely useful and serve as an essential tool for investigating 
mechanisms and treatments for a variety of human disorders including schizophrenia.  
Similar to human evoked-potential studies, rodents can be examined for endophenotypes of 
pre-attentive auditory processing, the ability to discriminate between tones presented at 
different frequencies or temporal proximity. Auditory evoked responses have been 
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Umbricht et al., 2004), with highly analogous waveforms observed across species. The 
following section provides an overview of currently used approaches to model particular 
aspects or endophenotypes of schizophrenia, highlighting the advantages and limitations of 
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Pharmacological models of schizophrenia are based on the current understanding of the 
alterations in various neurotransmitter systems. They rely on the observation that certain 
drugs induce prominent behaviors and features mimicking aspects of schizophrenia. The 
lack of efficacy for antipsychotics with respect to negative symptoms and cognitive deficits 
is a significant obstacle for the treatment of schizophrenia. Developing new drugs to target 
these symptoms requires appropriate neural biomarkers that can be investigated in model 
organisms, be used to track treatment response, and provide insight into pathophysiological 
disease mechanisms. 
This section reviews the extent to which EEG studies in pharmacological model systems 
have helped to understand the contributions of dopamine, glutamate (e.g. NMDA 
receptors), and nicotine in both disease and therapy. 
Dopamine. Schizophrenia has traditionally been linked to dysfunctional dopamine 
neurotransmission (Carlsson, 1977, Bennett et al., 1998). The dopamine hypothesis 
postulates dopaminergic hyperfunction in schizophrenia. Among other neurotransmitters, 
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dopamine is involved in the sensory gating (Javanbakht, 2006).  For instance, the indirect 
dopamine agonist, amphetamine, produces a psychotic state in healthy individuals and 
exacerbates the symptoms of psychosis in patients (Angrist et al., 1970, Levy et al., 1993). 
Amphetamine became one of the most used models for schizophrenia, largely because it 
reproduces fairly well positive symptoms (e.g., hallucinations, paranoia, and psychosis) in 
humans. In addition to studies in humans, auditory gating has also been frequently 
demonstrated in laboratory animals (Shaywitz et al., 1976, Adler et al., 1988, Stevens et al., 
1991). As such, amphetamine-induced alterations of the auditory processing abnormalities 
common to schizophrenia are well characterized in rodents and applied in multiple studies 
to investigate the amphetamine effect on rodent ERP. It has been repeatedly reported that 
amphetamine significantly disturbs ERP amplitude and gating, in particular diminishing 
N40 and P80 components (Stevens et al., 1991, Stevens et al., 1996, de Bruin et al., 1999, 
Maxwell et al., 2004). Furthermore, normal gating in rats is disrupted following 
amphetamine administration. Decreased N50, the rat correlate of the human P50, amplitude 
and abolished suppression of the neural response to the second stimulus resemble the 
gating disturbances seen in acutely psychotic, unmedicated patients (Adler et al., 1986). 
Ehrlichman and colleagues found amphetamine to reduce theta power following a stimulus 
which is consistent with other animal models and also with studies in humans suffering 
from schizophrenia (Yamamoto, 1997, Koukkou et al., 2000, Krause et al., 2003, Ehrlichman 
et al., 2009a). However, amphetamine did not significantly change basal power (theta, 
gamma) and evoked gamma power which is inconsistent with common findings in 
schizophrenia. Suggesting, while dopamine plays a key role in the generation of theta 
oscillations, its involvement in generating gamma oscillations is marginal (Kocsis et al., 
2001, Kirk and Mackay, 2003). Amphetamine has been a heuristic model of positive 
psychosis fundamental to schizophrenia. However, amphetamine poorly mimics negative 
and cognitive symptoms of the disorder (Angrist et al., 1974). Moreover, chronic, stabilized 
patients generally exhibit a diminished response when exposed to amphetamine   and also 
of the show a paradoxical behavioral improvement (Kornetsky, 1976, Angrist et al., 1982). 
Consequently, amphetamine has been proposed to constitute a model of positive psychosis 
in general, not specifically to schizophrenia. Finally, increased dopamine activity seems to 
play a limited role in the generation of negative and cognitive symptoms. Conclusively, 
amphetamine-treated animals provide only a limited representation of the traits of 
schizophrenia (i.e., positive symptoms). 
Glutamate. Considerable evidence implicates reduced glutamatergic N-methyl-D-aspartate 
receptor (NMDAR) mediated signaling as the core pathophysiologic deficit of schizophrenia 
(i.e., the Glutamate Hypothesis) (Goff and Coyle, 2001, Coyle, 2006). Pharmacological 
evidence emerges from the effects NMDA receptor antagonists such as PCP, ketamine, and 
dizocilpine (MK801). Specifically, in healthy subjects aforementioned NMDAR antagonists 
were shown to induce a transient state characterized by symptoms associated with 
schizophrenia (Pearlson, 1981, Krystal et al., 1994). NMDAR antagonists as model of 
schizophrenia became of great interest because these antagonists cover the complete 
spectrum of symptoms: 1) positive (paranoia, agitation, and auditory hallucinations), 2) 
negative (apathy, though disorder, social withdrawal) and 3) cognitive symptoms (impaired 
working memory) (Becker et al., 2003). NMDA receptor antagonizing drugs have also been 
reported to induce schizophrenia-like alteration of event-related potentials, such as reduced 
P300 and impaired MMN (Oranje et al., 2000, Umbricht et al., 2000). As reviewed above, 
NMDARs are critically involved in the generation of human MMN making them a fortiori 
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interesting as a target to model schizophrenia. In line with human studies, animals treated 
with NMDAR antagonists exhibit similar electrophysiological shifting. Taken together, all 
these aspects prompted researchers to increasingly employ pharmacological NMDAR 
blockade as a disease model (Olney et al., 1999). Thus, the following section reasons 
approaches using ketamine, PCP, and MK801 to model the glutamatergic theories of 
schizophrenia. 
Patients treated with ketamine experience an exacerbation of positive and negative system, 
suggesting that NMDAR antagonists affect a brain system that is already vulnerable in 
schizophrenia (Javitt, 2010). Similar to healthy humans, animals treated with ketamine 
exhibit behavioral and electrophysiological features that closely resemble schizophrenia. 
Consistent with results in human, studies have demonstrated that acute ketamine 
administration decreases the amplitude and latency of the mouse N40 and P80 mimicking 
schizophrenia-like abnormalities on those components (Connolly et al., 2004, Maxwell et al., 
2006a).  However, a study by de Bruin and colleagues (de Bruin et al., 1999) reported that 
acute ketamine had no effect on gating of the N40 and P80 components. However, De Bruin 
confirmed that ketamine selectively decreased the amplitude of P80 in awake rats (de Bruin 
et al., 1999). Furthermore, mice undergoing 14 days of chronic ketamine (daily acute 
administration) showed lasting effects of long-term ketamine exposure such as decreased 
N40 amplitude (Maxwell et al., 2006a).  Reduced ability to detect changes in the auditory 
environment is a further characteristic of schizophrenia which can be addressed by 
administering ketamine to rodents. Ketamine has been reported to impair gating of 
responses to repeated clicks presented at 100ms intervals (Boeijinga et al., 2007). While some 
studies have reported ketamine to disrupt MMN (Connolly et al., 2004, Bickel and Javitt, 
2009, Ehrlichman et al., 2009a), others observed no significant effects (de Bruin et al., 1999, 
Connolly et al., 2004, Heekeren et al., 2008). In animals, ketamine disrupted the auditory 
gating and MMN with deficits similar to those seen in schizophrenia (Miller et al., 1992, 
Tikhonravov et al., 2008). Thus, deviance-elicited changes in N40 amplitude and in the 
subsequent temporal region between 50-75 msec (late N40 negativity) are observable, which 
displays characteristics similar to those seen with MMN in humans. Ehrlichman and others 
have found that ketamine attenuates both of these responses (Ehrlichman et al., 2008). These 
findings are important for several reasons. (1) They bolster the link between deviance 
detection and the NMDA receptor system. (2) They support the hypothesis that mouse N40 
is the analogous to the human N100 which finally (3) demonstrates the feasibility of 
ketamine as a NMDAR antagonist to be a model of schizophrenia. Using the auditory click 
paradigm, Lazarewicz and others investigated the effect of ketamine on background, 
evoked, and induced power (Lazarewicz et al.). While low dose of ketamine (5mg/kg) only 
affected background power in the theta range, the higher dose (20mg/kg) significantly 
increased background power in theta and gamma range. Additionally, they observed a 
decrease in evoke theta power (3-12Hz) and an increase in evoked gamma power. Similar 
findings were replicated in rats as well as in humans (Hahn et al., 2006, Hong et al.). The 
reports of gamma power abnormalities highly diverge. Reduction on gamma power and 
synchronization are frequently reported in schizophrenia (Haig et al., 2000, Gallinat et al., 
2004, Uhlhaas and Singer). However, inconsistent data exist (Lee et al., 2003, Spencer et al., 
2003). Acute brain slice preparations have also been used to investigate gamma synchrony 
in pharmacologic models of schizophrenia. Such paradigms have demonstrated strikingly 
divergent results from the in vivo studies described above. Whereas in vivo studies 
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demonstrated consistent brain-region independent increases in gamma activity with 
ketamine, slice studies reported increased gamma power only in auditory cortex with no 
changes in other cortical regions.  
Phencyclidine (PCP) and other dissociative PCP-like drugs (e.g., MK801) are extensively 
applied to model schizophrenia, in particular due to its ability to mirror the 
symptomatology of schizophrenia including positive, negative, and cognitive symptoms 
(Bodi et al., 1959, Javitt et al., 1987). Especially, psychosis induced by PCP gained great 
interest since it reflects fairly well clinical features of the schizophrenia psychosis. Rats 
exposed to acute PCP display an impaired sensory gating, in particular of N2. Furthermore, 
Dissanayake and others found PCP to disrupt the gating of N2 in cortical and hippocampal 
areas (Miller et al., 1992, Mears et al., 2006, Dissanayake et al., 2009). Clozapine, an atypical 
neuroleptic, prevented the disruption in gating which stands in agreement with human 
studies demonstrating successful reversal of sensory gating deficits in schizophrenia 
(Nagamoto et al., 1996, Adler et al., 2004). Furthermore, schizophrenia-like abnormalities in 
MMN generation have been demonstrated by exposing monkeys to PCP (Javitt et al., 2000). 
Notably, PCP inhibited the N1 and P1 generation at long inter-stimulus-intervals (ISI), while 
at short ISI their generation was unaffected. Further, phencyclidine increases gamma 
frequency power, in particular in the hippocampus (Ma and Leung, 2000). Furthermore, an 
elevation in hippocampal theta power is observable following PCP administration. In 
contrary, total cortical power was reported to be decreased. Perinatal PCP exposure was 
found to result in long-lasting deficits in sensory gating, cognitive, and executive 
functioning in adult mice. Furthemore, atypical antispsychotics reverse these impairments. 
These biochemical and behavioral changes phenotipically resemble observations seen in 
schizophrenia and may serve as a model of the development of schizophrenia (Broberg et 
al., 2008, Wang et al., 2008).  
Finally, Dizocilpine (MK801) is frequently used as an animal model of schizophrenia  
(Fletcher et al., 1989). However, in human research ketamine/PCP are used instead of 
MK801 due to its severe neurotoxicity. A single injection of MK801 is sufficient to model 
positive and negative symptoms. Animals treated acutely with MK801 mimic successfully 
the features of psychosis. Higher doses of MK-801 produce changes in brain activity 
accompanied by strong behavioral effects involving impaired locomotor control (Kovacic 
and Somanathan). Specifically, MK801 significantly augments low frequencies (1-6Hz) in 
cortical and amygdalar areas, while it concomitantly reduces higher frequencies (16-32Hz) 
(Ehlers et al., 1992). Also, the deficit in P200 gating seen in schizophrenia can be mimicked 
in the mouse correlate P80 by administrating MK801 (Ehlers et al., 1992). Finally, MK801 
was shown to dose-dependently block the generation of MMN in unanesthetized monkeys 
and anesthetized rats (Javitt et al., 1996, Tikhonravov et al., 2008).  
In summary, pharmacological approaches targeting NMDAR are effective tools in 
examining the pathophysiology of schizophrenia. Compared to other pharmacological 
animal models of schizophrenia, the NMDAR antagonist model provides clinical parallels 
allowing researchers to translate findings and treatment strategies from animal into human 
studies. A further advantage is the fact that acute exposures of above reviewed NMDAR 
antagonist induce schizophrenia-like symptomatology in healthy individuals lasting several 
hours up to days (Bakker and Amini, 1961). However, NMDAR antagonists produce acute 
receptor hypofunction and therefore fail to reflect chronic, developmental disruption in 
glutamatergic signaling that may underlie schizophrenia pathogenesis. Collectively, these 
virtues exemplify reasons for NMDA model in providing useful strategies to identify neural 
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demonstrated consistent brain-region independent increases in gamma activity with 
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interest since it reflects fairly well clinical features of the schizophrenia psychosis. Rats 
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neuroleptic, prevented the disruption in gating which stands in agreement with human 
studies demonstrating successful reversal of sensory gating deficits in schizophrenia 
(Nagamoto et al., 1996, Adler et al., 2004). Furthermore, schizophrenia-like abnormalities in 
MMN generation have been demonstrated by exposing monkeys to PCP (Javitt et al., 2000). 
Notably, PCP inhibited the N1 and P1 generation at long inter-stimulus-intervals (ISI), while 
at short ISI their generation was unaffected. Further, phencyclidine increases gamma 
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contrary, total cortical power was reported to be decreased. Perinatal PCP exposure was 
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functioning in adult mice. Furthemore, atypical antispsychotics reverse these impairments. 
These biochemical and behavioral changes phenotipically resemble observations seen in 
schizophrenia and may serve as a model of the development of schizophrenia (Broberg et 
al., 2008, Wang et al., 2008).  
Finally, Dizocilpine (MK801) is frequently used as an animal model of schizophrenia  
(Fletcher et al., 1989). However, in human research ketamine/PCP are used instead of 
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endophenotypes in regard to development of new therapies to target treatment-resistant 
symptoms. 
Nicotine. Nicotine has generated interest as a candidate for therapeutic use in alleviating 
schizophrenia symptoms. Individuals with schizophrenia are three times more likely to 
smoke and have high nicotine dependence compared to the general population (Hughes et 
al., 1986, de Leon and Diaz, 2005). They also have lower smoking cessation rates and self-
administer more nicotine during cigarette smoking than control patients, a finding 
supported by measuring cotinine, a nicotine metabolite used as a biomarker of tobacco 
exposure (Olincy et al., 1997, de Leon and Diaz, 2005). This, along with the known 
prevalence of genotype differences leading to the loss of function in the alpha 7 nicotinic 
receptor found in individuals with schizophrenia, (Adler et al., 1998, Leonard et al., 2001, 
Picciotto and Zoli, 2008) supports the idea that individuals with schizophrenia self-
administer nicotine as a form of self-medication to rectify deficits in neurocognitive 
performance and alleviate symptoms associated with the disease (Dalack and Meador-
Woodruff, 1996, Kumari and Postma, 2005, Kumari et al., 2006)(Dalack and Meador-
Woodruff, 1996).As mentioned previously, individuals with schizophrenia exhibit a higher 
ratio between the second and first stimulus in the auditory gating paradigm reflecting a 
dysfunction in stimulus processing. Acute nicotine in humans transiently normalizes the 
P50 gating deficit. This is observed with cigarette smoking in schizophrenia patients (Adler 
et al., 1993)as well as in studies using nicotine-containing gum in non-smoking family 
members of schizophrenia patients who exhibited P50 gating deficits (Adler et al., 1992). 
Mice undergoing 14 days of chronic nicotine increased both in the amplitude and gating of 
the P20, while having only acute nicotine decrease the amplitude and gating of N40(Metzger 
et al., 2007). A variety of pharmacological models further demonstrate the importance of the 
nAChr in stimulus gating. nAChR agonists display similar affects to nicotine. Acute 
administration of DMXB-A, a nicotinic agonist specifically targeting the alpha7 nicotinic, 
significantly suppressed the P50 of the test stimulus in subjects with schizophrenia, bringing 
the gating of the schizophrenia patients into the range of controls (Meyer et al., 1997, Olincy 
et al., 2006). These results were consistent with animal model studies testing the same 
drug(Stevens et al., 1998). Administration of 5-I A-85380, an alpha4beta2 nAChR agonist, in 
DBA/2 mice also significantly reduced the second to first stimulus response ratio 
(Wildeboer and Stevens, 2008). Tropisetron, a partial alpha7 agonist significantly improves 
gating in schizophrenia patients (Koike et al., 2005). Luntz-Leybman (Luntz-Leybman et al., 
1992) showed that alpha-bungarotoxin, an alpha-7 nAChR antagonist, disrupts P20 and P40 
gating in rats while mecamylamine showed no affect. Physiostigmine, a drug that deters the 
breakdown of endogenous cholinergic drug in the body by inhibiting acetylcholinesterase, 
normalizes P50 gating in a schizophrenia-free individual that exhibited gating deficits in the 
P50 gating, further supporting nicotine’s role in modulating sensory gating (Adler et al., 
1992). Direct pharmacological targeting of the nAChR directly is not necessarily the only 
way to trigger the receptors effects. In animal models, Siegel demonstrated that dopamine 
reuptake inhibition and nicotine antagonism both contribute to the observed phenotype of 
gating impairment in both the P20 and P40 gating in mice (Siegel et al., 2005). Nicotine and 
haloperidol increased P20 amplitude, supporting a role for nicotine agonists in pre-attentive 
sensory encoding deficits. While it remains elusive, the mechanism of action underlying the 
gating difference could be critical to understanding and treating the physiological 
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disturbances that cause the phenotype of schizophrenia, and nicotine is shown to affect this 
mechanism. 
Since MMN deficits are thought to indicate degraded auditory perception experienced by 
schizophrenia patients, it follows that the effect of nicotine administration on schizophrenia 
symptoms be assessed using this measure. In the schizophrenia-free population, nicotine 
has been shown to enhance MMN amplitudes and shorten MMN latencies (Inami et al., 
2005, Martin et al., 2009). Further evidence for the role of nicotine in ameliorating the MMN 
deficit emerges from the administration of the nicotinic agonist AZD3480, selective for the 
alpha-4-beta-2 subtype. As such, AZD3480 significantly increases the MMN amplitude and 
reduces the MMN latency, at the same time significantly enhancing scores in cognitive tests 
of attention and episodic memory when administered chronically for ten days (Dunbar et 
al., 2007). Human studies directly assessing the effects of nicotine on individuals with 
schizophrenia are few in number and exhibit mixed results. Acute nicotine transiently 
normalized the amplitude of MMN in response to duration but not frequency changes in 
auditory stimuli (Dulude et al., 2010). Inami found that acute transdermal nicotine in non-
smokers reduces the MMN latency in healthy subjects, but not in patients with 
schizophrenia (Inami et al., 2007). This finding could be unique to the schizophrenia 
population that refrains from smoking and may reflect either differential drives to smoke 
based on symptom alleviation or be affected by the myriad of neuronal adaptations that 
chronic nicotine exposure induces, creating two distinct populations in schizophrenia. More 
studies are needed to elucidate the role of nicotinic receptors on MMN performance. There 
are several issues that limit nicotine being used as therapeutic drug. The ubiquity of nicotine 
receptors in the CNS and PNS make it difficult for a drug to target a specific region of the 
brain. A therapeutic drug’s binding specificity and route of administration would therefore 
have to be optimized so as to minimize drug side affects. Nicotine itself has a short half-life. 
The rapid metabolism of the drug and its transient effects would mean that a mechanism of 
sustained release would need to be employed for the agent to remain active for an extended 
period of time. However, a direct impediment to this therapeutic modification is that 
nicotinic receptors exhibit quick desensitization. This would mean target receptors might 
not be available for binding and drug efficacy. These factors must be addressed before 
nicotine can be seriously considered as a candidate as a therapeutic drug for schizophrenia 
patients. There are currently several drugs that act at the nAChR that show promise. 
Agonists like DMXBA have been shown to successfully overcome several of these 
pharmacological challenges and stand as contenders for therapeutic relief (Martin and 
Freedman, 2007). Other options include the use of a positive allosteric modulator to enhance 
the efficacy of the receptor without directly activating it (Gronlien et al., 2007).  

4.2.2 Transgenic approaches 
Schizophrenia carries an important genetic contribution with a heritability of approximately 
80% (Sullivan et al., 2003). ERPs deficits, particularly of the P50, N100, P300 and MMN 
components are among the most heritable (approximately 70%) and reproducible 
phenotypes of schizophrenia (Frangou et al., 1997, Ahveninen et al., 2006, Hall et al., 2006, 
Turetsky et al., 2007a). Whereas the number of candidate genes for schizophrenia is 
estimated to be over 1000, a subset of specific genetic contributions have been directly 
associated with ERPs. These genes are mostly involved in dopaminergic, nicotinic and 
glutamatergic mechanisms. For example, P50 gating deficits have been linked to the alpha-7 
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endophenotypes in regard to development of new therapies to target treatment-resistant 
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et al., 1993)as well as in studies using nicotine-containing gum in non-smoking family 
members of schizophrenia patients who exhibited P50 gating deficits (Adler et al., 1992). 
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the P20, while having only acute nicotine decrease the amplitude and gating of N40(Metzger 
et al., 2007). A variety of pharmacological models further demonstrate the importance of the 
nAChr in stimulus gating. nAChR agonists display similar affects to nicotine. Acute 
administration of DMXB-A, a nicotinic agonist specifically targeting the alpha7 nicotinic, 
significantly suppressed the P50 of the test stimulus in subjects with schizophrenia, bringing 
the gating of the schizophrenia patients into the range of controls (Meyer et al., 1997, Olincy 
et al., 2006). These results were consistent with animal model studies testing the same 
drug(Stevens et al., 1998). Administration of 5-I A-85380, an alpha4beta2 nAChR agonist, in 
DBA/2 mice also significantly reduced the second to first stimulus response ratio 
(Wildeboer and Stevens, 2008). Tropisetron, a partial alpha7 agonist significantly improves 
gating in schizophrenia patients (Koike et al., 2005). Luntz-Leybman (Luntz-Leybman et al., 
1992) showed that alpha-bungarotoxin, an alpha-7 nAChR antagonist, disrupts P20 and P40 
gating in rats while mecamylamine showed no affect. Physiostigmine, a drug that deters the 
breakdown of endogenous cholinergic drug in the body by inhibiting acetylcholinesterase, 
normalizes P50 gating in a schizophrenia-free individual that exhibited gating deficits in the 
P50 gating, further supporting nicotine’s role in modulating sensory gating (Adler et al., 
1992). Direct pharmacological targeting of the nAChR directly is not necessarily the only 
way to trigger the receptors effects. In animal models, Siegel demonstrated that dopamine 
reuptake inhibition and nicotine antagonism both contribute to the observed phenotype of 
gating impairment in both the P20 and P40 gating in mice (Siegel et al., 2005). Nicotine and 
haloperidol increased P20 amplitude, supporting a role for nicotine agonists in pre-attentive 
sensory encoding deficits. While it remains elusive, the mechanism of action underlying the 
gating difference could be critical to understanding and treating the physiological 

 
Electrophysiological Deficits in Schizophrenia: Models and Mechanisms 

 

41 

disturbances that cause the phenotype of schizophrenia, and nicotine is shown to affect this 
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Since MMN deficits are thought to indicate degraded auditory perception experienced by 
schizophrenia patients, it follows that the effect of nicotine administration on schizophrenia 
symptoms be assessed using this measure. In the schizophrenia-free population, nicotine 
has been shown to enhance MMN amplitudes and shorten MMN latencies (Inami et al., 
2005, Martin et al., 2009). Further evidence for the role of nicotine in ameliorating the MMN 
deficit emerges from the administration of the nicotinic agonist AZD3480, selective for the 
alpha-4-beta-2 subtype. As such, AZD3480 significantly increases the MMN amplitude and 
reduces the MMN latency, at the same time significantly enhancing scores in cognitive tests 
of attention and episodic memory when administered chronically for ten days (Dunbar et 
al., 2007). Human studies directly assessing the effects of nicotine on individuals with 
schizophrenia are few in number and exhibit mixed results. Acute nicotine transiently 
normalized the amplitude of MMN in response to duration but not frequency changes in 
auditory stimuli (Dulude et al., 2010). Inami found that acute transdermal nicotine in non-
smokers reduces the MMN latency in healthy subjects, but not in patients with 
schizophrenia (Inami et al., 2007). This finding could be unique to the schizophrenia 
population that refrains from smoking and may reflect either differential drives to smoke 
based on symptom alleviation or be affected by the myriad of neuronal adaptations that 
chronic nicotine exposure induces, creating two distinct populations in schizophrenia. More 
studies are needed to elucidate the role of nicotinic receptors on MMN performance. There 
are several issues that limit nicotine being used as therapeutic drug. The ubiquity of nicotine 
receptors in the CNS and PNS make it difficult for a drug to target a specific region of the 
brain. A therapeutic drug’s binding specificity and route of administration would therefore 
have to be optimized so as to minimize drug side affects. Nicotine itself has a short half-life. 
The rapid metabolism of the drug and its transient effects would mean that a mechanism of 
sustained release would need to be employed for the agent to remain active for an extended 
period of time. However, a direct impediment to this therapeutic modification is that 
nicotinic receptors exhibit quick desensitization. This would mean target receptors might 
not be available for binding and drug efficacy. These factors must be addressed before 
nicotine can be seriously considered as a candidate as a therapeutic drug for schizophrenia 
patients. There are currently several drugs that act at the nAChR that show promise. 
Agonists like DMXBA have been shown to successfully overcome several of these 
pharmacological challenges and stand as contenders for therapeutic relief (Martin and 
Freedman, 2007). Other options include the use of a positive allosteric modulator to enhance 
the efficacy of the receptor without directly activating it (Gronlien et al., 2007).  

4.2.2 Transgenic approaches 
Schizophrenia carries an important genetic contribution with a heritability of approximately 
80% (Sullivan et al., 2003). ERPs deficits, particularly of the P50, N100, P300 and MMN 
components are among the most heritable (approximately 70%) and reproducible 
phenotypes of schizophrenia (Frangou et al., 1997, Ahveninen et al., 2006, Hall et al., 2006, 
Turetsky et al., 2007a). Whereas the number of candidate genes for schizophrenia is 
estimated to be over 1000, a subset of specific genetic contributions have been directly 
associated with ERPs. These genes are mostly involved in dopaminergic, nicotinic and 
glutamatergic mechanisms. For example, P50 gating deficits have been linked to the alpha-7 
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nicotinic acetylcholine receptor  as well as the Catechol-O-methyltransferase (COMT) genes 
(Lu et al., 2007), although the later result was not replicated in a recent study (Shaikh et al., , 
Freedman et al., 1997, Leonard et al., 1998, Shaikh et al., 2011). Also, P300 amplitude 
decrease is associated with COMT and Disrupted in schizophrenia-1 (DISC1) genes while 
P300 increased latency is significantly influenced by the dopamine D2/D3 receptor as well 
as the Neuregulin-1 (NRG1) genes (Hill et al., 1998, Anokhin et al., 1999, Blackwood et al., 
2001, Gallinat et al., 2003, Blackwood and Muir, 2004, Berman et al., 2006, Mulert et al., 2006, 
Bramon et al., 2008). Finally, whereas MMN is most extensively investigated in regard to 
glutamatergic mechanisms, no study has genetically linked both. However, a genetic 
association between MMN and the COMT gene has been shown (Baker et al., 2005). Those 
reports, combined with the aforementioned pharmacological studies, demonstrate the 
importance of investigating ERPs in specific transgenic (Tg) mouse models of schizophrenia. 
To date, the Tg mouse models that have been used to study ERPs components can be 
separated in 3 main groups based on the molecular pathway in which the target gene is 
involved: 1) Dopamine (COMT and Gsa  Tg mice),  2) glutamate (NRG1 and NMDA 
receptor-1 (NR1)) Tg mice and 3) nicotine (C3Hα7 receptor Tg mice).  
Dopamine. COMT Tg mice: The Catechol-O-methyltransferase (COMT) is a key regulatory 
enzyme that degrades dopamine and thus controls dopamine availability (Axelrod and 
Tomchick, 1958, Goldberg and Weinberger, 2004). In humans, a single nucleotide 
polymorphism leads to the substitution of a Valine in place of a Methionine at the 158/108 
locus (Lachman et al., 1996). This modification results in a two-fold increase of its activity 
thereby reducing dopamine levels (Chen et al., 2004). A recent study from our laboratory 
using COMT-Val-tg mice (Papaleo et al., 2008) shows a lack of change in P20 amplitude but 
a trend of P20 latency increase (unpublished data). These results are consistent with the 
human data mentioned above, which show both significant and non-significant genetic 
linkage between the COMT gene and P50 gating deficits. We also observed increased N40 
latency and decreased P80 amplitude as well as reduced baseline theta and gamma power.  
Gsa Tg mice: Gsa Tg mice express an isoform of the G-protein subunit Gsa that is 
constitutively active due to a point mutation (Q227L) that prevents hydrolysis of bound 
GTP (Wand et al., 2001, Gould et al., 2004). Gsa Tg mice displayed decreased amplitude of 
cortically-generated N40 that is reversed by the Gi-coupled dopamine D2-receptor 
antagonist haloperidol (Maxwell et al., 2006b). This result is consistent with the amplitude 
reduction of the N100 observed in patients with schizophrenia (Frangou et al., 1997, 
Ahveninen et al., 2006). 
Glutamate. NRG1 Tg mice: NRG-1 is a high-risk gene for schizophrenia that has been 
associated with NMDA receptor hypofunction (Gu et al., 2005, Hahn et al., 2006, 
Bjarnadottir et al., 2007, Li et al., 2007). Although several Tg mice for NRG1 have been 
engineered, to our knowledge, only one study has tested auditory ERPs (Ehrlichman et al., 
2009b). This study has used the NRG1 model in which all three major types of NRG1 have a 
partial deletion of the EGF like domain. These NRG1 heterozygote mice did not show 
deficits in P20 amplitude or gating. Nevertheless, they showed disrupted mismatch 
negativity similar to what is observed in schizophrenia. It would be interesting to 
investigate ERPs in the other NRG1 Tg mouse lines as it may help to identify which form of 
NRG1 mutant are most closely associated with the electrophysiological abnormalities 
commonly found in schizophrenia.  
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NR1 Tg mice: NR1 hypomorphic mice express 5-10% of the normal NR1 protein (Mohn et al., 
1999). Several studies have reported behavioral abnormalities in these mice that are also 
found in schizophrenia. Since then, NR1 hypomorphic mice have been considered as a 
translation model for the disease. Measure of auditory and visual event related potentials 
showed significant increased amplitudes of P20 and N40 in NR1 hypomorphic mice, 
suggesting decreased inhibitory tone (Bodarky et al., 2009, Halene et al., 2009). Indeed, 
auditory gating for the P20 and the N40 peak is significantly impaired in these mice 
compared to their wild-type littermates (Bickel et al., 2007, 2008). Those results correlate 
with the pathophysiology of the observed gating and ERPs generation alterations in 
schizophrenia (Javitt et al., 2000). 
Nicotine. C3Hα7 Tg mice (Adams et al., 2008): C3Há7 null mutant heterozygote mice 
exhibit significant reduction of the alpha-7 nicotinic receptor in the hippocampus. In these 
mice, the auditory gating for P20 and N40 was decreased compare to the wild type mice. 
This result is consistent with the deficit of P50 gating reported for schizophrenia patients. 
These data reinforce the idea of a genetic linkage between the alpha-7 nicotinic receptor and 
this phenotype observed in human. 

4.2.3 Environmental approaches 
The notion that schizophrenia occurs as a result of problems in neurodevelopment is 
strongly suggested by the appearance of a number of gross alterations in the brain inn 
schizophrenia, including enlargement of the cerebral ventricles, decreased cortical volume, 
and hippocampal cellular pathology (Harrison, 1999). That these alterations have occurred 
early in development can be assumed given that they occur largely in areas of the brain, 
such as the hippocampus, that complete the developmental process long before the typical 
onset of the disease. Although the full emergence of schizophrenia symptoms usually does 
not occur until late-adolescence or early-adulthood, people who subsequently go on to 
develop schizophrenia often show numerous deficits in cognitive and social function 
indicative of problems early in the developmental process. Given the importance of 
identifying the potential mechanisms that underlie such developmental changes, numerous 
neurodevelopmental models have been proposed in animals that presume to replicate the 
conditions leading to schizophrenia-like brain dysfunction.  
NNVHL. Lesioning of the ventral hippocampal area during early life has been shown to 
reproduce in rodents many of the symptoms observed in schizophrenia. Important 
features of this model are: 1) post-pubertal emergence of behavioral changes 2) 
schizophrenia-like deficits in cognition 3) schizophrenia-like changes on putative positive 
symptom measures, such as amphetamine-induced locomotor activity and pre-pulse 
inhibition 4) schizophrenia-like cellular and neuroanatomical changes, including 
reductions in parvalbumin expressing GABAergic interneurons 5) exaggerated response 
to glutamate agonist and antagonists, suggestive of a hypoglutamatergic state. 
Importantly, most of these changes occur only when the lesion is induced during the 
neonatal period and do not occur in adult animals given similar lesions of the ventral 
hippocampus, suggesting that it is the altered neurodevelopmental environment that is 
the source of the changes observed in the model.  
Methylazoxymethanol. Embryonic exposure to methylazoxymethanol acetate (MAM), an 
inhibitor of cell division, is currently a popular animal model of schizophrenia. Exposure 
to MAM at embryonic day 17 produces a pattern of brain atrophy in adult animals similar 
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associated with NMDA receptor hypofunction (Gu et al., 2005, Hahn et al., 2006, 
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2009b). This study has used the NRG1 model in which all three major types of NRG1 have a 
partial deletion of the EGF like domain. These NRG1 heterozygote mice did not show 
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1999). Several studies have reported behavioral abnormalities in these mice that are also 
found in schizophrenia. Since then, NR1 hypomorphic mice have been considered as a 
translation model for the disease. Measure of auditory and visual event related potentials 
showed significant increased amplitudes of P20 and N40 in NR1 hypomorphic mice, 
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early in development can be assumed given that they occur largely in areas of the brain, 
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not occur until late-adolescence or early-adulthood, people who subsequently go on to 
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conditions leading to schizophrenia-like brain dysfunction.  
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reductions in parvalbumin expressing GABAergic interneurons 5) exaggerated response 
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Importantly, most of these changes occur only when the lesion is induced during the 
neonatal period and do not occur in adult animals given similar lesions of the ventral 
hippocampus, suggesting that it is the altered neurodevelopmental environment that is 
the source of the changes observed in the model.  
Methylazoxymethanol. Embryonic exposure to methylazoxymethanol acetate (MAM), an 
inhibitor of cell division, is currently a popular animal model of schizophrenia. Exposure 
to MAM at embryonic day 17 produces a pattern of brain atrophy in adult animals similar 
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to that seen in human schizophrenia (i.e. cortical and hippocampal atrophy) (Talamini et 
al., 1998). Importantly, these neural changes overlap with dysfunctions across a wide 
range of behavioral and cognitive domains known to be affected in humans with 
schizophrenia, including measures sensitive to mesolimbic dopamine function and 
cognitive performance. Thus, MAM treated animals display impaired long-term memory, 
working memory and attentional flexibility, as well as increased responsiveness to 
amphetamine as adults (Fiore et al., 2002, Gourevitch et al., 2004, Moore et al., 2006, 
Featherstone et al., 2007). The enhanced response to amphetamine is not seen when 
animals are tested during the pre-pubescent period, suggesting that the behavioral 
changes induced by MAM follow the same developmental time course seen in the human 
disease (Moore et al., 2006).  Parvalbumin (PV) expressing GABAergic interneurons are 
dramatically reduced in both the hippocampus and PFC following embryonic MAM 
treatment, suggesting that these cells may be especially vulnerable to the effects of MAM. 
Moreover, it is possible that the loss of such cells could be responsible for many of the 
cognitive and behavioral changes that occur following MAM treatment (Penschuck et al., 
2006). For example, PV expressing GABAergic interneurons are known to be the primary 
source of high frequency gamma oscillations. In a latent inhibition procedure, MAM 
treated animals showed reduced gamma power during pre-exposure to a tone and this 
was shown to correspond with impaired development of latent inhibition (Lodge et al., 
2009). In contrast, exposure to MAM did not alter activity in the lower frequency theta 
band, suggesting a high degree of specificity in the underlying change induced by MAM 
treatment. Additionally, MAM treated animals show an enhanced locomotor response to 
NMDA antagonists such as ketamine and PCP, and this also appears to correspond 
strongly and specifically with a reduced ability for these drugs to alter activity within the 
gamma frequency range. Both studies suggest that MAM treatment results in a decreased 
inhibitory tone consistent with the proposed role of GABAergic interneurons in inhibitory 
function.  

4.3 Limitation and future models 
ERPs and ERSPs have been widely used to examine neural activity in normal individuals 
and those suffering from schizophrenia. The high degree of similarity between the methods 
used to assess these measures in humans and laboratory animals has made these techniques 
very valuable for studying normal and abnormal brain function. Presently, however, it is 
unclear how such measures relate to clinical symptoms or cognitive impairments, although 
evidence for a link between these measures and cognition is beginning to emerge. Future 
studies will need to assess the degree to which ERP and EEG measures relate to cognitive 
performance on tasks in mice that more closely replicate those used in humans. 
Establishment of such a link could provide a novel means for assessing cognition in mice 
and for testing potential pharmaceutical interventions for schizophrenia. Much work has 
been done assessing EEG during cognitive performance in humans, as well as in non-human 
primates, which has typically focused on sophisticated analyses of neural oscillations and 
synchrony. While such measures are interesting, ERP measures are also useful candidates 
for translational biomarkers of cognition, since they do not require extensive expertise to 
analyze and there are years of human data using these measures. Further, mice are excellent 
subjects for translational research, given the wide range of genetically modified mice 
available to researchers. 
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1. Introduction 
Schizophrenia is a common severe psychiatric disorder which affects approximately 1% of 
the world population. Imaging studies and postmortem analysis have clearly shown that 
schizophrenia is not a mere functional disorder, but rather includes several histological 
abnormalities in various areas of the brain. Today, deficits in brain development or a 
malfunction in the dopaminergic system are considered the leading hallmarks of 
schizophrenia (Fatemi & Folsom, 2009; Howes & Kapur, 2009; Iritani, 2007).  
Although the pathogenesis of schizophrenia remains still unresolved, it is now clear that this 
disorder is the result of a complex interplay between inheritable genetic mutations in a large 
number of genes (a few common mutations with a small effect combined with many rare 
ones with a stronger effect), various environmental influences and epigenetic effects (van OS 
& Kapur, 2009; Owen et al., 2009; O’Donnel et al., 2009; Psychiatric GWAS Consortium 
[PGC], 2009; Roth et al., 2009). Over the years, multiple theories have been proposed to 
explain how these factors may generate schizophrenia. The different models proposed 
include principally the neurodevelopmental and the dopaminergic hypotheses which have 
been reviewed elsewhere (Fatemi & Folsom, 2009; Howes & Kapur, 2009). These two 
hypotheses may not necessarily be mutually exclusive as, for instance, a local dysfunction in 
dopaminergic neurotransmission may be the result of a failed development. Moreover, a 
number of studies pointed to the role of neurotrophins in the pathogenesis of schizophrenia.  
Neurotrophins are a small group of secreted dimeric proteins that affect the development of 
the nervous system in all vertebrates' species and are involved in the development and 
maturation of several brain networks including the dopaminergic system (Buckley et al. 
2007; Shoval & Weizman, 2005; Thome et al. 1998). Brain-Derived Neurotrophic Factor 
(BDNF) is the most widely distributed neurotrophin in the central nervous system (CNS) 
and is known to exert growth and trophic effects able to support many aspects of neuronal 
development including axonal growth and connectivity (Segal et al., 1995), neuronal 
survival and apoptosis (Segal et al., 1997), and formation of dopaminergic-related systems. 
Furthermore, BDNF has a dynamic effect on synaptic organization, promoting long-term 
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Furthermore, BDNF has a dynamic effect on synaptic organization, promoting long-term 
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changes of synaptic transmission (Shen et al., 1997), as well as learning and memory 
processes (Yamada et al., 2002). For these reasons many studies investigated the role of 
BDNF in the pathophysiology of schizophrenia but their findings resulted contradictory. For 
example, some postmortem studies conducted on schizophrenia brains showed elevated 
BDNF levels in the anterior cingulate, hippocampus (Takahashi et al., 2000) and cerebral 
cortex (Durany et al., 2001), whereas others found decreased BDNF levels in the 
hippocampus (Durany et al., 2001) and prefrontal cortex (Weickert et al., 2003, 2005).  
Interestingly, in both humans and rodents, BDNF is present not only in the brain but also in 
peripheral tissues and especially, in the blood (Pruunsild et al., 2007; Aid et al., 2007). The 
origin of circulating BDNF has been debated as this neurotrophin is produced by many 
different body tissues and epithelia, including smooth muscle cells of blood vessels 
(Donovan et al., 1995). However, it has been demonstrated that radiolabeled BDNF injected 
in the jugular vein or in the brain ventricle readily crosses the blood-brain barrier in both 
directions (Pan et al., 1998) and can be taken up by platelets that function as storage and 
release system (Karege et al., 2005). In addition, it has been shown that physical exercise 
induces an increase of serum BDNF levels which is contributed by 70% from the brain 
(Rasmussen et al., 2009). Thus, measurement of circulating BDNF is very attractive, because 
it may provide information on brain functioning and blood samples are largely available 
and may be drawn non-invasively from living subjects as frequently as necessary. BDNF can 
be measured using simple enzyme linked immunoadsorbent assays (ELISA) that are 
commercially available and recent methodological studies have pointed out the possibility 
to obtain reliable measures of BDNF in serum preparations with stable values over several 
months of serum storage at -20°C, while in contrast, there is high variability in the measures 
of BDNF in whole blood or plasma because of the presence of release from platelets and 
degradation processes that are active even during storage (Elfving et al, 2009; Trajkovska et 
al., 2007). For these reasons, there is currently a great interest to validate the use of serum 
BDNF as possible biomarker in brain diseases, including psychiatric illnesses (for a recent 
meta-analisis of serum BDNF in depression see: Sen et al., 2008). 
To assess if BDNF can represent a good biomarker in schizophrenia, a growing number of 
studies compared BDNF serum levels between patients with schizophrenia and healthy 
control subjects but unfortunately, with controversial results. Indeed, several investigators 
found a significant decrease in serum BDNF concentrations  (Carlino et al., 2011; Chen et al., 
2009; Grillo et al., 2007; Ikeda et al., 2008, Jindal et al., 2010; Pirildar et al., 2004; Rizos et al., 
2008; Shimizu et al., 2002; Tan et al., 2005a, 2005b; Toyooka et al., 2002; Xiu et al., 2009; Zhang 
et al., 2007, 2008); while other studies documented normal (Shimizu et al., 2003; Jockers-
Schrubl et al. 2004; Huang et al. 2006) or even increased circulating BDNF (Gama et al., 2007; 
Reis et al., 2008). Because of these discrepancies, we decided to perform a systematic review 
and a meta-analysis of studies measuring serum concentrations of BDNF to elucidate whether 
or not this neurotrophin is abnormally produced in patients with schizophrenia. Additionally, 
we were interested in identifying factors that might contribute to the different findings in 
literature, as to improve the design of future investigations in this field. 

2. Methods 
2.1 Search strategy 
The PUBMED, OVID MEDLINE, PSYCHINFO and EMBASE databases were searched using 
the following medical subject headings (MeSH): “Brain-Derived Neurotrophic Factor” OR 
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“BDNF” AND “schizophrenia”. In addition, all reference lists of the selected papers were 
examined for studies not indexed electronically. The search aimed to find all papers 
published through January 2011.We used the PRISMA guidelines to carry out this review 
(Figure 1). 

2.2 Inclusion/exclusion criteria for both the systematic review and meta-analysis 
Studies had to fulfill the following inclusion criteria : 
1. Investigation of serum BNDF levels in patients with schizophrenia and healthy 

comparison subjects. 
2. Mean serum BDNF reported (ng/ml or pg/ml). 
3. Clinical characterization of patients with schizophrenia according to DSM-IV, ICD-10 or 

an equivalent system employed as a diagnostic tool. Study samples including some 
schizoaffective or schizophreniform subjects were also considered. 

4. Published in English. 
Exclusion criteria comprised: 
1. Samples including non-schizophrenia psychosis or other schizophrenia spectrum 

disorders. 
2. Plasma BDNF levels were measured. 
3. Publications describing case reports or case series. 
4. Patients or comparison subjects with neurological or medical disorders or substance or 

alcohol abuse. 
5. Comparison subjects screened for psychiatric disorders. 
In addition, in the studies exploring the same subject population or part of it, only the 
publication with the largest sample size was selected. When necessary, study Authors were 
contacted and asked to supply for missing or incomplete information. 

2.3 Data abstraction and quality rating 
Each paper was scrutinized by two independent reviewers (D.C. and M.B.) separately, and 
the following data from the article was obtained: age, gender, education, age at onset, 
duration of illness, number of hospitalizations, medications used (type, dosage and duration 
of treatment) and laboratory parameters. Mean serum BDNF levels (expressed in ng/ml) 
and the methods used for statistical analyses were also extracted from the article. 
Furthermore, the reviewers rated the quality of each study using a modified version of the 
quality rating check-list reported on Baiano et al. (2007). 
Category 1: subjects 
1. Prospective evaluation of patients, use of specific diagnostic criteria and description of 

demographic data; 
2. Prospective evaluation of healthy control subjects, description of demographic data, 

exclusion of psychiatric and medical illnesses; 
3. Presentation of significant variables (e.g. age, gender, age at onset, duration of illness, 

number of hospitalizations, medications used); 
Category 2: methods for sampling and analysis 
1. Clear description of laboratory technique and measurements, such in a way to be 

reproducible; 
2. Blindness of investigators to experimental setup; 
3. Report of intra and inter-assay reliability; 
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Category 3: results and conclusions 
 Use of appropriate statistical tests; 
 Presentation of main results and parameters for statistical significance; 
 Consistence of conclusions with the results and discussion of study limits. 
Each item was scored 1, 0.5 or 0 if criteria were completely met, partly met or unmet, 
respectively. This procedure was performed to evaluate the completeness of the available 
publications and not to criticize the investigations per se. 
 

 
Fig. 1. Flowchart of results of systematic review and meta-analysis search strategy. 

2.4 Statistical analysis 
The calculations were performed by means of the statistical software package STATA 8.0 
(StataCorp LP, Texas). Data were analyzed by using a random effects model (Metan 
command), which typically takes into account the between study variability, leading to wider 
confidence intervals than those obtained by a fixed effects model. Thus, studies were 
weighted for the inverse variance, obtaining the DerSimonian-Laird’s effect size (Deeks et 
al., 2001). Heterogeneity between studies was explored using the Q-test. Since we 
hypothesized a statistically significant heterogeneity, a meta-regression analysis was 
planned to assess the effects of selected factors (i.e.: gender distribution, ethnicity, ELISA kit 
used and average age) on results between studies (Metareg command). Publication bias was 
assessed by Egger’s tests (Egger et al., 1997) (Metabias command). All p values were two sided 
and the cutoff for statistical significance was 0.05. 
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3. Results 
3.1 Systematic review 
A total of 334 references were obtained. All the studies found in PUBMED database 
overlapped with those retrieved using OVID MEDLINE and PSYCHINFO databases. A total 
of 1036 references were identified. All the studies found in PUBMED database overlapped 
with those retrieved using OVID MEDLINE, EMBASE, PSYCHINFO lists. Most of them 
(322) did not meet the inclusion criteria, most analyzing val66met BDNF polymorphism, 
mRNA expression or post-mortem studies. 
Thus, 17 were finally considered but 16 were actually included in the systematic review 
(Carlino et al., 2011; Chen et al., 2009; Gama et al., 2007; Grillo et al., 2007; Huang et al., 2006; 
Ikeda et al., 2008; Jindal et al., 2010; Jockers-Schrübl et al., 2004; Pirildar et al., 2004; Reis et 
al., 2008; Rizos et al., 2008; Shimizu et al., 2003; Tan et al., 2005a; Toyooka et al., 2002; Xiu et 
al., 2009; Zhang et al., 2008). Indeed, as per Authors suggestion, we excluded the study by 
Zhang et al. (2007) (124 patients and 50 controls) since the patients’ sample consistently 
overlapped with that of the study published by Zhang and co-workers in the 2008 (196 
patients and 50 controls). 

3.1.1 Findings 
Most of the studies (12/16) measuring serum BDNF documented lower concentrations of 
this neurothropin in patients with schizophrenia (Carlino et al., 2011; Chen et al., 2009; 
Grillo et al., 2007; Ikeda et al., 2008; Jindal et al., 2010; Jockers-Schrübl et al., 2004; Pirildar et 
al., 2004; Rizos et al., 2008; Tan et al., 2005a; Toyooka et al., 2002; Xiu et al., 2009; Zhang et 
al., 2008); however, in other studies, BDNF concentrations were either increased (Gama et 
al., 2007; Reis et al., 2008); or normal (Huang et al., 2006; Shimizu et al., 2003) (Table 1). 
Five out of the 16 researches investigated gender effects, demonstrating either significantly 
lower (Xiu et al., 2009) or higher serum BDNF levels in males suffering from schizophrenia 
(Gama et al., 2007). Conversely, no gender effect emerged in Carlino et al., (2011), Huang et 
al. (2006) and Rizos et al. (2008) and in all healthy control subjects.  

3.1.2 Clinical features of patients 
15/16 studies reported on the mean age of the patients with schizophrenia (mean: 
37.229.48 SD years; range: 22.4-52.3). Nine studies provided data for age of onset of 
schizophrenia (mean: 25.704.86 SD years; range: 19.93-33.8) and 13 for length of illness 
(mean: 180.13127.65 SD months; range 8.8-388.8). Six out of 16 papers reported on the mean 
dosage of antipsychotic medications, expressed as chlorpromazine equivalents (mean: 
581.12219.90 SD; range:330.4-936.6). In one paper (Zhang et al., 2008), data for other 
psychopharmacological treatment (lithium, valproic acid) were included, but there were no 
details about the role of these drugs on serum BDNF levels.  
Only Jockers- Schrübl et al. (2004) evaluated the role of substance abuse (cannabis) in serum 
BDNF levels: the Authors found significantly elevated BDNF serum concentrations (by up 
to 34%) in patients with chronic cannabis abuse or multiple substance abuse prior to disease 
onset. Drug-naïve schizophrenic patients without cannabis consumption showed similar 
results to normal controls and cannabis controls without schizophrenia.  
In relation to the source of recruitment, 6/16 studies included only inpatients (Chen et al., 
2009; Reis et al., 2008; Rizos et al., 2008; Tan et al., 2005a; Xiu et al., 2009; Zhang et al., 2008), 
1/16 included only outpatients (Gama et al., 2007), 3/16 considered both in-patients and 



 
Psychiatric Disorders – Trends and Developments 

 

70

Category 3: results and conclusions 
 Use of appropriate statistical tests; 
 Presentation of main results and parameters for statistical significance; 
 Consistence of conclusions with the results and discussion of study limits. 
Each item was scored 1, 0.5 or 0 if criteria were completely met, partly met or unmet, 
respectively. This procedure was performed to evaluate the completeness of the available 
publications and not to criticize the investigations per se. 
 

 
Fig. 1. Flowchart of results of systematic review and meta-analysis search strategy. 

2.4 Statistical analysis 
The calculations were performed by means of the statistical software package STATA 8.0 
(StataCorp LP, Texas). Data were analyzed by using a random effects model (Metan 
command), which typically takes into account the between study variability, leading to wider 
confidence intervals than those obtained by a fixed effects model. Thus, studies were 
weighted for the inverse variance, obtaining the DerSimonian-Laird’s effect size (Deeks et 
al., 2001). Heterogeneity between studies was explored using the Q-test. Since we 
hypothesized a statistically significant heterogeneity, a meta-regression analysis was 
planned to assess the effects of selected factors (i.e.: gender distribution, ethnicity, ELISA kit 
used and average age) on results between studies (Metareg command). Publication bias was 
assessed by Egger’s tests (Egger et al., 1997) (Metabias command). All p values were two sided 
and the cutoff for statistical significance was 0.05. 
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3. Results 
3.1 Systematic review 
A total of 334 references were obtained. All the studies found in PUBMED database 
overlapped with those retrieved using OVID MEDLINE and PSYCHINFO databases. A total 
of 1036 references were identified. All the studies found in PUBMED database overlapped 
with those retrieved using OVID MEDLINE, EMBASE, PSYCHINFO lists. Most of them 
(322) did not meet the inclusion criteria, most analyzing val66met BDNF polymorphism, 
mRNA expression or post-mortem studies. 
Thus, 17 were finally considered but 16 were actually included in the systematic review 
(Carlino et al., 2011; Chen et al., 2009; Gama et al., 2007; Grillo et al., 2007; Huang et al., 2006; 
Ikeda et al., 2008; Jindal et al., 2010; Jockers-Schrübl et al., 2004; Pirildar et al., 2004; Reis et 
al., 2008; Rizos et al., 2008; Shimizu et al., 2003; Tan et al., 2005a; Toyooka et al., 2002; Xiu et 
al., 2009; Zhang et al., 2008). Indeed, as per Authors suggestion, we excluded the study by 
Zhang et al. (2007) (124 patients and 50 controls) since the patients’ sample consistently 
overlapped with that of the study published by Zhang and co-workers in the 2008 (196 
patients and 50 controls). 

3.1.1 Findings 
Most of the studies (12/16) measuring serum BDNF documented lower concentrations of 
this neurothropin in patients with schizophrenia (Carlino et al., 2011; Chen et al., 2009; 
Grillo et al., 2007; Ikeda et al., 2008; Jindal et al., 2010; Jockers-Schrübl et al., 2004; Pirildar et 
al., 2004; Rizos et al., 2008; Tan et al., 2005a; Toyooka et al., 2002; Xiu et al., 2009; Zhang et 
al., 2008); however, in other studies, BDNF concentrations were either increased (Gama et 
al., 2007; Reis et al., 2008); or normal (Huang et al., 2006; Shimizu et al., 2003) (Table 1). 
Five out of the 16 researches investigated gender effects, demonstrating either significantly 
lower (Xiu et al., 2009) or higher serum BDNF levels in males suffering from schizophrenia 
(Gama et al., 2007). Conversely, no gender effect emerged in Carlino et al., (2011), Huang et 
al. (2006) and Rizos et al. (2008) and in all healthy control subjects.  

3.1.2 Clinical features of patients 
15/16 studies reported on the mean age of the patients with schizophrenia (mean: 
37.229.48 SD years; range: 22.4-52.3). Nine studies provided data for age of onset of 
schizophrenia (mean: 25.704.86 SD years; range: 19.93-33.8) and 13 for length of illness 
(mean: 180.13127.65 SD months; range 8.8-388.8). Six out of 16 papers reported on the mean 
dosage of antipsychotic medications, expressed as chlorpromazine equivalents (mean: 
581.12219.90 SD; range:330.4-936.6). In one paper (Zhang et al., 2008), data for other 
psychopharmacological treatment (lithium, valproic acid) were included, but there were no 
details about the role of these drugs on serum BDNF levels.  
Only Jockers- Schrübl et al. (2004) evaluated the role of substance abuse (cannabis) in serum 
BDNF levels: the Authors found significantly elevated BDNF serum concentrations (by up 
to 34%) in patients with chronic cannabis abuse or multiple substance abuse prior to disease 
onset. Drug-naïve schizophrenic patients without cannabis consumption showed similar 
results to normal controls and cannabis controls without schizophrenia.  
In relation to the source of recruitment, 6/16 studies included only inpatients (Chen et al., 
2009; Reis et al., 2008; Rizos et al., 2008; Tan et al., 2005a; Xiu et al., 2009; Zhang et al., 2008), 
1/16 included only outpatients (Gama et al., 2007), 3/16 considered both in-patients and 
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out-patients (Carlino et al., 2011; Huang et al., 2006; Ikeda et al., 2008) and 6/16 publications 
did not provide data (Grillo et al., 2007; Jindal et al., 2010; Jockers-Schrübl et al., 2004; 
Pirildar et al., 2004; Shimizu et al., 2003; Toyooka et al., 2002). In our research, we found that 
Japanese subjects were investigated in three studies (Ikeda et al., 2008; Shimizu et al., 2003; 
Toyooka et al., 2002), Caucasians in another four studies (Carlino et al., 2011; Jockers- 
Schrübl et al., 2004; Pirildar et al., 2004, Rizos et al., 2008) and Asians in five studies (Chen et 
al., 2009; Huang et al., 2006; Tan et al., 2005a, Xiu et al., 2009, Zhang et al., 2008). In four 
studies, ethnicity was unspecified (Gama et al., 2007; Grillo et al., 2007, Reis et al., 2008; 
Jindal et al., 2010). 
Six studies reported no diagnostic subtypes of schizophrenia (Ikeda et al., 2008; Gama et al., 
2007; Jockers- Schrübl et al., 2004; Pirildar et al., 2004;Reis et al., 2008; Rizos et al., 2008; 
Toyooka et al., 2002) while in seven studies it was assessed the differences in serum BDNF 
levels among diagnostic subtypes (Chen et al., 2009; Grillo et al., 2007; Huang et al., 2006; 
Shimizu et al., 2003; Tan et al., 2005a; Xiu et al., 2009; Zhang et al., 2008). Different forms of 
schizophrenia had no association with BDNF serum levels in 5 papers (Grillo et al., 2007, 
Shimizu et al., 2003; Tan et al., 2005a; Xiu et al., 2009; Zhang et al., 2008), while Chen et al. 
(2009) showed significantly higher BDNF levels in paranoid (10.4 ± 4.3 ng/ml) compared to 
undifferentiated (8.0 ± 3.9 ng/ml) and other combined subtypes (7.5± 4.1 ng/ml). Huang et 
al. (2006) showed that patients with catatonic schizophrenia had lower serum BDNF protein 
levels than patients with paranoid schizophrenia and residual schizophrenia. 
In a second step, phase of illness and use of antipsychotic drugs were considered. We found 
that four studies enrolled only drug-naïve first-episode patients (Chen et al., 2009; Jindal et 
al., 2010; Jockers-Schrübl et al., 2004; Rizos et al., 2008), eight studies recruited only chronic, 
medicated patients (Carlino et al., 2011; Gama et al., 2007; Ikeda et al., 2008; Reis et al, 2008; 
Tan et al., 2005a; Toyooka et al., 2002; Xiu et al., 2009; Zhang et al., 2008) and two studies 
included medicated patients with unclear phase of illness (Grillo et al., 2007; Huang et al., 
2006). Notably, the study by Pirildar et al. (2004) and Shimizu et al. (2003) investigated both 
chronically antipsychotic-treated and drug-naïve patients; in particular, in Pirildar et al. 
(2004) some first episode medicated subjects were included. All the 16 studies excluded 
patients with a history of neurological disease, physical illness, and alcohol or substance 
abuse. Clinical data are summarized in Table 2. 

3.1.3 Serum BDNF concentrations and laboratory procedures 
Among studies, laboratory procedures were comparable with some minor variations. Sera 
were centrifuged to eliminate the blood clot with a mild centrifugation at 2000, 3000 or 3500 
rpm for 5-15min at room temperature or 15°C); then, they were stored frozen at -70/-80°C 
until used. Serum BDNF concentrations were measured using sandwich ELISA assays (see 
Table 1 for full detail). Finally, all the studies except one (Gama et al., 2007) reported clearly 
on mean BDNF concentrations. Specifically, mean serum BDNF values were 14.4310.24 SD 
ng/ml (range: 0.098-37.1) for patients and 17.9913.41 SD ng/ml, (range: 0.12-52.2) for 
healthy blood donors.  

3.1.4 Study quality 
The mean total quality scores for the reports were 7.63±1.17 SD (min.:5.5; max.: 9). We 
correlated total and partial quality scores of studies on serum BDNF with the year of 
publication, which was significantly positively correlated to total quality score (r=0.53) and 
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study methodology score (Category 2) (r=0.59) but not to study design score (Category 1) 
(r= -0.20) or study consistency score (Category 3) (r=0.27). 
 

Authors ELISA kit 
Quality 
of rating 

(QR) 

Control Schizophrenic patients 

Serum 
BDNF 
(mean 

ng/ml + SD)

Serum 
BDNF 
(mean 

ng/ml + 
SD) 

Medication 

Toyoka 
et al., 2002 

Sigma 
Chemical 6.5 11.4 + 7.7 6.3 + 3.4 

29=haloperidol, 
5=chlorpromazine, 

31=levomepromazine, 
2=zotepin, 3=bromperidol, 

1=risperidone,  
9=other 

Ikeda et al., 
2003 Promega 9 52.2 + 25.3 37.1 + 20.4 Typical and atypical (dose 

not available) 
Shimizu 

et al., 2003 
(part I) Promega 

6.5 28.5 + 9.1 27.9 + 12.3

---- Shimizu 
et al., 2003 

(part II) 
6.5 28.5 + 9.1 23.8 + 8.1 

Pirildar 
et al., 2004 

(part I) Promega 

8 26.8 + 9.3 14.4 + 2.8 17=risperidone, 
2=clozapine, 
3=olanzapine Pirildar 

et al., 2004 
(part II) 

8 26.8 + 9.3 16.3 + 4.0 

Jockers-
Schrübl 

et al., 2004 
Promega 6.5 13.2 + 5.2 13.1 + 5.9 ---- 

Tan 
et al., 2005 

BanDing 
Biomedical 9 9.1 + 4.3 5.8 + 2.1 

38=clozapine, 
19=risperidone, 
12=haloperidol, 

5=chlorpromazine, 
5=perphenazine, 
2=others (n = 2) 

Huang 
et al., 2006 Promega 5.5 14.17 + 6.9 14.2 + 6.9 ---- 

Grillo 
et al., 2007 Chemicon 8 0.17 + 0.0 0.11 + 0.1 

20=Clozapine; 
24=typical antipsychotics; 

6=chlorpromazine; 
15=levomepromazine; 

5=haloperidol 
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al., 2009; Huang et al., 2006; Tan et al., 2005a, Xiu et al., 2009, Zhang et al., 2008). In four 
studies, ethnicity was unspecified (Gama et al., 2007; Grillo et al., 2007, Reis et al., 2008; 
Jindal et al., 2010). 
Six studies reported no diagnostic subtypes of schizophrenia (Ikeda et al., 2008; Gama et al., 
2007; Jockers- Schrübl et al., 2004; Pirildar et al., 2004;Reis et al., 2008; Rizos et al., 2008; 
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Shimizu et al., 2003; Tan et al., 2005a; Xiu et al., 2009; Zhang et al., 2008), while Chen et al. 
(2009) showed significantly higher BDNF levels in paranoid (10.4 ± 4.3 ng/ml) compared to 
undifferentiated (8.0 ± 3.9 ng/ml) and other combined subtypes (7.5± 4.1 ng/ml). Huang et 
al. (2006) showed that patients with catatonic schizophrenia had lower serum BDNF protein 
levels than patients with paranoid schizophrenia and residual schizophrenia. 
In a second step, phase of illness and use of antipsychotic drugs were considered. We found 
that four studies enrolled only drug-naïve first-episode patients (Chen et al., 2009; Jindal et 
al., 2010; Jockers-Schrübl et al., 2004; Rizos et al., 2008), eight studies recruited only chronic, 
medicated patients (Carlino et al., 2011; Gama et al., 2007; Ikeda et al., 2008; Reis et al, 2008; 
Tan et al., 2005a; Toyooka et al., 2002; Xiu et al., 2009; Zhang et al., 2008) and two studies 
included medicated patients with unclear phase of illness (Grillo et al., 2007; Huang et al., 
2006). Notably, the study by Pirildar et al. (2004) and Shimizu et al. (2003) investigated both 
chronically antipsychotic-treated and drug-naïve patients; in particular, in Pirildar et al. 
(2004) some first episode medicated subjects were included. All the 16 studies excluded 
patients with a history of neurological disease, physical illness, and alcohol or substance 
abuse. Clinical data are summarized in Table 2. 

3.1.3 Serum BDNF concentrations and laboratory procedures 
Among studies, laboratory procedures were comparable with some minor variations. Sera 
were centrifuged to eliminate the blood clot with a mild centrifugation at 2000, 3000 or 3500 
rpm for 5-15min at room temperature or 15°C); then, they were stored frozen at -70/-80°C 
until used. Serum BDNF concentrations were measured using sandwich ELISA assays (see 
Table 1 for full detail). Finally, all the studies except one (Gama et al., 2007) reported clearly 
on mean BDNF concentrations. Specifically, mean serum BDNF values were 14.4310.24 SD 
ng/ml (range: 0.098-37.1) for patients and 17.9913.41 SD ng/ml, (range: 0.12-52.2) for 
healthy blood donors.  

3.1.4 Study quality 
The mean total quality scores for the reports were 7.63±1.17 SD (min.:5.5; max.: 9). We 
correlated total and partial quality scores of studies on serum BDNF with the year of 
publication, which was significantly positively correlated to total quality score (r=0.53) and 
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study methodology score (Category 2) (r=0.59) but not to study design score (Category 1) 
(r= -0.20) or study consistency score (Category 3) (r=0.27). 
 

Authors ELISA kit 
Quality 
of rating 

(QR) 

Control Schizophrenic patients 

Serum 
BDNF 
(mean 

ng/ml + SD)

Serum 
BDNF 
(mean 

ng/ml + 
SD) 

Medication 

Toyoka 
et al., 2002 

Sigma 
Chemical 6.5 11.4 + 7.7 6.3 + 3.4 

29=haloperidol, 
5=chlorpromazine, 

31=levomepromazine, 
2=zotepin, 3=bromperidol, 

1=risperidone,  
9=other 

Ikeda et al., 
2003 Promega 9 52.2 + 25.3 37.1 + 20.4 Typical and atypical (dose 

not available) 
Shimizu 

et al., 2003 
(part I) Promega 

6.5 28.5 + 9.1 27.9 + 12.3

---- Shimizu 
et al., 2003 

(part II) 
6.5 28.5 + 9.1 23.8 + 8.1 

Pirildar 
et al., 2004 

(part I) Promega 

8 26.8 + 9.3 14.4 + 2.8 17=risperidone, 
2=clozapine, 
3=olanzapine Pirildar 

et al., 2004 
(part II) 

8 26.8 + 9.3 16.3 + 4.0 

Jockers-
Schrübl 

et al., 2004 
Promega 6.5 13.2 + 5.2 13.1 + 5.9 ---- 

Tan 
et al., 2005 

BanDing 
Biomedical 9 9.1 + 4.3 5.8 + 2.1 

38=clozapine, 
19=risperidone, 
12=haloperidol, 

5=chlorpromazine, 
5=perphenazine, 
2=others (n = 2) 

Huang 
et al., 2006 Promega 5.5 14.17 + 6.9 14.2 + 6.9 ---- 

Grillo 
et al., 2007 Chemicon 8 0.17 + 0.0 0.11 + 0.1 

20=Clozapine; 
24=typical antipsychotics; 

6=chlorpromazine; 
15=levomepromazine; 
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Authors ELISA kit 
Quality 
of rating 

(QR) 

Control Schizophrenic patients 

Serum 
BDNF 
(mean 

ng/ml + SD)

Serum 
BDNF 
(mean 

ng/ml + 
SD) 

Medication 

Zhang 
et al., 2008 

BanDing 
Biomedical 7.5 9.4 + 4.4 7.0 + 3.1 

98=clozapine, 
36=risperidone, 

20=perphenazine, 
19=haloperidol, 

14=chlorpromazine, 
9=fluphenazine, 
9=trifluperazine 

Reis 
et al., 2008 

R&D 
Systems 6 4.31 + 2.1 7.75 + 1.9 

28=haloperidol, 
3=chlorpromazine, 
3=levoepromazine, 
6=trifluorperazine 

Rizos 
et al., 2008 

R&D 
Systems 7 30.0 + 8.4 23.9 + 6.0 ---- 

Xiu 
et al., 2009 

BanDing 
Biomedical 9 11.9 + 2.3 9.9 + 2.0 

157=Clozapine, 
89=risperidone, 
31=haloperidol, 

21=chlorpromazine, 
26=perphenazine, 

27=sulpiride,  
13=other 

Chen 
et al., 2009 

BanDing 
Biomedical 8.5 12.1±2.2 9.0±4.2 ---- 

Jindal 
et al., 2010 Promega 9 116.78±38.42 97.58±31.41 ---- 

Carlino 
et al., 2011 Promega 9 26.5 ± 4.22 25.3 ± 3.71

4=haloperidol, 
2=zuclopenthixol, 

2=haloperidol decanoate, 
10= olanzapine, 
6=risperidone, 
8=quetiapine, 
1=olanzapine 

+zuclopenthixol , 
2=olanzapine 
+haloperidol, 
2=quetiapine 

+haloperidol,2= 
quetiapine 

+zuclopenthixol, 
3=risperidone+haloperidol 

Table 1. Methodological aspects of the studies measuring serum BDNF in schizophrenia. * 
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3.1.5 Meta-analysis 
Fifteen out of the 16 publications considered for the systematic review were used for the 
meta-analysis (Carlino et al., 2011; Chen et al., 2009; Grillo et al., 2007; Huang et al., 2006; 
Ikeda et al., 2008; Jindal et al., 2010; Jockers-Schrübl et al., 2004; Pirildar et al., 2004; Reis et 
al., 2008; Rizos et al., 2008; Shimizu et al., 2003; Tan et al., 2005a; Toyooka et al., 2002; Xiu et 
al., 2009; Zhang et al., 2008). The study by Gama et al., (2007) was eliminated, as it was the 
only one to report serum BDNF in pg/μg of total protein while in all other studies serum 
BDNF concentration was given in ng or pg/ml serum and therefore, no comparison 
between the Gama’s and the other studies was possible. Since the studies by Shimizu et al., 
(2003) and Pirildar et al., (2004) reported on separate data for both medicated and 
unmedicated patients, we performed calculations considering patients’ subgroups as 
follows: Shimizu et al., 2003 part I and Pirildar et al., 2004 part I = medicated patients; 
Shimizu et al., 2003 part II and Pirildar et al., 2004 part II = unmedicated patients. Therefore, 
we carried out calculations on 17 samples of patients.  
 

Authors Stages of 
disease 

Ethnicity
* 

Control Schizophrenic patients 

N 
Age 

(mean 
 + SD) 

M/F N 
Age 

(mean 
+ SD) 

M/F 

Illness 
duration 
(mean-
months  
+ SD) 

Toyoka  
et al., 2002 Chronic JPT 35 45.6  

+ 11.3 14/21 34 48.6  
+ 14.0 17/17 25+12.3 

Ikeda  
et al., 2003 Chronic JPT 87 39.8 

 + 10.7 47/40 74 41.9 
 + 11.1 39/35 19.6+11.2 

Shimizu 
et al.,2003 

(part I) 
Chronic JPT 40 36.5  

+ 11.3 20/20 25 36.0  
+ 13.2 13/12 Med scz: 

14.1+9.87; 
FEP: 

1.09+1.36 
Shimizu 

et al.,2003 
(part II) 

First 
episode/

drug naïve
JPT 40 36.5  

+ 10.7 20/20 15 34.7  
+ 16.0 7/8 

Pirildar  
et al., 2004 

(part I) 
Chronic CEU 22 25.7  

+ 5.8 7/15 12 29.8  
+ 9.3 5/7 

15.2±13.04 Pirildar  
et al., 2004 
(part II) 

First 
episode/

drug naïve
CEU 22 25.7  

+ 5.8 7/15 10 25.1  
+ 9.1 2/8 

Jockers-
Schrübl 

et al., 2004 

First 
episode/

drug naïve
CEU 61 32.3 28/33 102 33.3 50/52 ---- 

Tan  
et al., 2005 Chronic CHB 45 45.6  

+ 6.3 34/11 125 18.3  
+ 6.3 93/32 22.6±7.7 

Huang  
et al., 2006 Chronic CHB 96 29.1  

+ 10.0 36/60 126 34.0  
+ 10.0 72/54 6.0±5.0 

Grillo  
et al., 2007 Chronic 

YRI/CEU
(ratio not 
specified)

25 34.1  
+ 7.2 12/13 44 35.5  

+ 7.2 19/25  
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Authors ELISA kit 
Quality 
of rating 

(QR) 

Control Schizophrenic patients 

Serum 
BDNF 
(mean 

ng/ml + SD)

Serum 
BDNF 
(mean 

ng/ml + 
SD) 

Medication 
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et al., 2008 
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98=clozapine, 
36=risperidone, 

20=perphenazine, 
19=haloperidol, 

14=chlorpromazine, 
9=fluphenazine, 
9=trifluperazine 

Reis 
et al., 2008 

R&D 
Systems 6 4.31 + 2.1 7.75 + 1.9 
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13=other 
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2=haloperidol decanoate, 
10= olanzapine, 
6=risperidone, 
8=quetiapine, 
1=olanzapine 

+zuclopenthixol , 
2=olanzapine 
+haloperidol, 
2=quetiapine 

+haloperidol,2= 
quetiapine 
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3=risperidone+haloperidol 

Table 1. Methodological aspects of the studies measuring serum BDNF in schizophrenia. * 
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3.1.5 Meta-analysis 
Fifteen out of the 16 publications considered for the systematic review were used for the 
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al., 2009; Zhang et al., 2008). The study by Gama et al., (2007) was eliminated, as it was the 
only one to report serum BDNF in pg/μg of total protein while in all other studies serum 
BDNF concentration was given in ng or pg/ml serum and therefore, no comparison 
between the Gama’s and the other studies was possible. Since the studies by Shimizu et al., 
(2003) and Pirildar et al., (2004) reported on separate data for both medicated and 
unmedicated patients, we performed calculations considering patients’ subgroups as 
follows: Shimizu et al., 2003 part I and Pirildar et al., 2004 part I = medicated patients; 
Shimizu et al., 2003 part II and Pirildar et al., 2004 part II = unmedicated patients. Therefore, 
we carried out calculations on 17 samples of patients.  
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Age 

(mean 
 + SD) 

M/F N 
Age 

(mean 
+ SD) 
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(mean-
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+ SD) 
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et al., 2002 Chronic JPT 35 45.6  

+ 11.3 14/21 34 48.6  
+ 14.0 17/17 25+12.3 

Ikeda  
et al., 2003 Chronic JPT 87 39.8 

 + 10.7 47/40 74 41.9 
 + 11.1 39/35 19.6+11.2 

Shimizu 
et al.,2003 

(part I) 
Chronic JPT 40 36.5  

+ 11.3 20/20 25 36.0  
+ 13.2 13/12 Med scz: 

14.1+9.87; 
FEP: 

1.09+1.36 
Shimizu 

et al.,2003 
(part II) 

First 
episode/

drug naïve
JPT 40 36.5  

+ 10.7 20/20 15 34.7  
+ 16.0 7/8 

Pirildar  
et al., 2004 

(part I) 
Chronic CEU 22 25.7  

+ 5.8 7/15 12 29.8  
+ 9.3 5/7 

15.2±13.04 Pirildar  
et al., 2004 
(part II) 

First 
episode/

drug naïve
CEU 22 25.7  

+ 5.8 7/15 10 25.1  
+ 9.1 2/8 

Jockers-
Schrübl 

et al., 2004 

First 
episode/

drug naïve
CEU 61 32.3 28/33 102 33.3 50/52 ---- 

Tan  
et al., 2005 Chronic CHB 45 45.6  

+ 6.3 34/11 125 18.3  
+ 6.3 93/32 22.6±7.7 

Huang  
et al., 2006 Chronic CHB 96 29.1  

+ 10.0 36/60 126 34.0  
+ 10.0 72/54 6.0±5.0 

Grillo  
et al., 2007 Chronic 

YRI/CEU
(ratio not 
specified)

25 34.1  
+ 7.2 12/13 44 35.5  

+ 7.2 19/25  



 
Psychiatric Disorders – Trends and Developments 

 

76

Authors Stages of 
disease 

Ethnicity
* 

Control Schizophrenic patients 

N 
Age 

(mean 
 + SD) 

M/F N 
Age 

(mean 
+ SD) 

M/F 

Illness 
duration 
(mean-
months  
+ SD) 

Zhang et 
al., 2008 Chronic CHB 50 ---- 34/16 196 ---- 130/66 22 

± 7 

Reis  
et al., 2008 Chronic 

YRI/CEU
(ratio not 
specified)

20 ---- 20/0 40 52.3  
+ 9.8 40/0 32.4 

± 9.2 

Rizos 
et al., 2008 

First 
episode/

drug naïve
CEU 15 26.6  

+ 5.8 6/9 14 25.4  
+ 5.8 10/4 ---- 

Xiu  
et al., 2009 Chronic CHB 323 50.9 

+ 9.2 228/95 364 51.3 
+ 9.2 281/83 27.0 

± 10.1 

Chen  
et al., 2009 

First 
episode/ 

drug naïve
CHB 90 29.9 

± 9.8 49/41 88 29.2 
± 9.6 47/41 23.4 

± 19.1 

Jindal  
et al., 2010 

First 
episode/ 

drug naïve
CEU 41 22.31 

± 5.67 25/16 24 22.4 
± 5.47 17/10 ---- 

Carlino  
et al., 2011 Chronic CEU 40 46.78 

± 10.79 20/20 40 49.23 
± 9.03 20/20 23.05  

± 10.99 

Table 2. Clinical characteristics of studies included in the meta-analysis. International 
HapMap Project: YRI: Yoruba in Ibadan, Nigeria; JPT: Japanese in Tokyo; CHB: Han 
Chinese in Beijing, China; CEU: CEPH (Utah residents with ancestry from Northern and 
Western Europe). 

Raw total serum BDNF levels (ng/ml) were used to calculate the related effect sizes. The 
overall estimate of SMD (standardized mean differences) in serum BDNF levels between 
patients with schizophrenia and healthy controls was significant (z=4.14; p<0.001) but 
considerable heterogeneity emerged from publications (Q=139.15; d.f.=16; p<0.001; τ²= 
0.2826) (Figure 2).  
Therefore, we regressed the SMD against potential sources of heterogeneity (i.e.: gender, age, 
ethnicity and ELISA kit used). This analysis demonstrated a significant association of BDNF 
levels with all these variables (age: z=15.28; gender: z=10.92 for males; z=4.60 for females; 
ethnicity: Z=9.37 and ELISA kit: z=8.55; p<0.001). Moreover, to determine if this systematic 
review and meta-analyses was subjected to publication bias (i.e. the presence of asymmetrical 
collection of data due to the missing of studies reporting negative results, or to the tendency of 
small studies to show greater effects than larger studies), we carried out the Egger’s weighted 
regression and evidence of significant publication bias was found (p<0.001). Subsequently, the 
eleven studies investigating chronic, medicated patients with schizophrenia were considered 
(Carlino et al., 2011; Grillo et al., 2007; Huang et al., 2006; Ikeda et al., 2008; Pirildar et al., 2004 
part I; Reis et al, 2008; Shimizu et al., 2003 part I; Tan et al., 2005a; Toyooka et al., 2002; Xiu et 
al., 2009; Zhang et al., 2008). Significant heterogeneity was found (Q=120.85, d.f=10, p<0.001, 
τ²=0.3545) and patients and healthy control subjects differed for serum BDNF levels, as 
demonstrated by the SMD test (z=2.69; p=0.007) (Figure 3).  
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Fig. 2. Forrest plot depicting the meta-analysis of serum BDNF levels in patients with 
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Raw total serum BDNF levels (ng/ml) were used to calculate the related effect sizes. The 
overall estimate of SMD (standardized mean differences) in serum BDNF levels between 
patients with schizophrenia and healthy controls was significant (z=4.14; p<0.001) but 
considerable heterogeneity emerged from publications (Q=139.15; d.f.=16; p<0.001; τ²= 
0.2826) (Figure 2).  
Therefore, we regressed the SMD against potential sources of heterogeneity (i.e.: gender, age, 
ethnicity and ELISA kit used). This analysis demonstrated a significant association of BDNF 
levels with all these variables (age: z=15.28; gender: z=10.92 for males; z=4.60 for females; 
ethnicity: Z=9.37 and ELISA kit: z=8.55; p<0.001). Moreover, to determine if this systematic 
review and meta-analyses was subjected to publication bias (i.e. the presence of asymmetrical 
collection of data due to the missing of studies reporting negative results, or to the tendency of 
small studies to show greater effects than larger studies), we carried out the Egger’s weighted 
regression and evidence of significant publication bias was found (p<0.001). Subsequently, the 
eleven studies investigating chronic, medicated patients with schizophrenia were considered 
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Fig. 4. Forrest plot presenting the meta-analysis of serum BDNF in unmedicated patients 
with schizophrenia. 

The meta-regression analysis showed that age (z=13.89), gender (z=11.09 for males; z=7.36 
for females), ethnicity (z=6.76), type of ELISA kit (z=6.67), chlorpromazine equivalents’ 
medication dosage (z=5.97) and duration of illness (z=7.03) may all explain heterogeneity 
(p<0.001). Similar results were obtained by meta-analyzing the six studies including first-
episode unmedicated patients (Chen et al., 2009; Jindal et al., 2010; Pirildar et al., 2004; Rizos 
et al., 2008; Shimizu et al., 2003 part II) (Figure 4). Indeed, we found that both the Q test for 
heterogeneity (Q=18.30; d.f =5; p=0.003; τ²=0.1595) and Dersimonian and Laird pooled effect 
size (z=3.06, p=0.002) were significant. As previously demonstrated, heterogeneity may be 
due to age (z=15.33), gender (z=4.55 for males; z=4.84 for females), ethnicity (z=5.47), type of 
ELISA kit (z=4.45). 

4. Conclusion  
Our systematic review and meta-analysis showed that lower serum BDNF levels were 
detected in patients with schizophrenia in comparison to healthy controls in most even if 
not in all studies. Interestingly, reduced serum BDNF levels were found both in drug-naïve 
first episode and chronic medicated schizophrenia patients, as also found in studies 
investigating plasma BDNF concentrations (Buckely et al., 2007; Palomino et al., 2006; Tan et 
al., 2005b). These findings show that reduced serum BDNF levels are associated with 
schizophrenia but also suggest that serum BDNF is not a crucial biological marker of the 
clinical state in schizophrenia or a marker of antipsychotic medication efficacy, in agreement 
with a recent meta-analysis (Green et al., 2010).  
The serum BDNF concentration in healthy populations, varied from a minimum of 0.17 
ng/ml (Grillo et al., 2007) to a maximum of 52.2 ng/ml (Ikeda et al., 2003), the mean value 
among the thirteen paper analysed was 16.2 ng/ml (SD=14.59). Although we observed 
variability between studies using the same commercial ELISA, differences in serum BDNF 
concentration appeared mainly due to the different kit used. For example the three studies 
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which used the kit purchased from BanDing Biomed reported values of serum BDNF in 
Chinese healthy donors of 11.9 + 2.3 ng/ml (Xiu et al., 2009); 9.4 + 4.4 ng/ml (Zhang et al., 
2008); 9.1 + 4.3 ng/ml (Tan et al., 2005) while higher levels of serum BDNF were detected 
with the kit from Promega in healthy donors from Japan, 28.5 + 9.1 ng/ml (Shimizu et al., 
2003); Turkey 26.8 + 9.3 ng/ml (Pirildar et al., 2004) and Taiwan 14.17 + 6.9 ng/ml (Huang 
et al., 2006). Finally, two studies using the R&D System ELISA assay showed very distant 
results because Rizos et al. (2008) detected 30.0 + 8.4 ng/ml of serum BDNF in healthy 
controls from Greece while Reis et al., (2008) in Brazil, found 4.31 + 2.1 ng/ml. Two other 
studies from Brazil also showed particularly low levels using the assay from another 
company (Chemicon), i.e. 0.19 + 0.1 ng/ml (Gama et al., 2007) and 0.17 + 0.0 ng/ml (Grillo 
et al., 2007). It is possible that this finding might reflect reduced amounts of serum BDNF 
in the Brazilian population. Another interpretation suggests a very low sensitivity of the 
ELISA kit from Chemicon. In conclusion, the most likely range of concentrations of serum 
BDNF in the World healthy population is 9-30 ng/ml with some possible specific regional 
variations. 
However, the great heterogeneity between studies and the presence of a publication bias 
may limit the interpretation of these results. Firstly, the phenotypic complexity, together 
with the multifarious nature of the so-called “schizophrenic psychoses”, limits our ability to 
form a simple and logical, biologically-based hypothesis for the disease group. Secondly, all 
studies used ELISA assays that have different sensitivity and cannot distinguish between 
the three different protein forms of BDNF consisting in the precursor pro-BDNF (of 32 KDA) 
and its two proteolytic products mature BDNF (mBDNF of 14KDa) and truncated BDNF 
(truncBDNF of 28 KDa). Since pro-BDNF and mBDNF elicit opposing actions on synaptic 
plasticity and cell survival, their distinction could be essential to determine the role of BDNF 
in specific aspects of schizophrenia’s neurobiology.  

4.1 The role of proBDNF in patients with schizophrenia  
BDNF is initially synthesized as a 32 KDa precursor protein (prepro-BDNF) in endoplasmic 
reticulum, and then processed into two isoforms (as the truncated-BDNF 28 KDa and 
mature 14 kDa BDNF) by two different proteolitic cleavages. Mature BDNF (mBDNF) is 
generated either intracellularly in the trans-Golgi by furin (Mowla et al., 2001, Matsumoto et 
al., 2008), or extracellularly by plasmin or matrixmetalloprotease-7 (Lee et al., 2001, Yang et 
al. 2009; Nagappan et al., 2009). Truncated-BDNF is cleaved by the Membrane-Bound 
Transcription Factor Site-1 protease (MBTFS-1), also identified as Subtilisin/kexin-isozyme 1 
(Seidah et al., 1999). This isoform is not further processed into mBDNF and its function has 
not been elucidated yet. 
According to the “Ying and Yang” hypothesis (Lu et al., 2005), both mBDNF and proBDNF 
have particular neurobiological properties. In particular, proBDNF regulate neuronal 
survival (Teng et al., 2005; Koshimizu et al., 2009; Woo et al., 2005) and boosts synaptic 
pruning whereas mBDNF improves the differentiation of new neurons. Also, the conversion 
of proBDNF into mBDNF seems to be decisive for signal transmission and synaptic 
plasticity. Indeed, mBDNF and the Tissue Plasminogen Activator (TPA) but not proBDNF 
are essential in late-phase long-term potentiation (L-LTP) and long-term memory (Pang et 
al., 2004). These results underscore that a wrong matching of the proBDNF/mBDNF ratio 
may alter neuroplastic mechanisms, corresponding to the neurobiological substrate of 
impaired cognitive performance. 
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which used the kit purchased from BanDing Biomed reported values of serum BDNF in 
Chinese healthy donors of 11.9 + 2.3 ng/ml (Xiu et al., 2009); 9.4 + 4.4 ng/ml (Zhang et al., 
2008); 9.1 + 4.3 ng/ml (Tan et al., 2005) while higher levels of serum BDNF were detected 
with the kit from Promega in healthy donors from Japan, 28.5 + 9.1 ng/ml (Shimizu et al., 
2003); Turkey 26.8 + 9.3 ng/ml (Pirildar et al., 2004) and Taiwan 14.17 + 6.9 ng/ml (Huang 
et al., 2006). Finally, two studies using the R&D System ELISA assay showed very distant 
results because Rizos et al. (2008) detected 30.0 + 8.4 ng/ml of serum BDNF in healthy 
controls from Greece while Reis et al., (2008) in Brazil, found 4.31 + 2.1 ng/ml. Two other 
studies from Brazil also showed particularly low levels using the assay from another 
company (Chemicon), i.e. 0.19 + 0.1 ng/ml (Gama et al., 2007) and 0.17 + 0.0 ng/ml (Grillo 
et al., 2007). It is possible that this finding might reflect reduced amounts of serum BDNF 
in the Brazilian population. Another interpretation suggests a very low sensitivity of the 
ELISA kit from Chemicon. In conclusion, the most likely range of concentrations of serum 
BDNF in the World healthy population is 9-30 ng/ml with some possible specific regional 
variations. 
However, the great heterogeneity between studies and the presence of a publication bias 
may limit the interpretation of these results. Firstly, the phenotypic complexity, together 
with the multifarious nature of the so-called “schizophrenic psychoses”, limits our ability to 
form a simple and logical, biologically-based hypothesis for the disease group. Secondly, all 
studies used ELISA assays that have different sensitivity and cannot distinguish between 
the three different protein forms of BDNF consisting in the precursor pro-BDNF (of 32 KDA) 
and its two proteolytic products mature BDNF (mBDNF of 14KDa) and truncated BDNF 
(truncBDNF of 28 KDa). Since pro-BDNF and mBDNF elicit opposing actions on synaptic 
plasticity and cell survival, their distinction could be essential to determine the role of BDNF 
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An increasing number of postmortem researches have been carried out to measure the 
expression of proBDNF and mBDNF isoforms in animal models and in healthy human 
volunteers or subjects affected by neuropsychiatric disorders. Reduced mBDNF levels were 
found in three studies (Karege et al., 2005; Weickert et al., 2003; Wong et al., 2010), 
particularly in the dorsolateral prefrontal cortex (DLPFC) of patients with schizophrenia 
compared to healthy controls. Weickert et al. (2003) found that mBDNF protein levels were 
not associated with post-mortem interval (PMI), tissue pH, age, or storage time of the 
serum. There were no significant main influences of gender or brain hemisphere, nor 
significant correlations between diagnosis and gender or diagnosis and brain hemisphere. 
On the other hand, Chen et al. (2001) showed that there was no significant variation for 
mBDNF among patients with schizophrenia and those with a diagnosis of affective 
disorders (unipolar and bipolar disorders) and Dunham et al., (2009) detected no difference 
for preproBDNF (35KDa) between patients with schizophrenia and those with unipolar 
depression and bipolar disorder. In contrast, Wong et al. (2010) found reduced truncated 
BDNF and preproBDNF proteins in the DLPFC of patients with schizophrenia, even if the 
reduction in preproBDNF protein did not achieve statistical significance. 
In a previous study (Carlino et al., 2011), we provided evidence of variation in serum levels 
of different BDNF isoforms in patients with chronic schizophrenia. Particularly, we showed 
that reduced levels of serum truncated-BDNF/total BDNF ratio correlate with worst PANSS 
negative and positive symptoms and poorer neurocognitive functions. Instead, 
measurement of total serum BDNF levels resulted scarcely useful, even if we found a small 
decline in the whole population of schizophrenic patients. We further highlighted that when 
using a cut-off at the mean value of the healthy group + 2SD, the measurement of serum 
truncated-BDNF represents a useful empirical test to recognize schizophrenic patients with 
high cognitive impairment, with sensitivity = 67.5%, Specificity = 97.5%, PPV = 96.4% and 
NPV = 75%. 
Regulated proteolysis of one inactive precursor to make active peptides and proteins is a 
general biological mechanism to generate different products from a single gene. Mammalian 
pro-BDNF precursor is processed to generate truncated-BDNF 28 KDa or mature 14 kDa 
BDNF by two dissimilar proteolitic cleavages. Mature BDNF is created intracellularly by 
furin (Mowla et al., 2001), or extracellularly, by plasmin or matrixmetalloprotease-7 (Lee et 
al., 2001), whereas truncated-BDNF is generated by a specific Ca2+dependent serine 
proteinase known as Membrane-bound transcription factor site-1 protease (MBTFS-1), also 
identified as Subtilisin/Kexin-Isozyme 1 (SKI-1) (Seidah et al., 1999); it is not further 
processed into the mature 14 kDa BDNF form representing a final proteolytic product 
whose role is ambiguous. Recent findings have established that mature and pro-BDNF elicit 
opposite biological functions (Teng et al., 2005; Woo et al., 2005), leading to the hypothesis 
that from an incorrect balancing of the diverse isoforms may origin a pathological 
consequence. In recent times, Koshimizu et al. (2009) pointed out that overexpression of pro-
BDNF leads to apoptosis of cultured cerebellar granule neurons and produce a striking 
decrease in the number of cholinergic fibers of basal forebrain neurons and hippocampal 
dendritic spines, without disturbing the survival of these neurons. Blockade of activation of 
p75 receptor did not permit spine number to fall. Importantly, the pro-BDNF preparation 
used in this paper contained a large amount of truncated-BDNF, although at a much lesser 
extent than pro-BDNF. It is therefore possible that truncated-BDNF may have a similar 
outcome than pro-BDNF through activation of the same signalling pathways. Alternatively, 
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truncated-BDNF may be an inactive variety of pro-BDNF or operate as a quencher of pro-
BDNF by producing inactive heterodimers. The latter possibility reminds the supposed 
function for truncated-TrkB. Hence, a clear decrease in truncated-BDNF may direct to 
pathologically amplified signalling of pro-BDNF. Further studies will be necessary to clarify 
the biological characteristics of truncated-BDNF. 
Chronic patients with schizophrenia are often characterized to suffer progressive significant 
intellectual decline (Heinrichs, 2006). In our study, schizophrenic patients with reduced 
truncated-BDNF had worse efficency in all neurocognitive tests in relationship to the other 
patients with normal levels of truncated-BDNF, although the correlation between Trail 
Making Test Part A score and truncated- BDNF abundance do not reach the statistically 
significance. Our results further enlarge a recent research telling that evaluation of total 
serum BDNF may be useful to predict for a good outcome in neurocognitive enhancement 
sessions in schizophrenic patients (Vinogradov et al., 2009). Importantly, we also underline 
that four healthy subjects with low truncated-BDNF had poor scores in Trail Making Test B 
and Symbol Digit Coding attention test. So we can hypothesize that schizophrenic patients 
with low serum truncated-BDNF and worse cognitive functioning are likely to be more 
resistant to a non-psychopharmacological neurocognitive training. 
On the basis of these findings, we sharpen the role of evaluation of serum BDNF as an 
empirical system to estimate cognitive defects related to proBDNF processing as a potential 
biological system basic in the pathophysiology of schizophrenia. 

4.2 The role of ethnic differences in serum BDNF levels in patients with schizophrenia 
An element of heterogeneity that emerges from this meta-analysis is represented by the 
ethnic differences amongst the samples. In this context it is of great interest to note that there 
are divergent findings of the positive or negative associations between BDNF val66met 
polymorphism and schizophrenia, especially in Caucasian and Asian participants. These 
differences may partially explain the differences in serum BDDNF levels among papers. 
Studies in in vitro and in animal models have shown that Met allele alters both sorting and 
secretion of proBDNF, such that less regulated (activity dependent) secretion is likely to 
occur in carriers of at least one Met allele. Several genetic associational studies have shown 
that SNPs in BDNF are associated with schizophrenia (Nanko et al., 2003; Szekeres et al., 
2003), and a meta-analysis study also illustrated an association between C270T and 
schizophrenia (Zintzaras, 2007), but not between Val66Met and schizophrenia (Kanazawa et 
al., 2007; Naoe et al., 2007; Xu et al., 2007; Zintzaras, 2007). 
Great differences in the allelic frequencies for the BDNF Val66Met polymorphism between 
populations of different ethnic origins have been reported in public databases 
(http://www.hapmap.org) for the same populations (Tables 3 and 4). In Caucasian subjects, 
the frequency of the Met allele is 25–32%, whereas in Asian peoples the Met allele is more 
frequent, around 40–50% (Pivac et al., 2009; Verhagen et al., 2010). These variations among 
different ethnic groups in the allelic frequencies of the BDNF polymorphism may be caused 
by either the natural selection of an advantageous allele by unknown environmental issues 
or through a founder effect.  
However, we advise prudence in the analysis of these facts, also because despite this 
obvious difference in outcomes of schizophrenia across ethnicities, cross-cultural research in 
psychiatry focuses on similarities rather than differences. For example, subtypes of 
schizophrenia may have different prevalence across countries: in the International Pilot 
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Study of Schizophrenia (1973) and the Determinants of Outcome of Severe Mental Disorders 
study (1992), catatonia was identified in 10% of cases in developing countries respect to less 
than 1% in developed countries. Hebephrenia was found in 13% of cases in developed 
countries and 4% in developing countries. Currently, we have not sufficient data about the 
role of diagnostic subtypes and serum BDNF levels or BDNF polymorphisms. 
 

Genotype - Population descriptors Genotype frequencies 
G/G – YRI 0.683 
G/G – JPT 0.190 

G/G – CHB 0.488 
G/G – CEU 1.000 
A/G- YRI 0.283 
A/G- JPT 0.357 

A/G- CHB 0.349 
A/G- CEU n.a. 
A/A- YRI 0.033 
A/A- JPT 0.452 

A/A- CHB 0.163 
A/A- CEU 0 

Table 3. YRI: Yoruba in Ibadan, Nigeria; JPT: Japanese in Tokyo, Japan; CHB: Han Chinese 
in Beijing, China; CEU: CEPH (Utah residents with ancestry from northern and western 
Europe). G/G = Met/Met; A/G =Val/Met; A/A = Val/Val. 

 
Allele - Population descriptors Allele frequencies 

G- YRI 0.825 
G- JPT 0.369 

G- CHB 0.663 
G- CEU 1.000 
A- YRI 0.175 
A – JPT 0.631 
A- CHB 0.337 
A- CEU 0 

Table 4. YRI: Yoruba in Ibadan, Nigeria; JPT: Japanese in Tokyo, Japan; CHB: Han Chinese 
in Beijing, China; CEU: CEPH (Utah residents with ancestry from northern and western 
Europe). 

Another diagnostic caveats regards the Caucasian studies that often investigated not only 
patients with schizophrenia, but also subjects with schizophrenia spectrum disorders such 
as schizophreniform disorder or schizoaffective disorder, while Asian and other studies 
investigated only patients with schizophrenia. This difference in methodology might also 
have contributed to the inconsistent findings between the Caucasian and the Asian studies. 
The substantial variation in the Val66Met frequencies between Asian and Caucasian 
samples indicates that ethnicity may be of importance in the issue, because if the association 
among Caucasians reflects linkage disequilibrium with another gene variant, the extent of 
linkage may vary between populations. A recent study focused on the complex 
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microsatellite polymorphism BDNF-LCPR located ~1.0 kbp upstream of the translation 
initiation site of BDNF (Okada et al., 2006); this polymorphism contained 23 novel allelic 
variants, including four major alleles (A1–A4). Kawashima et al. (2009) consider that if 
BDNF is indeed associated with schizophrenia, the A1 allele in BDNF-LCPR would be a 
hopefully useful marker in the Japanese population. 
Also, we must not forget the interchange between genetic and environmental issues, that 
may essentially vary for men and women. In this regard, it would be interesting to evalute if 
gender-related epistatic effects pertaining to the Val66Met polymorphism subsist. Literature 
data showed that gender differences in schizophrenia reproduce divergences in 
neurodevelopmental mechanisms and social influences on illness risk and course. Men have 
poorer premorbid functioning and have worse negative and less depressive manifestations 
than women. Substance abuse is more frequent in male. Results of gender variations in brain 
morphology (e.g. hippocampal volume) are conflicting but refer to matter of sexual 
dimorphism, meaning that the same elements are significant to explain sex disparities in 
both normal neurodevelopment and those in relationship with schizophrenia.  
Another factor to consider is the epigenetic influence. “Epigenetic” refers to the covalent 
modifications of chromatin. Epigenetic machinery not only is responsible for lasting 
differences in gene activity in the CNS but also controls gene expression necessary for 
cognition. Thus, the likelihood of an epigenetic involvement in schizophrenia is an interesting 
hypothesis. In fact, epidemiological studies have identified several environmental risk factors 
for schizophrenia, counting marijuana consumption and obstetric complications. A recent 
study by Nicodemus and colleagues (2008) showed a significant association between four 
candidate genes for schizophrenia which are likely to have a role in hypoxic situations, 
including BDNF detecting significant evidence for gene x environment interaction in 
schizophrenic patients with or without obstetric complications. Recently, several studies 
underline that DNA methylation contributing to ongoing regulation of BDNF transcription in 
the CNS to control synaptic plasticity and memory mechanism (for e review, see Roth et al., 
2009a). In addition, BDNF DNA methylation has also been found to play a part in altered gene 
expression in response to environmental pressure, such as social experiences (Roth et al., 2009). 
Indeed, stressful social experiences early in life have long-lasting consequences such as 
increased anxiety, drug-seeking behavior, cognitive impairment, and altered affiliative 
behaviours (Branchi et al., 2004; Fumagalli et al., 2007; Lippmann et al., 2007). Finally, it was 
recently revealed that social experiences early during the first postnatal week generate lasting 
changes in DNA methylation in BDNF gene in relationship with reduction of BDNF gene 
expression in the adult prefrontal cortex (Roth et al., 2009b). 
Overall, the available data suggest that DNA methylation may indeed be an epigenetic 
mechanism that contributes to the aberrant regulation of genes associated with 
schizophrenia. The hard work to recognize vulnerability genes for multifactorial disorders 
such as schizophrenia, has inspired the development of alternative methodologies. Since 
genetic heterogeneity has been a major dilemma in complex disorders, investigators have 
attempted to increase homogeneity in their samples. Recently, alternative phenotypic 
definitions have been defined that might be more closely linked to biological pathway 
(endophenotypes), for example sensory gating deficits or working memory dysfunction 
(Gottesman and Gould, 2003). 
Another advance to decrease basic genetic complexity is the utilization of genetic isolates. 
Isolated populations originated from a small number of founder couples. Throughout 
history, many populations, counting isolated as well as outbred populations, undergo 
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alternating era of adversities (e.g. war, epidemics, or famine) with period characterized by 
rapid growth of the population. Due to increased inbreeding and genetic drift in isolates, 
certain alleles will be present more frequently in the population, while others are lost, 
increasing genetic homogeneity. Additionally, due to geographic, cultural, or religious 
barriers, isolated populations did not experience a large degree of admixture with adjacent 
peoples for many generations, ensuing in a relatively small gene pool (“founder effect”). 
So the recognition of a gene or allele that clinically and/or genetically is not as important in 
outbred populations as in isolated populations might untangle molecular pathways and 
find out new candidate genes, which might have a higher involvement on illness risk in 
general. Several studies highlight susceptibility loci for schizophrenia in isolated 
populations (Venken et al., 2007). 

4.3 Future research proposals 
The hypothesis that relapse could be predicted by low neurotrophin levels is consistent with 
the neurobiology of relapse and with preliminary data in first episode psychosis patients 
(Parikh et al., 2003). Therefore, large populations of high-risk subjects or untreated first 
episode patients need to be longitudinally investigated to improve the statistical importance 
of the analysis (Pantelis et al., 2003). In fact, in the absence of a neuroleptic naïve cohort 
followed longitudinally to evaluate pattern of neurotrophins over time, it is difficult to 
determine whether any relationship between relapse and low neurotrophins would be due 
to an underlying neurobiological vulnerability to relapse, an inadequate therapeutic 
response to antipsychotics, or inadequate antipsychotic exposure due to medication 
noncompliance. In the first part of the meta-analysis, serum BDNF levels were shown to be 
reduced in patients with schizophrenia even if the difference was moderately significant 
(p<0.05). However, considerable statistical heterogeneity was detected between studies. In 
the second part of the meta-analysis, we found that serum BDNF levels in patients with 
drug free/first episode psychosis were significantly lower in patients compared to healthy 
control subjects, but we could not detect any significant alteration in serum BDNF levels in 
patients with chronic schizophrenia. In both cases, a high heterogeneity was between the 
studies was highlighted and it is still unclear whether the reduction in serum BDNF levels 
observed in drug naïve/first episode patients with schizophrenia is due more to 
antipsychotic treatment or toxic effect of psychosis in itself. Therefore, future biochemical 
studies should longitudinally investigate larger samples of high-risk individuals, drug free 
first-episode patients and unaffected family members. Such populations are crucial to 
systematically examine whether serum BDNF levels changes are already present before the 
appearance of symptoms, or whether they develop afterwards, as a result of the course of 
illness. Such biochemical studies, should be crossed with MRI, genetic and metabolism 
investigations data, in order to further investigate whether serum BDNF levels represent an 
indicator of vulnerability to the disease and to better understand the functional expression 
of serum BDNF levels abnormalities in schizophrenia. 
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alternating era of adversities (e.g. war, epidemics, or famine) with period characterized by 
rapid growth of the population. Due to increased inbreeding and genetic drift in isolates, 
certain alleles will be present more frequently in the population, while others are lost, 
increasing genetic homogeneity. Additionally, due to geographic, cultural, or religious 
barriers, isolated populations did not experience a large degree of admixture with adjacent 
peoples for many generations, ensuing in a relatively small gene pool (“founder effect”). 
So the recognition of a gene or allele that clinically and/or genetically is not as important in 
outbred populations as in isolated populations might untangle molecular pathways and 
find out new candidate genes, which might have a higher involvement on illness risk in 
general. Several studies highlight susceptibility loci for schizophrenia in isolated 
populations (Venken et al., 2007). 

4.3 Future research proposals 
The hypothesis that relapse could be predicted by low neurotrophin levels is consistent with 
the neurobiology of relapse and with preliminary data in first episode psychosis patients 
(Parikh et al., 2003). Therefore, large populations of high-risk subjects or untreated first 
episode patients need to be longitudinally investigated to improve the statistical importance 
of the analysis (Pantelis et al., 2003). In fact, in the absence of a neuroleptic naïve cohort 
followed longitudinally to evaluate pattern of neurotrophins over time, it is difficult to 
determine whether any relationship between relapse and low neurotrophins would be due 
to an underlying neurobiological vulnerability to relapse, an inadequate therapeutic 
response to antipsychotics, or inadequate antipsychotic exposure due to medication 
noncompliance. In the first part of the meta-analysis, serum BDNF levels were shown to be 
reduced in patients with schizophrenia even if the difference was moderately significant 
(p<0.05). However, considerable statistical heterogeneity was detected between studies. In 
the second part of the meta-analysis, we found that serum BDNF levels in patients with 
drug free/first episode psychosis were significantly lower in patients compared to healthy 
control subjects, but we could not detect any significant alteration in serum BDNF levels in 
patients with chronic schizophrenia. In both cases, a high heterogeneity was between the 
studies was highlighted and it is still unclear whether the reduction in serum BDNF levels 
observed in drug naïve/first episode patients with schizophrenia is due more to 
antipsychotic treatment or toxic effect of psychosis in itself. Therefore, future biochemical 
studies should longitudinally investigate larger samples of high-risk individuals, drug free 
first-episode patients and unaffected family members. Such populations are crucial to 
systematically examine whether serum BDNF levels changes are already present before the 
appearance of symptoms, or whether they develop afterwards, as a result of the course of 
illness. Such biochemical studies, should be crossed with MRI, genetic and metabolism 
investigations data, in order to further investigate whether serum BDNF levels represent an 
indicator of vulnerability to the disease and to better understand the functional expression 
of serum BDNF levels abnormalities in schizophrenia. 
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1. Introduction 
Despite over a century of studies on schizophrenia, its pathogenesis still remains 
unexplained. In particular, cognitive dysfunctions, related to a decrease of prefrontal cortex 
activity in the human brain represent one of the main symptoms of schizophrenia. The 
cognitive dysfunctions usually precede, by a few years, the first acute episode of the disease. 
These dysfunctions are present in approximately 70% of persons suffering from 
schizophrenia, and can be maintained at a stable level over the rest of their lifetime (Rund et 
al., 2006). For instance, majority of patients enrolled in the CATIE study suffered from the 
cognitive disorders (Lieberman et al., 2005a).  
According to Javitt (2010), the cognitive deficits are the key symptoms of schizophrenia, 
which usually precede an onset of some other symptoms of this disease. Due to that, the 
cognitive disorders can represent the leading concept among hypotheses, related to etiology 
of schizophrenia. The main component of these disorders is the deterioration of attention 
concentration and operative memory deficits, including the difficulty of holding some 
elements in short-term memory (Goldman-Rakic, 1999) that in turn translates into some 
cognitive dysfunctions. These disorders include also memory, learning abilities, and 
executive functions (Meltzer & McGurk, 2004). The cognitive dysfunctions related to 
hypofrontality consist of deterioration of the activity of prefrontal brain cortex (Carter et al., 
1998). 
In majority of patients, the cognitive deficits begin prior to their first disease episode, in the 
prodromal stage (Fuller et al., 2002). Individuals with prodromal schizophrenia symptoms 
often present deficits, ranging in intensity from almost normal conditions to the ones, 
resembling mental status of patients with the first episode of their disease (Lencz et al., 
2006). In this aspect, neurocognitive disorders can be considered as the initial schizophrenia 
symptoms (Javitt, 2010). Due to these reasons, the cognitive disorders appear to be closely 
connected with the etiology of schizophrenia (Kantrowitz & Javitt, 2010b). 
In schizophrenia, the cognitive dysfunctions and hypofrontality are associated with 
hypofunction of NMDA receptors (NMDA-R) (Marek et al., 2010), and according to 
Carlsson (2006), an abnormal function of NMDA-R is the main cause of schizophrenia. 
These cognitive disorders, mostly in form of concentration deterioration, and deficits of 
operative memory are results of prefrontal cortex dysfunctions, which are related to the 
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deficit of glutamergic transmission, caused by the NMDA-R hypofunction (Thomsen et al., 
2009). 
There are two pharmacological models of the NMDA-R (receptor) hypofunction – acute and 
chronic (Pratt et al., 2008). Acute receptor antagonist model relates to a short-term 
administration of the NMDA-R antagonist. In this situation, blocking the NMDA-R causes 
disinhibition of neurotransmission and so called hyperfrontality that means increased 
glutamergic activity in the areas of prefrontal cortex (Homayoun & Moghaddam, 2007). 
There is indirect evidence that some cerebral metabolic disorders, in the acute phase of 
schizophrenia, resemble the changes that were observed experimentally, during 
administration of the NMDA-R antagonists, directly to different areas of the brain 
(Bubeníková-Valesová et al., 2008). Also, a significant increase of the glutaminic acid 
concentration in the cingular area has been noted both in patients with an early psychosis 
(Théberge et al., 2002), and with prodromal schizophrenia symptoms (Stone et al., 2009).  
Pratt et al. (2008) proposed a chronic psylocybine (PCP) model, which explains a relation 
between the NMDA receptors hypofunction and hypofrontality. Chronic administration of 
the PCP to rats caused a reduction of glucose metabolism in their prefrontal cortex, and a 
decrease in the expression of protein marker of gamma aminobutyric acid (GABA) 
interneuron’s’ activity. In schizophrenia patients, similarly to chronic PCP abusers, the 
hypofrontality symptoms and GABA interneuron’s deficits have been noted. According to 
the Pratt’s model, hypofrontality represents neuroadaptation, created during a period of 
long-term glutamergic hyperfunction, caused by a chronic blockage of the NMDA-R, related 
to GABA interneurons.  
Based on some studies, the cognitive deficits appear a few years prior to the onset of 
schizophrenia (Fuller et al., 2002; Kantrowitz et Javitt, 2010b), but there is no convincing 
evidence that they are present since early childhood (Paz et al., 2008; Perkins et al., 2005). A 
28-year observational study by Seidman et al. (2006) has revealed that the patients with 
schizophrenia displayed some minor concentration disorders already at the age of 7 years. 
These disorders are subsequently aggravated, with the development of the disease. 
However, the exact moment of aggravation is still unknown. It is possible that the disorders’ 
exacerbation can occur just before the first schizophrenia episode.  

2. Study design 
Our unpublished study results indicate the persistence of cognitive dysfunctions in 
schizophrenia, and are convergent with some recent research data in this area. 
In our study, cognitive functioning was assessed with neuropsychological tests, included in 
the Vienna System Tests. Functions of attention, operational memory, learning and motor 
reactions were also examined. A battery of Cognition (COG), Block Taping Test (CORSI), 
SIGNAL and Reaction Test (RT) tests was performed in all of our paranoid schizophrenia 
patients. 

3. Study group 
We studied a group of 162 paranoid schizophrenics, treated with 3 different neuroleptics, or 
treatment-resistant patients (Figure 1).  
Patients who were recruited to this study were diagnosed with paranoid schizophrenia, and 
treated in monotherapy with one of the following neuroleptics: haloperidol, clozapine or 
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olanzapine. Subjects in the study group met the contemporary criteria of symptomatic 
remission in schizophrenia. The study covered also a group of chronically ill schizophrenic 
subjects, who were resistant to the pharmacologic treatment, and did not have the 
remission. 
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20%

clozapine
24%

olanzapine
28%

treatment-
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Fig. 1. Percentages of paranoid schizophrenia patient’s sub-groups, treated with haloperidol, 
clozapine, olanzapine, and treatment-resistant. Results are shown as percentages (%) of the 
entire study group. 

The gender characteristics of the study patients are shown in Figure 2.  
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Fig. 2. Gender of patients in the study groups. Results are expressed as percentages (%) of 
the entire study group. 

The mean age of patients was 46.1 years. The age of patients in the study groups is shown in 
Figure 3. 
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Fig. 3. Age of patients in the study groups. Results are expressed as the mean ± standard 
deviation (SD). 

An average disease onset was at the age of 27.4 years (mean age) (Figure 4), and the mean 
period of the disease duration was 19.3 years (Figure 5).  
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Fig. 4. The age of schizophrenia onset in the study groups of patients. The results are shown 
as means ± standard deviation (SD). 
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Fig. 5. The duration of the disease in the study groups of patients. The results are shown as 
means ± standard deviation (SD). 

The mean numbers of hospitalizations of the study patients are shown in Figure 6. 
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Fig. 6. The number of hospitalizations in the study groups of patients. The results are shown 
as means ± standard deviation (SD). 

The results were analyzed statistically using non-parametric Kruskal-Wallis test and Tukey 
HSD test for unequal sample sizes. NIR post-hoc test was also applied. Confidence interval 
(CI) was established at the level of 95%. The results were established as statistically 
significant at p<0,05. 
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4. Results 
The intensity of negative symptoms was significantly below, as compared to the results of 
patients treated with neuroleptics. It was shown both in the global results of Negative 
Symptom Assessment Scale (NSA-16) (Figure 7) and in its sub-scales assessing alogy 
(Figure 8), blunted affect (Figure 9), asociality-anhedonia (Figure 10) and avolition-apathy 
(Figure 11). 
The intensity of negative symptoms, measured with NSA-16 was 32% lower in the group 
of patients treated with neuroleptics, as compared with the treatment resistant subjects 
(Figure 7). 
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Fig. 7. Results of NSA-16 scale, in paranoid schizophrenia study groups of patients. Results 
are shown as means with standard deviation (SD). H3,162=84,7, p=0,00001, η2P=0,53.  
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Fig. 8. Results of NSA-16 alogy subscale, in paranoid schizophrenia study groups of 
patients. Results are shown as means with standard deviation (SD). H3,162=70,7, p=0,00001, 
η2P=0,43. 
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Fig. 9. Results of NSA-16 blunted affect subscale, in paranoid schizophrenia study groups of 
patients. Results are shown as the means with standard deviation (SD). H3,162=65,6, 
p=0,00001, η2P=0,49. 
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Fig. 10. Results of NSA-16 asociality-anhedonia subscale in paranoid schizophrenia study 
groups of patients. Results are shown as the means with standard deviation (SD). 
H3,162=60,3, p=0,00001, η2P=0,35. 
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Fig. 11. Results of NSA-16 avolition-apathy subscale in paranoid schizophrenia study 
groups of patients. Results are shown as the means with standard deviation (SD). 
H3,162=77,5, p=0,00001, η2P=0,46. 

In the alogy subscale of NSA-16, the intensity of symptoms was 39,7% lower in the group of 
treatment resistant schizophrenic patients (Figure 8).  
In the blunted affect subscale of NSA-16, the intensity of symptoms was 26,1% lower in the 
patients treated with neuroleptics (Figure 9).  
The intensity of symptoms, according to asociality-anhedonia subscale of NSA-16, was 35,3 
% higher in the treatment resistant schizophrenic patients group (Figure 10). 
An analysis of the avolition-apathy subscale of NSA-16 revealed that the intensity of 
symptoms was 34,7% higher in the treatment resistant schizophrenia patients (Figure 11). 
A clinical state of the study patients was assessed with the Clinical Global Impression–
Severity (CGI-S) scale. Comparison of global clinical picture between the patients without 
remission and the patients effectively treated with neuroleptics revealed the significant 
difference (Figure 12).   
In patients with remission, the intensity of the disease was assessed as minimal, but in the 
group of patients with residual symptoms, the intensity measured with CGI-S was moderate 
to severe.  
An analysis of Person’s correlation coefficient has revealed that in the group of patients 
without remission, the severity of the symptoms correlated with the intensity of negative 
symptoms, measured with NSA-16 scale (R=0,65, p=0.0001). The intensity of both positive 
(R=0,58, p=0.0001) and negative (R=0,37, p=0.0001) symptoms, in the study groups of 
patients was assessed, according to Positive and Negative Syndrome Scale (PANSS).  
In patients treated with haloperidol, the severity of the disease correlated significantly 
(R=0,33, p=0,03) with the intensity of extrapyramidal symptoms, assessed with Simpson-
Angus Extrapyramidal Symptoms Scale.      
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Fig. 12. Assessment of clinical state of paranoid schizophrenia, in study groups of patients, 
with Clinical Global Impression–Severity (CGI-S) scale. Results are shown as means with 
standard deviation (SD). H3,162=117,3, p=0,0001, η2P=0,82. 

Cognitive dysfunctions of various intensity were present in all groups of the study patients. 
They included disturbances of: attention, operational memory, learning mechanisms, and 
reaction time. These dysfunctions were present, even though the patients met the criteria of 
functional remission, and were treated with neuroleptics.  
An analysis of logistic regression has indicated that the cognitive deficits in subjects with 
schizophrenia depended on the intensity of negative symptoms and are related to the 
schizophrenic process. However, these symptoms did not depend on the duration of the 
disease, and on the age of schizophrenia onset. 

5. Discussion 
Many authors indicate the steady persistence of cognitive dysfunctions, during the entire 
schizophrenia course.  
In the study by Klingberg et al. (2008), alterations of cognitive functioning among 
schizophrenia patients were noted over the period of 15 months. Despite improvement of 
memory and concentration, comparing to the beginning of the disease, after a successful 
treatment of the acute episode, the patient’s cognitive functioning, during the entire 
observation period did not return to normal level.  
Also, in their 5-year study, Albus et al. (2006) indicated that the cognitive dysfunctions in 
schizophrenia were present from the beginning of the disease, and then, they remained 
stable, over the consecutive years. Both classical and atypical neuroleptics did not have any 
significant influence on these cognitive deficits, except from verbal fluency.  
Likewise, the study by Kurtz et al. (2005), conducted on a small group of patients, indicated 
the presence of persistent deficits of cognitive functioning in schizophrenia, during the 
observation period of 10 years.  
Another 10-year observation conducted by Stirling et al. (2003) has revealed that the 
deterioration of cognitive functioning in schizophrenia remained at a similar level during 
the entire duration of the disease. According to the same author, the deficit of executive 
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functions was present already at the onset of the disease, and did not increase over the next 
10-12 years.  
According to a 10-year observation by Hoff et al. (2005), it was fund that the cognitive 
deficits had arisen prior to the first hospitalization, and subsequently lasted, without any 
significant deterioration, over the entire disease period. 
Based on the study by Øie et al. (2010), the cognitive disorders among schizophrenic 
patients, especially in the spectrum of verbal memory, attention, and information processing 
speed, remained almost unchanged, despite a 13-year period of treatment. These cognitive 
deficits were present, despite the improvement of clinical symptoms, over a few years, after 
the first schizophrenia episode (de Mello Ayres et al., 2010).  
The above research findings indicate that the cognitive disorders among patients with 
schizophrenia appear at the beginning of the disease, or even before the stage of full-blown 
disease, and then, they can be stable chronically. 
According to contemporary standards of schizophrenia treatment, neuroleptics play the 
main role in therapy. Treatment starts at the beginning of acute schizophrenia episode, 
when a patient meets diagnostic criteria of the disease, including fully expressed positive 
schizophrenia symptoms. A hypothesis of the NMDA receptors’ hypofunction and the 
associated cognitive disorders in schizophrenia indicate that the moment of treatment 
initiation is delayed by a few years. 
Contemporary knowledge about cognitive disorders in schizophrenia reveals that they arise 
approximately 3-4 years before the first schizophrenia episode, and then, they last over the 
entire lifespan, at a stable level. Our study findings have confirmed the above results. The 
intensity of cognitive disorders among our study patients was not related to the duration of 
the disease. Despite an effective treatment, in patients suffering from this disease for many 
years, the attention disorders, operative memory deficits, as well as learning and reaction 
speed abnormalities persisted.  
It seems that the primary cause of schizophrenia is closely related to the hypofunction of 
NMDA receptors. Pathogenetic process, dependent on the hypofunction of these receptors is 
initiated by disinhibition of neurotransmission in the OUN and hyperfrontality. Long-term 
effects of the glutamergic hypofunction in the OUN lead to hypofrontality, through 
mechanisms of neuroadaptation. Chronic persistence of cognitive dysfunctions, despite the 
effective symptomatic treatment indicates that the currently used neuroleptics do not 
normalize functions of glutamergic system.  
This lack of normalization of the glutamergic system activity with the neuroleptics, explains 
their unsatisfactory therapeutic effect on the cognitive dysfunctions in schizophrenia. 
Treatment of these symptoms represents a very important pharmacotherapy goal in 
psychiatry, because the patients’ quality of life depends mostly on the level of cognitive 
deficits, and intensity of negative symptoms.  
According to a model of hypofunction of the NMDA receptors in schizophrenia, the 
treatment should already be started at the stage, in which the first cognitive disorders 
appear. Since the primary cause of glutamergic malfunction in schizophrenia is the 
hypofunction of NMDA receptors, related to GABA-ergic interneurons, the initial stage of 
therapy should include their stimulation, which can cause the return of inhibition of this 
neurotransmission in OUN. One of the considered medications in this area is acamprosate – 
a GABA-ergic agent, which normalizes the NMDA receptor functions and the release of 
glutamate (De Witte et al., 2005). In the second stage of the disease, characterized by 
hypofrontality and cognitive dysfunctions, the treatment should be focused on increasing 
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the activity of glutamergic system. In the meantime, as indicated by our study results, the 
neuroleptics, through altering composition of different subunits of the NMDA receptor, can 
reduce its activity.  
It appears that the treatment strategy, which considers the model of NMDA receptor 
hypofunction, can create a new direction of research in psychiatry.  
Some proglutamergic agents, which are now under clinical investigation, may become a 
new generation of anti-schizophrenic drugs, in the future. They may also, like D-cycloserine 
- act as agonists of the NMDA receptor, or like sarcosice - inhibit the reverse uptake of 
glycine (Krzystanek et al., 2009). 

6. Conclusion 
The presented results strongly support an argument that schizophrenia may not be related 
to a degenerative process. The cognitive dysfunctions, as the first line of schizophrenic 
symptoms, can remain in schizophrenic patients for their lifetime, despite achieving clinical 
remission. 
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1. Introduction 
Schizophrenia affects about 0.5-1.0% of people worldwide, occurring roughly equally in 
both men and women. The exact causes of schizophrenia are not fully understood, although 
the consensus of current research is that schizophrenia is a developmental disorder, caused 
by a genetic liability interacting with environmental and psychosocial stress. However, the 
possible neurobiological mechanisms underlying this  gene-stress interaction are largely 
unknown.   
To study the role of stress in the development of schizophrenia, it is useful to dissect this 
complex disease into specific symptoms. In this respect, a well-accepted model for 
psychotic-like behavior is prepulse inhibition (PPI) of the startle response. In an attempt to  
clarify  the link between stress and schizophrenia, this chapter reviews experimental studies 
that determined the effect of  acute and chronic stressors on PPI in humans and rodents. In 
section 2, studies that have focused on stress in adulthood will be discussed, and in section 
3, studies that have addressed effects of early-life stress on PPI will be outlined. Together, 
the findings of these PPI studies support the  neurodevelopmental theories of schizophrenia, 
which state that insults, including stress, experienced during early brain development could 
particularly increase the risk of developing schizophrenia.   

1.1 Symptom dimensions in schizophrenia 
Schizophrenia is a mental disorder, characterized by a mixture of symptoms that are 
generally divide into three major clusters: positive, negative, and cognitive symptoms (APA, 
2000). The first category signifies symptoms that reflect excess in normal function, which 
comprises psychotic symptoms. These mental phenomena are often dramatic; the patient 
appears to have lost contact with reality. Hallucinations are one type of positive symptom; 
they are perceptions disconnected from external stimuli, which may occur in any sensory 
modality, however, auditory hallucinations (i.e. hearing voices) are the most common 
hallucinations in schizophrenia. Delusions are another type of positive symptom, which are 
fixed, false beliefs that are not shared by other people in the patient’s neighborhood. The 
most common form is the paranoid delusion, such as the false belief that one is spied on, or 
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being persecuted. However, a variety of other themes is also possible, for instance the belief 
that the fillings in one’s teeth are radio transmitters receiving extraterrestrial messages, or 
the belief that some outside agency has added or removed thoughts in one’s brain.  
Negative symptoms, on the contrary, describe loss or significant impairment of normal 
psychological functions, such as blunted affect, emotional withdrawal, poor rapport, 
passivity and apathy, and anhedonia (APA, 2000). Although this reduction in normal 
functioning may seem less dramatic as positive symptoms, particularly negative symptoms 
are associated with long periods of hospitalization and poor social functioning. Indeed, a 
patient’s degree of negative symptoms appears to determine whether a patient is still able to 
function in society. Last, cognitive symptoms of schizophrenia comprise ‘executive 
dysfunctions’, including problems in maintaining goals, allocating attentional resources, 
evaluating and monitoring performance, and utilizing these capacities to solve problems.  

1.2 Diathesis-stress hypothesis of schizophrenia 
Schizophrenia is a complex illness, and its possible causes are still subject of debate. 
However, according to a widely adopted view, both a biological predisposition, and 
exposure to environmental stress are necessary ingredients for schizophrenia to become 
manifest – the so-called diathesis stress model (Zubin & Spring, 1977). A classical example of 
the association between environmental stress and the risk of developing schizophrenia, 
comes from studies of the 1944-1945 Dutch Hunger Winter (Susser & Lin, 1992; Susser et al., 
1996; Susser et al., 1998). In this discrete period during the Second World War, there was a 
serious decline in food intake in six cities of western Netherlands. Among people born in 
these cities between 1944 and 1946, the most exposed birth cohort (i.e., conceived at the 
height of the famine) showed a twofold and statistically significant increase in the risk for 
developing schizophrenia (Susser & Lin, 1992). Since this particular famine, many others 
occurred worldwide, but these were less suitable for epidemiological investigations due to 
more disorganized conditions (St Clair et al., 2005). However, several years after the Dutch 
Hunger Winter, a similar occasion occurred in China. Specifically, from 1959-1961, people in 
affected provinces were starving and died in large numbers due to bad weather (for refs see 
(St Clair et al., 2005)). Among births that occurred during the famine years, the risk of 
developing schizophrenia in later life was significantly increased when compared to those 
born before or afterwards (St Clair et al., 2005).  
These ‘natural experiments’ suggest that prenatal stress, i.e., exposure to maternal 
nutritional deficiency, could increase the risk of schizophrenia in later life. However, 
evidence from many observational studies that have investigated the association between 
experience of stress in adulthood and acute onset of psychotic illness, has not been 
confirmative (Phillips et al., 2007). In particular, there is no consistent evidence that 
experience of stressful life events is able to trigger onset of psychosis. Findings from 
longitudinal studies on the other hand, are stronger in linking episodes of relapse in 
schizophrenia patients to an elevated rate of stressful life events (Phillips et al., 2007; Walker 
et al., 2008), thus providing additional evidence for a role of stress exposure in (the course 
of) schizophrenia.  

1.3 Neurodevelopmental hypothesis of schizophrenia 
As mentioned earlier, schizophrenia is generally not diagnosed before the third decade of 
life, suggesting that it is the end point of some pathological process acting on the immature 
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brain. This observation has led to the formulation of the neurodevelopmental hypothesis of 
schizophrenia, which states that environmental disturbances during early brain 
development influence risk of developing schizophrenia (Harrison, 1997; Rehn & Rees, 2005; 
Fatemi & Folsom, 2009).  Some candidates for these early disturbances are, for instance, 
prenatal influenza exposure, obstetric complications, prenatal maternal psychological stress, 
maternal and fetal nutritional deficiency, season of birth (for refs, see (St Clair et al., 2005)). 
However, obviously, not every individual will get ill if they experience stress. Consequently, 
it is thought that manifestation of disease originates through an interaction with the genetic 
make-up of an individual (Harrison, 1997; Rehn & Rees, 2005; Fatemi & Folsom, 2009).  
Several lines of evidence support the neurodevelopmental hypothesis, including 
epidemiological studies, premorbid history and neuropathological postmortem studies 
(Fatemi & Folsom, 2009). With respect to genetics, many susceptibility genes, found to be 
associated with a heightened risk for developing schizophrenia, have been linked to 
neurodevelopmental processes, such as synaptic connectivity, synaptogenesis, and growth 
factors (Stahl, 2008).  
However, a remaining question is, whether one single intervention early in development is 
enough to explain occurrence of schizophrenia much later in life. An alternative hypothesis, 
that works within the framework of the neurodevelopmental theory, is referred to as the 
double-hit model (Keshavan & Hogarty, 1999; Keshavan, 1999; Maynard et al., 2001). 
According to this model, maldevelopment within 2 critical windows of vulnerability 
combines to lead to clinical manifestations of schizophrenia. First, early developmental risk 
factors (i.e. genetic predisposition, environmental stressor) will cause a heightened 
vulnerability to the illness through anomalous neural development and subtle changes in 
behavior. However, for schizophrenia to become manifest, an additional second hit (i.e.  an 
environmental factor such as drug abuse or social stress) is considered necessary. Thus, in 
this view, early and late risk factors are not simply additive, but instead, the first hit will 
increase an individual’s vulnerability for effects of a subsequent hit (Keshavan & Hogarty, 
1999; Keshavan, 1999; Maynard et al., 2001). 

1.4 Prepulse inhibition of the startle response 
In order to test the above-mentioned theories, animal models could be used. However, due 
to the nature of the symptoms and the pathological complexity of schizophrenia, it is 
impossible to reproduce the disease in its entirety in an animal model. As a possible 
solution, one could model specific aspects or symptoms of the disorder. A highly validated 
model in this respect is the behavioral paradigm of prepulse inhibition (PPI) of the acoustic 
startle response, which is typically, but not exclusively, diminished in schizophrenic 
patients (Braff et al., 2001a; Geyer et al., 2001; Swerdlow et al., 2001; Swerdlow et al., 2008). 
As disrupted PPI is a trait marker of schizophrenia, which is also displayed by patients’ 
unaffected relatives, as well as schizotypal (i.e., non-psychotic, unmedicated) patients, 
impaired sensorimotor gating is considered an endophenotype of schizophrenia (Braff et al., 
2008).  
PPI refers to the normal suppression of a startle response to a strong stimulus when it is 
preceded by a weaker stimulus (the prepulse). In rodents, PPI is commonly measured as 
whole-body startle responses, whereas in human experiments, generally eye-blink 
responses are used. In theory, deficient PPI in schizophrenic patients  reflects a dysfunction 
in the gating of sensory and cognitive information, clinically manifesting as a patient’s 
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brain. This observation has led to the formulation of the neurodevelopmental hypothesis of 
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prenatal influenza exposure, obstetric complications, prenatal maternal psychological stress, 
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factors (Stahl, 2008).  
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this view, early and late risk factors are not simply additive, but instead, the first hit will 
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1.4 Prepulse inhibition of the startle response 
In order to test the above-mentioned theories, animal models could be used. However, due 
to the nature of the symptoms and the pathological complexity of schizophrenia, it is 
impossible to reproduce the disease in its entirety in an animal model. As a possible 
solution, one could model specific aspects or symptoms of the disorder. A highly validated 
model in this respect is the behavioral paradigm of prepulse inhibition (PPI) of the acoustic 
startle response, which is typically, but not exclusively, diminished in schizophrenic 
patients (Braff et al., 2001a; Geyer et al., 2001; Swerdlow et al., 2001; Swerdlow et al., 2008). 
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unaffected relatives, as well as schizotypal (i.e., non-psychotic, unmedicated) patients, 
impaired sensorimotor gating is considered an endophenotype of schizophrenia (Braff et al., 
2008).  
PPI refers to the normal suppression of a startle response to a strong stimulus when it is 
preceded by a weaker stimulus (the prepulse). In rodents, PPI is commonly measured as 
whole-body startle responses, whereas in human experiments, generally eye-blink 
responses are used. In theory, deficient PPI in schizophrenic patients  reflects a dysfunction 
in the gating of sensory and cognitive information, clinically manifesting as a patient’s 
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inability to filter irrelevant thoughts and sensory stimuli from intruding into awareness 
(Braff et al., 1978; Braff et al., 2008). Some cross-sectional and longitudinal studies 
demonstrate that in patients, deficits in sensorimotor gating are improved by atypical 
antipsychotics (Swerdlow et al., 2008; Aggernaes et al., 2010). Neurophysiologically, PPI is 
mediated via the brainstem, whereas it is regulated by an extensive set of interrelated 
projections from the forebrain (Swerdlow et al., 2001). Pharmacological interventions that 
diminish PPI are well characterized in animal models (Geyer et al., 2001) and also 
increasingly applied in healthy human subjects (Braff et al., 2001b; Oranje et al., 2004; Jensen 
et al., 2007; Oranje et al., 2011). In particular, PPI is disrupted by dopamine receptor agonists 
(e.g., apomorphine), serotonin receptor agonists (e.g., 8-OHDPAT), and NMDA receptor 
antagonists (e.g., PCP). Accordingly, the different models of disrupted PPI have been used 
in the search of novel antipsychotic treatments, and each of the models has proven to be 
sensitive to at least some antipsychotic medications (Geyer et al., 2001). Notably, concerning 
interventions in the dopaminergic system, application of receptor agonists into the 
(subcortically located) nucleus accumbens and receptor antagonists in the medial prefrontal 
cortex diminish PPI (Wan & Swerdlow, 1993; Ellenbroek et al., 1998), providing considerable 
construct validity to PPI as a model for deficient sensorimotor gating in schizophrenic 
patients. Thus, PPI is considered a robust, predictable and neurobiologically informative 
experimental measure, broadly used in translational models for schizophrenia research. 
While PPI is largely determined by anatomical and genetic traits (Swerdlow et al., 2008), it 
may also be sensitive to effects of stress – which may be even more relevant, considering the 
leading theories on the development of schizophrenia. Therefore, the aim of this chapter is 
to explore the studies that applied experimental stressors to investigate their influence on 
PPI.  

2. Adult stress and gating mechanisms: Evidence from animal and human 
studies 
2.1 Effects of acute stress on sensorimotor gating: Animal studies 
In this section, we will review the existing literature on the effects of acute and chronic stress 
on PPI in adult rodents. For this purpose, some studies have pharmacologically interfered 
with a neural system that is fundamental to the biological stress response in mammals, the 
hypothalamic-pituitary-adrenal (HPA) axis, as discussed in section 2.1.1. Alternatively, 
external stressors have been artificially applied to rodents in the laboratory. In general, these 
stressors can be classified as either physical (i.e., nociceptive) or psychological, which will be 
outlined in sections 2.1.2. and 2.1.3., respectively.  

2.1.1 HPA modulators 
In a straightforward approach to address the link between stress in adulthood and PPI, 
some studies have pharmacologically interfered with the HPA axis, a major mammalian 
stress system. Physiologically, the function of the HPA-axis is to transduce neural signals 
that arise in response to any physical or psychological stressor, into an endocrine response; 
starting at the level of the brain’s major integrating center: the hypothalamus. In this 
structure, the neuropeptide corticotrophin-releasing factor (CRF) is produced. When CRF is 
released into the hypophyseal portal system, it travels to the pituitary gland, where it binds 
to CRF1 receptors. This, in turn, triggers the secretion of adrenocorticotropic hormone 
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(ACTH). Subsequently, ACTH is transported via the systemic circulatory system to the 
cortex of the adrenals, where it triggers the release of glucocorticoids. Through a negative 
feedback at the level of the hypothalamus and pituitary, glucocorticoids (cortisol in primates 
and corticosterone in rodents) ultimately inhibit their own release. For decades, the HPA-
axis has been linked to schizophrenia (Yeap & Thakore, 2005; Phillips et al., 2006; Phillips et 
al., 2007; Walker et al., 2008). Notable findings in patients are elevated cortisol levels, 
especially shortly before onset of psychosis (reviewed by Walker & Diforio, 1997; Walker et 
al., 2008), and altered stress responsiveness, with cortisol responses being both enhanced 
(Walker et al., 2008) and blunted (Brenner et al., 2009; van Venrooij et al., 2010).  
Some experimental animal studies have investigated the influence of HPA-axis 
manipulations on PPI. For instance, Van den Buuse and co-workers investigated the effects 
of a dopaminergic D2 receptor antagonist (i.e. haloperidol) on the PPI response in mice 
following adrenalectomy and corticosterone replacement (2, 10 or 50 mg) (van den Buuse et 
al., 2004). Subsequently, the animals were tested for PPI after injection of haloperidol. In 
adrenal-intact mice and in mice implanted with 10 mg corticosterone, haloperidol treatment 
increased PPI, while in both the 2 and 50 mg corticosterone-adrenalectomy groups, PPI was 
unchanged. The authors explained their results by postulating a corticosterone-dopamine 
interaction; moderate levels of corticosterone would be needed for a normal dopaminergic 
tone, while both low and high concentrations of corticosterone would induce reductions in 
dopaminergic activity (Van den Buuse et al., 2004). Indeed, an interaction between 
corticosteroids and central mesolimbic dopaminergic activity is suggested by several studies 
(Piacentini et al., 2004; Pruessner et al., 2004; Marinelli et al., 2006). 
At the level of CRF, intraventricular brain injections with the neuropeptide lead to reliable 
alterations in PPI. This is not surprising, given  the putative involvement of CRF in stress 
disorders and psychosis (Nemeroff et al., 1984; Charney et al., 1993; Sautter et al., 2003; 
Herringa et al., 2006) and the fact that CRF receptors are expressed in areas that modulate 
startle and PPI, including brainstem, limbic and cortical nuclei (Van Pett et al., 2000). In 
rodents, both acute central administration of CRF (Conti et al., 2002; Risbrough et al., 2004; 
Conti, 2005; Bakshi et al., 2011) and chronic CRF overexpression (Dirks et al., 2002) diminish 
PPI. However, unlike central CRF, peripherally injected CRF at doses that are known to 
cause the release of ACTH and corticosterone, did not reduce PPI in rats (Conti, 2005). 
Consequently, it was suggested that the effect of central CRF on PPI might be independent 
of its effects on the HPA axis. This finding is in agreement with a study of Groenink et al. 
(2008), which showed that neither glucocorticoid receptor antagonists nor adrenalectomy 
did improve perturbation of PPI in mice overexpressing CRF (CRF-OE mice). In addition, 
elevation of corticosterone levels by pellet implantation did not affect PPI in wild-type mice. 
In contrast, two different CRF1 receptor antagonists significantly restored PPI in CRF-OE 
mice, based on which the authors concluded that chronic overactivation of CRF1 receptors 
rather than excessive glucocorticoid receptor stimulation underlies PPI deficits in CRF-OE 
mice. Also in rats, neither acute, nor repeated administration of corticosterone decreased PPI 
(Czyrak et al., 2003). In the brain, CRF acts via CRF1 and CRF2 receptors. Risbrough et al. 
(2004) investigated the respective roles of these two receptor subtypes in the startle response 
and sensorimotor gating in mice. Regarding the magnitude of startle, they found that CRF1 
receptors are required for the effects of CRF, and CRF2 receptors appear to have an auxiliary 
role. Furthermore, CRF1 receptor blockade reversed CRF-induced deficits in PPI, whereas 
CRF2 receptor blockade potentiated the latter effect. In addition, CRF2 receptor activation 
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inability to filter irrelevant thoughts and sensory stimuli from intruding into awareness 
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construct validity to PPI as a model for deficient sensorimotor gating in schizophrenic 
patients. Thus, PPI is considered a robust, predictable and neurobiologically informative 
experimental measure, broadly used in translational models for schizophrenia research. 
While PPI is largely determined by anatomical and genetic traits (Swerdlow et al., 2008), it 
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al., 2008), and altered stress responsiveness, with cortisol responses being both enhanced 
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unchanged. The authors explained their results by postulating a corticosterone-dopamine 
interaction; moderate levels of corticosterone would be needed for a normal dopaminergic 
tone, while both low and high concentrations of corticosterone would induce reductions in 
dopaminergic activity (Van den Buuse et al., 2004). Indeed, an interaction between 
corticosteroids and central mesolimbic dopaminergic activity is suggested by several studies 
(Piacentini et al., 2004; Pruessner et al., 2004; Marinelli et al., 2006). 
At the level of CRF, intraventricular brain injections with the neuropeptide lead to reliable 
alterations in PPI. This is not surprising, given  the putative involvement of CRF in stress 
disorders and psychosis (Nemeroff et al., 1984; Charney et al., 1993; Sautter et al., 2003; 
Herringa et al., 2006) and the fact that CRF receptors are expressed in areas that modulate 
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rodents, both acute central administration of CRF (Conti et al., 2002; Risbrough et al., 2004; 
Conti, 2005; Bakshi et al., 2011) and chronic CRF overexpression (Dirks et al., 2002) diminish 
PPI. However, unlike central CRF, peripherally injected CRF at doses that are known to 
cause the release of ACTH and corticosterone, did not reduce PPI in rats (Conti, 2005). 
Consequently, it was suggested that the effect of central CRF on PPI might be independent 
of its effects on the HPA axis. This finding is in agreement with a study of Groenink et al. 
(2008), which showed that neither glucocorticoid receptor antagonists nor adrenalectomy 
did improve perturbation of PPI in mice overexpressing CRF (CRF-OE mice). In addition, 
elevation of corticosterone levels by pellet implantation did not affect PPI in wild-type mice. 
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mice, based on which the authors concluded that chronic overactivation of CRF1 receptors 
rather than excessive glucocorticoid receptor stimulation underlies PPI deficits in CRF-OE 
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(2004) investigated the respective roles of these two receptor subtypes in the startle response 
and sensorimotor gating in mice. Regarding the magnitude of startle, they found that CRF1 
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increased PPI. Together, as was argued, these findings support the idea that CRF1 and CRF2 

receptors exert opposing roles in inhibition of startle, with CRF1 decreasing PPI and CRF2 

increasing it. Thus, the effect of central CRF on PPI is probably not mediated by 
corticosterone. However, as was mentioned before, corticosteroids could play a role in 
regulating PPI via an interaction with mesolimbic dopaminergic activity.   

2.1.2 Physical stressors 
From animal models, it has long been known that intermittent and inescapable foot-shock 
can induce a state of analgesia (stress-induced analgesia), which is reversed by the opiate 
receptor antagonist naloxone (Madden et al., 1977).  Functionally, this anticipation response 
to upcoming aversive stimuli reduces their impact and is thought to help the organism cope 
with the stressor (Willer & Ernst, 1986). To examine whether exposure to a severe stressor 
induces changes in sensory functioning that accompany stress-induced analgesia, Leitner 
and co-workers measured PPI in rats shortly (i.e., 20 min) after exposure of cold swim stress 
(Leitner, 1986). Next to a reliable analgesia, the stressed animals exhibited decreased 
prepulse inhibition. In a subsequent study, this stress-induced PPI-deficit appeared to be of 
a multisensory nature, as reductions in PPI were found in reaction to both visual and 
acoustic prepulse stimuli (Leitner, 1989). The author interpreted these results as a general 
decrease in sensory sensitivity, which extends beyond the noxious stimulus (i.e., cold 
water). The finding supports a possible role for opiates in the PPI-disruptive effect of 
analgesia, in that opioid receptor agonists, which produce perceptual distortions in animals 
and humans, disrupt PPI in a dose-dependent fashion (Bortolato et al., 2005). However, 
another nociceptive stressor, i.e., repeated inescapable foot-shocks, slightly increases PPI 
(Pijlman et al., 2003), or has no effect (Bijlsma et al., 2010; Bakshi et al., 2011). Possibly, these 
conflicting findings can be partly explained by the longer stress-test intervals applied in the 
latter studies (see table 1). Lastly, the physical stressor referred to as restraint stress, 
comprises physically restraining a rodent in a narrow cylinder, usually for 15-20 minutes, 
sometimes on several subsequent days. Restraint stress has been shown to increase plasma 
ACTH, beta-endorphin, and corticosterone levels, and also brain levels of serotonin and 
norepinephrine (for refs, see (Acri, 1994)). However, the studies that examined the effects of 
restraint on PPI, have mostly reported inconsistent, or no effects of restraint (Acri, 1994; 
Faraday, 2002; Bijlsma et al., 2010), and one study showed that repeated, but not acute, 
restraint stress decreased PPI (Sutherland & Conti, 2011).  
Thus, studies that have applied physical stressors in adult rodents have yielded inconsistent 
or no effects on PPI (table 1.a.). However, although some of these artificial stressors have 
been shown to be capable of producing elevated levels of stress hormones, the ethological 
validity of these stressors is not very high. In the next section, studies that examined the 
influence of ethologically more relevant psychological stressors will be discussed.  

2.1.3 Psychological stressors 
As opposed to physical stress, psychological stress does not involve a nociceptive 
component, as physical contact with the stressogenic stimulus is absent. This can be 
accomplished in several ways. One particularly simple method to induce emotional stress 
involves forcing rats to witness another rat being exposed to physical stress, such as 
repeated foot-shocks, or restraint. This observational stressor has been found to activate 
mesocortical dopamine systems (Kaneyuki et al., 1991). However, it is also proposed to 
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represent a milder form of stress, as plasma corticosterone levels were found to be less 
elevated, compared to the concomitant physical stress condition (Acri, 1994). Studies that 
examined sensorimotor gating following witness stress, have reported no effects on PPI 
(Acri, 1994; Pijlman et al., 2003).  
Another psychological stressor, that is considered more potent, is referred to as social defeat. 
In this paradigm, an animal is made an intruder, by placing it into the residential cage of an 
aggressive conspecific, where it is attacked, though, generally, the experimenter will protect 
it from suffering too much physical harm. After a few minutes, the intruder is placed in a 
small cage within the resident’s cage. As a consequence, it is not exposed to further injuries 
and direct attacks, but still remains in an unfamiliar environment, with olfactory, visual and 
to some extent physical (only via vibrissae) contact with the resident. Social defeat may have 
some face validity with respect to schizophrenia, as high levels of social competition and 
migration are proposed as risk factors for developing schizophrenia (Selten & Cantor-Graae, 
2007). In rodents, social defeat has been associated with dopaminergic hyperactivity and to 
behavioral sensitization, whereby the animal displays an enhanced response to dopamine 
receptor agonists (Selten & Cantor-Graae, 2007). With respect to PPI, significant 
impairments in the response were found following 3 weeks of daily social defeat in adult 
mice, which could be normalized by acute treatment with the cannabinoid receptor agonist 
WIN55212.2 (Brzozka et al., 2011).  
Another ethologically valid psychological stressor involves exposure to a predator. Next to 
foot-shock stress (see section 2.1.2), Bakshi and co-workers also exposed their rats to ferrets, 
one of their natural predators (Bakshi et al., 2011). To make sure that the stressor would be 
entirely psychogenic, the rats were protected from injury by a protective cage. This kind of 
predator exposure has been shown to elicit acute HPA axis  activation, freezing behavior 
and ultrasonic vocalizations (for refs, see Bakshi et al., 2011). When compared to foot-shock 
stress, predator exposure was found to be equipotent in terms of the amplitude of acute 
corticosterone release. However, foot shock stress had no effects on PPI at any measured 
time-point, while predator exposure significantly disrupted PPI at 24 hours after the stress; 
but not acutely, or 48 hours, or 9 days later (Bakshi et al., 2011).  
In our laboratory, we examined the influence of psychological stress, i.e., the potential threat 
of bright light, on PPI in Wistar rats. In rodents, high illumination potentiates startle (light-
enhanced-startle, LES), an anxiety response sensitive to clinically effective anxiolytics (de 
Jongh et al., 2002). As shown in figure 1, exposure to bright light significantly reduced PPI, 
whereas subsequent return to the safe condition enhanced PPI (for details see figure legend). 
These changes were most marked at lower prepulse intensities (interaction effect of prepulse 
intensity*phase F 4, 80=4.57, p<0.005).  
Schmajuk and co-workers also reported diminished PPI induced by dark-to-light 
transitions, an effect that was blocked by haloperidol (Schmajuk et al., 2009). However, in 
addition to PPI, the animals also showed attenuated startle, which indicates that the (lower) 
illumination conditions used in the Schmajuk study did not induce anxiety. Accordingly, 
the authors explained their findings by stating that sudden changes in environment 
illumination (i.e. novelty) may evoke dynamic changes in dopaminergic circuits that 
modulate the startle response and prepulse inhibition (Schmajuk et al., 2009).  
In conclusion, the currently available studies, although limited, demonstrate that 
psychological stress can indeed affect PPI (table 1.b.). However, results are not unequivocal. 
Due to considerable variation in duration and time course of effect, it is unclear how long 
the PPI-disruptions will last, once the stressors are terminated, and further studies are 
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In this paradigm, an animal is made an intruder, by placing it into the residential cage of an 
aggressive conspecific, where it is attacked, though, generally, the experimenter will protect 
it from suffering too much physical harm. After a few minutes, the intruder is placed in a 
small cage within the resident’s cage. As a consequence, it is not exposed to further injuries 
and direct attacks, but still remains in an unfamiliar environment, with olfactory, visual and 
to some extent physical (only via vibrissae) contact with the resident. Social defeat may have 
some face validity with respect to schizophrenia, as high levels of social competition and 
migration are proposed as risk factors for developing schizophrenia (Selten & Cantor-Graae, 
2007). In rodents, social defeat has been associated with dopaminergic hyperactivity and to 
behavioral sensitization, whereby the animal displays an enhanced response to dopamine 
receptor agonists (Selten & Cantor-Graae, 2007). With respect to PPI, significant 
impairments in the response were found following 3 weeks of daily social defeat in adult 
mice, which could be normalized by acute treatment with the cannabinoid receptor agonist 
WIN55212.2 (Brzozka et al., 2011).  
Another ethologically valid psychological stressor involves exposure to a predator. Next to 
foot-shock stress (see section 2.1.2), Bakshi and co-workers also exposed their rats to ferrets, 
one of their natural predators (Bakshi et al., 2011). To make sure that the stressor would be 
entirely psychogenic, the rats were protected from injury by a protective cage. This kind of 
predator exposure has been shown to elicit acute HPA axis  activation, freezing behavior 
and ultrasonic vocalizations (for refs, see Bakshi et al., 2011). When compared to foot-shock 
stress, predator exposure was found to be equipotent in terms of the amplitude of acute 
corticosterone release. However, foot shock stress had no effects on PPI at any measured 
time-point, while predator exposure significantly disrupted PPI at 24 hours after the stress; 
but not acutely, or 48 hours, or 9 days later (Bakshi et al., 2011).  
In our laboratory, we examined the influence of psychological stress, i.e., the potential threat 
of bright light, on PPI in Wistar rats. In rodents, high illumination potentiates startle (light-
enhanced-startle, LES), an anxiety response sensitive to clinically effective anxiolytics (de 
Jongh et al., 2002). As shown in figure 1, exposure to bright light significantly reduced PPI, 
whereas subsequent return to the safe condition enhanced PPI (for details see figure legend). 
These changes were most marked at lower prepulse intensities (interaction effect of prepulse 
intensity*phase F 4, 80=4.57, p<0.005).  
Schmajuk and co-workers also reported diminished PPI induced by dark-to-light 
transitions, an effect that was blocked by haloperidol (Schmajuk et al., 2009). However, in 
addition to PPI, the animals also showed attenuated startle, which indicates that the (lower) 
illumination conditions used in the Schmajuk study did not induce anxiety. Accordingly, 
the authors explained their findings by stating that sudden changes in environment 
illumination (i.e. novelty) may evoke dynamic changes in dopaminergic circuits that 
modulate the startle response and prepulse inhibition (Schmajuk et al., 2009).  
In conclusion, the currently available studies, although limited, demonstrate that 
psychological stress can indeed affect PPI (table 1.b.). However, results are not unequivocal. 
Due to considerable variation in duration and time course of effect, it is unclear how long 
the PPI-disruptions will last, once the stressors are terminated, and further studies are 
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warranted to assess time-course and robustness and underlying mechanism involved in the 
observed alterations in gating mechanisms. 
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Fig. 1. PPI was measured under light-enhanced-startle conditions, with subsequent return to 
the dark (N=22). The test procedure was modified from de Jongh et al. (2002), and consisted 
of three phases. During phase 1 and 3 rats were tested in the dark, whereas during phase 2 
the test cubicle was brightly lit (900 lux). Following a 5-min acclimatization period, each 
phase started and ended with five pulse alone trials. In between, five different trials were 
presented 10 times each: pulse alone (115 dB, 50 ms duration), pulse preceded by a 20 msec 
prepulse of either 74, 78 or 86 dB and no-stimulus trials, average inter trial interval 15 s.  
Shown is percent PPI (mean + S.E.M.) in safe (black bars) and threat (open bars) conditions. 
Potential threat (i.e. bright light) significantly reduced PPI, and subsequent return to the safe 
(i.e. dark) condition significantly enhanced PPI. * P < 0.05.  

2.2 Effects of acute stress on sensorimotor gating: Human studies 
In section 2.1. we have explored studies that investigated the influence of transient stress on 
the rodent PPI response. In the next sections, studies on human subjects are discussed, 
where stress has also been found to affect PPI. For instance, in a recent study, intravenous 
infusions of cortisol, in a dose resembling the physiological cortisol secretion in response to 
a moderate stressor, were shown to disrupt PPI in healthy participants (Richter et al., 2010). 
The disruptions reached a maximum at 20 minutes after administration, and returned to 
baseline another 20 minutes later. In an older study, Grillon and Davis investigated effects 
of stress and shock anticipation on PPI and startle in healthy subjects (Grillon & Davis, 
1997). Basically, they measured PPI both when the subjects anticipated shocks (i.e. the threat 
condition) and when no shocks were anticipated (i.e. the safe condition). The authors argued 
that the fear induced by the threat condition would be superimposed on a generally 
stressful experience of the experiment. To distinguish effects of general alertness, they 
added a nonadversive control condition with a different group of participants. In this 
control experiment, participants were asked – and being paid for – to keep attention to 
auditory, visual and tactile stimuli in the test environment. As a result, both shock 
anticipation (i.e. fear) and attention to external stimuli significantly increased PPI. 
Regarding the increased PPI in the fear condition (later replicated by (Cornwell et al., 2008)), 
the authors suggested that threat of shock may have increased the general level of alertness, 
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which facilitates the processing of stimuli, thereby enhancing the effectiveness of the 
prepulse in inhibiting the startle response.  
Repeated periods of shock anticipation however, were found to diminish PPI, an effect that 
was hypothesized to represent a progressive deficit in sensory functioning due to the 
prolonged stress of repeated shock anticipation. Apparently, this finding is not in agreement 
with animal work, where foot-shock stress had no effect on PPI (section 2.1.2). However, an 
important difference between human shock anticipation and the animal foot-shock 
paradigm is the physical component of the stress: during the entire experiment, human 
subjects only received a single shock, while animals were repeatedly exposed to shocks. In 
other words, the human threat-of-shock paradigm generally represented the psychological 
stress of potential threat, while the animal foot-shock stress had a large physical component 
of actual shocks, which might be less powerful. In this view, the human findings are 
consistent with the animal studies of (potential) threat, where diminished PPI was induced 
by the potential threat of bright light, and by the threat of predation (section 2.1.3.).   

2.3 Effects of acute stress on sensory gating: Human studies 
In addition to PPI, the brain’s pre-attentive inhibitory functions are evaluated by an 
electrophysiological response-reduction paradigm, which is a paired-click test, wherein 
the P50 (or P1) wave of the vertex auditory event-related potential (i.e. computerized 
averages of the brain’s electrical response to sound) is recorded. In healthy subjects, the 
P50 response to the second stimulus is generally attenuated (i.e. sensory gating), whereas 
in patients with schizophrenia and other psychiatric illnesses it is not suppressed (Adler 
et al., 1982; Adler et al., 1994), indexing deficits in filtering out irrelevant sensory stimuli 
(White & Yee, 1997). Like PPI, auditory sensory gating is influenced by stress. Note, that 
although the two experimental measures of brain inhibitory function are related, they are 
not identical in every respect, and partly regulated by different brain structures (Braff et 
al., 2001a). However, the fact that PPI and P50 gating are both measures of sensory gating 
that are influenced by stress, may point to possible common sources of functioning within 
the brain. 
A few studies have reported decreased sensory gating following a stressful intervention. 
Effects of cold stress have been evaluated by the cold-pressor test, in which subjects have to 
submerge a hand to the wrist in cold water for a fixed period. To control for successful stress 
induction, subjective distress and arterial blood pressure were measured. With respect to 
PPI, the studies reported transient but significant deficits in response to cold stress, in 
addition to increased distress ratings and higher systolic arterial tension (Johnson & Adler, 
1993; Ermutlu et al., 2005).  Brief psychological stress has been found to exert similar effects. 
In a study by White and Yee (1997), subjects were administered an oral arithmetic task; this 
mentally stressful task resulted in reduced P50 suppression in the participants. Possible 
effects of attention were ruled out by adding an equally difficult, but non-stressful 
arithmetic task, which did not affect P50 suppression. 

2.4 Conclusion section 2 
In table 1.a. and 1.b., an overview is given of studies reporting on effects of acute stressors in 
adult life on measures of sensory gating. Available evidence, from both animal and human 
subjects, indicates that acute stress can modify sensory gating. However, underlying 
neurobiological mechanisms remain poorly understood. Possibly, in first instance, moderate 
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warranted to assess time-course and robustness and underlying mechanism involved in the 
observed alterations in gating mechanisms. 
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Fig. 1. PPI was measured under light-enhanced-startle conditions, with subsequent return to 
the dark (N=22). The test procedure was modified from de Jongh et al. (2002), and consisted 
of three phases. During phase 1 and 3 rats were tested in the dark, whereas during phase 2 
the test cubicle was brightly lit (900 lux). Following a 5-min acclimatization period, each 
phase started and ended with five pulse alone trials. In between, five different trials were 
presented 10 times each: pulse alone (115 dB, 50 ms duration), pulse preceded by a 20 msec 
prepulse of either 74, 78 or 86 dB and no-stimulus trials, average inter trial interval 15 s.  
Shown is percent PPI (mean + S.E.M.) in safe (black bars) and threat (open bars) conditions. 
Potential threat (i.e. bright light) significantly reduced PPI, and subsequent return to the safe 
(i.e. dark) condition significantly enhanced PPI. * P < 0.05.  

2.2 Effects of acute stress on sensorimotor gating: Human studies 
In section 2.1. we have explored studies that investigated the influence of transient stress on 
the rodent PPI response. In the next sections, studies on human subjects are discussed, 
where stress has also been found to affect PPI. For instance, in a recent study, intravenous 
infusions of cortisol, in a dose resembling the physiological cortisol secretion in response to 
a moderate stressor, were shown to disrupt PPI in healthy participants (Richter et al., 2010). 
The disruptions reached a maximum at 20 minutes after administration, and returned to 
baseline another 20 minutes later. In an older study, Grillon and Davis investigated effects 
of stress and shock anticipation on PPI and startle in healthy subjects (Grillon & Davis, 
1997). Basically, they measured PPI both when the subjects anticipated shocks (i.e. the threat 
condition) and when no shocks were anticipated (i.e. the safe condition). The authors argued 
that the fear induced by the threat condition would be superimposed on a generally 
stressful experience of the experiment. To distinguish effects of general alertness, they 
added a nonadversive control condition with a different group of participants. In this 
control experiment, participants were asked – and being paid for – to keep attention to 
auditory, visual and tactile stimuli in the test environment. As a result, both shock 
anticipation (i.e. fear) and attention to external stimuli significantly increased PPI. 
Regarding the increased PPI in the fear condition (later replicated by (Cornwell et al., 2008)), 
the authors suggested that threat of shock may have increased the general level of alertness, 
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which facilitates the processing of stimuli, thereby enhancing the effectiveness of the 
prepulse in inhibiting the startle response.  
Repeated periods of shock anticipation however, were found to diminish PPI, an effect that 
was hypothesized to represent a progressive deficit in sensory functioning due to the 
prolonged stress of repeated shock anticipation. Apparently, this finding is not in agreement 
with animal work, where foot-shock stress had no effect on PPI (section 2.1.2). However, an 
important difference between human shock anticipation and the animal foot-shock 
paradigm is the physical component of the stress: during the entire experiment, human 
subjects only received a single shock, while animals were repeatedly exposed to shocks. In 
other words, the human threat-of-shock paradigm generally represented the psychological 
stress of potential threat, while the animal foot-shock stress had a large physical component 
of actual shocks, which might be less powerful. In this view, the human findings are 
consistent with the animal studies of (potential) threat, where diminished PPI was induced 
by the potential threat of bright light, and by the threat of predation (section 2.1.3.).   

2.3 Effects of acute stress on sensory gating: Human studies 
In addition to PPI, the brain’s pre-attentive inhibitory functions are evaluated by an 
electrophysiological response-reduction paradigm, which is a paired-click test, wherein 
the P50 (or P1) wave of the vertex auditory event-related potential (i.e. computerized 
averages of the brain’s electrical response to sound) is recorded. In healthy subjects, the 
P50 response to the second stimulus is generally attenuated (i.e. sensory gating), whereas 
in patients with schizophrenia and other psychiatric illnesses it is not suppressed (Adler 
et al., 1982; Adler et al., 1994), indexing deficits in filtering out irrelevant sensory stimuli 
(White & Yee, 1997). Like PPI, auditory sensory gating is influenced by stress. Note, that 
although the two experimental measures of brain inhibitory function are related, they are 
not identical in every respect, and partly regulated by different brain structures (Braff et 
al., 2001a). However, the fact that PPI and P50 gating are both measures of sensory gating 
that are influenced by stress, may point to possible common sources of functioning within 
the brain. 
A few studies have reported decreased sensory gating following a stressful intervention. 
Effects of cold stress have been evaluated by the cold-pressor test, in which subjects have to 
submerge a hand to the wrist in cold water for a fixed period. To control for successful stress 
induction, subjective distress and arterial blood pressure were measured. With respect to 
PPI, the studies reported transient but significant deficits in response to cold stress, in 
addition to increased distress ratings and higher systolic arterial tension (Johnson & Adler, 
1993; Ermutlu et al., 2005).  Brief psychological stress has been found to exert similar effects. 
In a study by White and Yee (1997), subjects were administered an oral arithmetic task; this 
mentally stressful task resulted in reduced P50 suppression in the participants. Possible 
effects of attention were ruled out by adding an equally difficult, but non-stressful 
arithmetic task, which did not affect P50 suppression. 

2.4 Conclusion section 2 
In table 1.a. and 1.b., an overview is given of studies reporting on effects of acute stressors in 
adult life on measures of sensory gating. Available evidence, from both animal and human 
subjects, indicates that acute stress can modify sensory gating. However, underlying 
neurobiological mechanisms remain poorly understood. Possibly, in first instance, moderate 
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threat or attention to the environment could facilitate processing of sensory stimuli, for 
instance, via increased cortical arousal. Indeed, substantial evidence confirms that directing 
attention to the prepulse signal enhances PPI in humans and, likewise, emotional learning 
has been shown to enhance PPI in rats (reviewed by Li et al., 2009a).  Severe or prolonged 
stressors on the contrary, may cause (progressive) loss of sensory perception that functions 
to reduce the impact of impending aversive events (Grillon & Davis, 1997). Particularly, 
these perceptual changes may be mediated by cortisol and CRF-induced activation of the 
mesolimbic dopamine system, a neural circuitry implicated in both stress responsivity and 
PPI.   
However, some studies do not find an effect at all. From the animal work under review, this 
appeared to be most often the case when physical stressors were used, as opposed to 
psychological stressors (compare, table 1.a. and 1.b.). Due to the small number of available 
studies, it is difficult to draw definite conclusion from this finding. Clearly, the rodent PPI 
response is strain, age and gender dependent (Palmer et al., 2000; Swerdlow et al., 2006; 
Pietropaolo & Crusio, 2009), and stress appears to differentially influence PPI across strains 
and sexes (Varty & Geyer, 1998; Faraday et al., 1999). Despite these limitations, it could be 
speculated that psychological stressors may have a higher ethological validity, which could 
produce more pronounced effects on PPI. In this respect, it is interesting to note that the 
stress that is associated with episodes of relapse in schizophrenia patients is often of a 
psychological nature (Walker & Diforio, 1997). However, more studies on the effects of 
different types of stress on PPI are needed to reach a conclusion at this point.  
 

Physical stress 

Subject Intervention Stress-
test 
interval 

PPI Startle P50 Reference 

Human Cold stress 0 n.d. n.d. ↓ Ermutlu et al., 2005; 
Johnson & Adler, 1993 

Rat Cold stress 20 min ↓ = n.d. Leitner, 1986 

Rat Foot-shock 5 days ↑ ↑ n.d. Pijlman et al., 2003 

Rat Foot-shock 0, 24 and 
48 hr, 9 d

= = n.d. Bakshi et al., 2011 

Rat Foot-shock 2 weeks = = n.d. Bijlsma et al., 2009 

Rat Restraint 0 = = n.d. Acri, 1994 

Rat Restraint 5 min  ↓ , = = n.d. Faraday, 2002 

Rat Restraint 30 min ↓  = n.d. Sutherland & Conti, 2011 
Rat Restraint 3 weeks = = n.d. Bijlsma et al., 2009 

Table 1.a Overview of animal and human studies on effects of physical stressors in adult life 
on measures of sensory gating. PPI, prepulse inhibition; P50; P50 wave of event-related 
potential; n.d., not determined; ↑, ↓, =, response is improved, diminished, unchanged, 
respectively, when compared to control conditions.  
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Emotional stress 

Subject Intervention Stress-
test 
interval 

PPI Startle P50 Reference 

Human Mental 
stress 

0 n.d. n.d.  White & Yee, 1997 

Human Attention 
Threat -  
brief        
prolonged  

0 ↑ 
 
↑ 
↓ 

= 
 
↑ 
n.d. 

n.d. Grillon & Davis, 1997 

Rat Threat 
(intense 
light) 

0 ↓ ↑ n.d. Current chapter 

Rat Predator 24 hrs ↓ = n.d. Bakshi et al., 2011 

Rat Predator 0, 46 hrs, 
9 d 

= = n.d. Bakshi et al., 2011 

Rat Novelty 
(light) 

0 ↓ ↓ n.d. Schmajuk et al., 2009 

Mouse  Social defeat 24 hrs ↓ = n.d. Brzozka et al., 2011 

Rat Witness 
stress 

0 = = n.d. Acri, 1994 

Rat Witness 
stress 

5 days = = n.d. Pijlman et al., 2003 

Table 1.b Overview of animal and human studies on effects of emotional stressors in adult 
life on measures of sensory gating. PPI, prepulse inhibition; P50; P50 wave of event-related 
potential; n.d., not determined; ↑, ↓, =, response is improved, diminished, unchanged, 
respectively, when compared to control conditions. 

Based on the available studies, it is suggested that in healthy organisms, alterations in PPI 
induced by acute stress in adulthood are probably reversible, not causing permanent break 
down of gating mechanisms. Considering the neurodevelopmental theory of schizophrenia 
(section 1.3), it may be more etiologically relevant  to apply the experimental stressors in 
early life. Therefore, in the next section, the effects of neurodevelopmental interventions on 
the rodent PPI response will be discussed. 

3. Early-life stress and prepulse inhibition: neurodevelopmental animal 
models 
According to neurodevelopmental theories (section 1.3), schizophrenia is considered a 
developmental disorder, influenced by both genes and the (early) environment. To get 
more insight into the possible role of early risk factors in the development of 
schizophrenia, early-stress paradigms are applied to laboratory rodents. In the following 
section, some common approaches for introducing developmental stress are reviewed, 
with their subsequent impact on PPI in later life. Note that this section does not attempt to 
exhaustively cover all available types of early stress in relevant animal models. The 
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threat or attention to the environment could facilitate processing of sensory stimuli, for 
instance, via increased cortical arousal. Indeed, substantial evidence confirms that directing 
attention to the prepulse signal enhances PPI in humans and, likewise, emotional learning 
has been shown to enhance PPI in rats (reviewed by Li et al., 2009a).  Severe or prolonged 
stressors on the contrary, may cause (progressive) loss of sensory perception that functions 
to reduce the impact of impending aversive events (Grillon & Davis, 1997). Particularly, 
these perceptual changes may be mediated by cortisol and CRF-induced activation of the 
mesolimbic dopamine system, a neural circuitry implicated in both stress responsivity and 
PPI.   
However, some studies do not find an effect at all. From the animal work under review, this 
appeared to be most often the case when physical stressors were used, as opposed to 
psychological stressors (compare, table 1.a. and 1.b.). Due to the small number of available 
studies, it is difficult to draw definite conclusion from this finding. Clearly, the rodent PPI 
response is strain, age and gender dependent (Palmer et al., 2000; Swerdlow et al., 2006; 
Pietropaolo & Crusio, 2009), and stress appears to differentially influence PPI across strains 
and sexes (Varty & Geyer, 1998; Faraday et al., 1999). Despite these limitations, it could be 
speculated that psychological stressors may have a higher ethological validity, which could 
produce more pronounced effects on PPI. In this respect, it is interesting to note that the 
stress that is associated with episodes of relapse in schizophrenia patients is often of a 
psychological nature (Walker & Diforio, 1997). However, more studies on the effects of 
different types of stress on PPI are needed to reach a conclusion at this point.  
 

Physical stress 

Subject Intervention Stress-
test 
interval 

PPI Startle P50 Reference 

Human Cold stress 0 n.d. n.d. ↓ Ermutlu et al., 2005; 
Johnson & Adler, 1993 

Rat Cold stress 20 min ↓ = n.d. Leitner, 1986 

Rat Foot-shock 5 days ↑ ↑ n.d. Pijlman et al., 2003 

Rat Foot-shock 0, 24 and 
48 hr, 9 d

= = n.d. Bakshi et al., 2011 

Rat Foot-shock 2 weeks = = n.d. Bijlsma et al., 2009 

Rat Restraint 0 = = n.d. Acri, 1994 

Rat Restraint 5 min  ↓ , = = n.d. Faraday, 2002 

Rat Restraint 30 min ↓  = n.d. Sutherland & Conti, 2011 
Rat Restraint 3 weeks = = n.d. Bijlsma et al., 2009 

Table 1.a Overview of animal and human studies on effects of physical stressors in adult life 
on measures of sensory gating. PPI, prepulse inhibition; P50; P50 wave of event-related 
potential; n.d., not determined; ↑, ↓, =, response is improved, diminished, unchanged, 
respectively, when compared to control conditions.  
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Emotional stress 

Subject Intervention Stress-
test 
interval 

PPI Startle P50 Reference 

Human Mental 
stress 

0 n.d. n.d.  White & Yee, 1997 

Human Attention 
Threat -  
brief        
prolonged  

0 ↑ 
 
↑ 
↓ 

= 
 
↑ 
n.d. 

n.d. Grillon & Davis, 1997 

Rat Threat 
(intense 
light) 

0 ↓ ↑ n.d. Current chapter 

Rat Predator 24 hrs ↓ = n.d. Bakshi et al., 2011 

Rat Predator 0, 46 hrs, 
9 d 

= = n.d. Bakshi et al., 2011 

Rat Novelty 
(light) 

0 ↓ ↓ n.d. Schmajuk et al., 2009 

Mouse  Social defeat 24 hrs ↓ = n.d. Brzozka et al., 2011 

Rat Witness 
stress 

0 = = n.d. Acri, 1994 

Rat Witness 
stress 

5 days = = n.d. Pijlman et al., 2003 

Table 1.b Overview of animal and human studies on effects of emotional stressors in adult 
life on measures of sensory gating. PPI, prepulse inhibition; P50; P50 wave of event-related 
potential; n.d., not determined; ↑, ↓, =, response is improved, diminished, unchanged, 
respectively, when compared to control conditions. 

Based on the available studies, it is suggested that in healthy organisms, alterations in PPI 
induced by acute stress in adulthood are probably reversible, not causing permanent break 
down of gating mechanisms. Considering the neurodevelopmental theory of schizophrenia 
(section 1.3), it may be more etiologically relevant  to apply the experimental stressors in 
early life. Therefore, in the next section, the effects of neurodevelopmental interventions on 
the rodent PPI response will be discussed. 

3. Early-life stress and prepulse inhibition: neurodevelopmental animal 
models 
According to neurodevelopmental theories (section 1.3), schizophrenia is considered a 
developmental disorder, influenced by both genes and the (early) environment. To get 
more insight into the possible role of early risk factors in the development of 
schizophrenia, early-stress paradigms are applied to laboratory rodents. In the following 
section, some common approaches for introducing developmental stress are reviewed, 
with their subsequent impact on PPI in later life. Note that this section does not attempt to 
exhaustively cover all available types of early stress in relevant animal models. The 
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interested reader is referred to more in-depth articles on this topic (Van den Buuse et al., 
2003; Markham & Koenig, 2011).  

3.1 Isolation rearing 
One developmental manipulation that has received particular attention with respect to PPI 
is isolation-rearing. In this procedure, rats or mice are housed in single cages from the time 
of weaning (about 21 days after birth) until adulthood (Bakshi & Geyer, 1999; Varty et al., 
1999; Varty et al., 2006; Pietropaolo et al., 2008), and thereby deprived of social contact with 
their peers during (neuro)development (Einon & Morgan, 1977). In comparison to group-
housed controls, postweaning-isolated rodents exhibit a range of brain and behavioral 
changes, reminiscent to schizophrenia (Powell et al., 2003; Van den Buuse et al., 2003; Harte 
et al., 2007). Several studies have reported PPI deficits in isolation-reared rats (Geyer et al., 
2001) and mice (Varty et al., 2006; Pietropaolo et al., 2008), which could be reversed by 
pretreatment with typical and atypical antipsychotics (Varty & Higgins, 1995). However, 
subsequent studies have indicated that the effect of isolation rearing is strain dependent 
(Weiss et al., 2000), sensitive to housing conditions (Weiss et al., 1999), developmental 
timing (Wilkinson et al., 1994), and could be prevented by handling the isolated rats (Krebs-
Thomson et al., 2001). Moreover, in order to effectively disrupt PPI, isolation rearing has to 
be maintained until the moment of testing (Bakshi & Geyer, 1999; Varty et al., 1999). Based 
on these drawbacks, the validity of isolation rearing as possible animal model for early life 
effects on schizophrenia-related behaviors is considered questionable (Geyer et al., 2001; 
Varty et al., 1999).   

3.2 Maternal separation 
Since rats and mice are born at a more immature stage of development than humans,  
neonatal interventions in these animals are comparable with adverse events in mid-late 
gestation in humans (Van den Buuse et al., 2003). In this respect, maternal separation, being 
a neonatal neurodevelopmental model, differs fundamentally from isolation rearing (see 
previous section), which is a post weaning model. Maternal deprivation, or the temporary 
separation of rodent pups from their mother early in life, leads to various neurochemical 
changes, some with relevance to schizophrenia (Van den Buuse et al., 2003).  
At the behavioral level, a single 24-hours period of maternal deprivation (at postnatal days 6 
or 9) has been shown to induce deficits in PPI in a delayed fashion (i.e. arising after 
puberty), suggesting that certain long-term processes are set in motion by the early 
deprivation (Ellenbroek et al., 1998). These deficits could be reversed by pretreatment with 
typical and atypical antipsychotics (Ellenbroek et al., 1998). The fact that changes in PPI do 
not appear before adulthood, led Ellenbroek and co-workers to investigate whether the 
effect is unavoidable, or rather dependent on manipulations after the deprivation period 
(Ellenbroek & Cools, 2002). First, they combined maternal deprivation with the post 
weaning isolation rearing procedure (see section 3.1.). Surprisingly, whereas both 
procedures were found to reliably disrupt PPI when applied separately, together they had 
no effect. Furthermore, they investigated the role of the mother, as the deprivation 
procedure obviously affects the dam, as well as the pups. To do this, either half of the litters 
were maternally deprived (in this way, the mother had pups to nurse during the 
deprivation period), or maternally deprived mothers were cross fostered to non-deprived 
pups and vice versa. In all cases, the pups displayed small deficits in PPI, compared to fully 
deprived controls, suggesting that the behavior of the mother, and possibly, her milk 
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production, is also affected by the deprivation period. Thus, the authors concluded that the 
post-deprivation period is of crucial importance for the development of prepulse inhibition 
deficits in maternally deprived rats. Also, methodological factors such as timing, duration, 
and number of deprivation episodes, could possibly explain a lack of effect of maternal 
deprivation (Ellenbroek & Cools, 2002). Thereby, the ability of maternal separation to 
produce PPI-disrupting effects appears to be dependent on genetic strain (Ellenbroek & 
Cools, 2000), and species under study (rat vs. mouse) (Millstein & Holmes, 2007; Groenink et 
al., 2011; Naert et al., 2011).  
Thus, maternal separation seems to induce PPI-deficits in a delayed fashion; however, the 
effect could be influenced by various protecting or facilitating post-deprivational factors, 
which might be similar to the influence of early-life stressors in humans.  

3.3 Prenatal maternal immune activation 
Epidemiological, clinical and preclinical studies have provided evidence that gestational 
exposure to certain infections, such as influenza, contributes to the etiology of schizophrenia 
(see Introduction). Similarly, animal models of maternal immune activation have yielded 
behavioral, neurochemical and neurophysiological findings that are consistent with 
observations in schizophrenia patients (Brown & Derkits, 2010). Currently, specific 
candidate infections have been identified that appear to be associated with an increased risk 
of schizophrenia, including rubella, influenza, herpes simplex, toxoplasma gondii, measles, 
polio, and genital and/or reproductive infections (Meyer & Feldon, 2009). A mechanism 
common to the immune response accompanying these infections, is the release of 
inflammatory cytokines. Consequently, elevation of maternal cytokine levels during 
pregnancy is thought to alter the trajectory of brain development, resulting in the induction 
of pathophysiological processes associated with mental illness (Markham & Koenig, 2011). 
Animal models of maternal immune challenge have used different immunogenic agents, all 
inducing a cytokine-associated inflammatory response in the mothers. However, other 
factors could be of relevance as well, for instance, immune activation is associated with 
fever, weight loss and elevated corticosteroids, which might compromise the offspring’s in 
utero metabolic needs, thereby possibly affecting fetal brain development  (Markham & 
Koenig, 2011).  The effects of maternal infection on PPI have been investigated in several 
studies.  
Systemic administration of bacterial endotoxin lipopolysaccharide (LPS) is capable of 
inducing a powerful immune response in the exposed animal, as well as fever and weight 
loss (Markham & Koenig, 2011). While LPS can be detected in both maternal and placental 
tissues, it is not found in the fetus (Ashdown et al., 2006), indicating that LPS itself is not 
responsible for the effects of maternal infection on the fetal brain. Several studies reported 
PPI disruptions in adult rat offspring of LPS infected mothers (Borrell et al., 2002; Fortier et 
al., 2007; Romero et al., 2007; Romero et al., 2010). These PPI deficits were associated with 
changes in dopaminergic transmission, and could be reversed by adult treatment with 
antipsychotics (Borrell et al., 2002; Romero et al., 2007). Interestingly, next to LPS, also 
turpentine, i.e. an inducer of local inflammation, at doses known to produce fever, 
significantly decreased PPI in adult offspring (Fortier et al., 2007). In analogy to the human 
situation, the influence of prenatal human influenza virus exposure on later brain 
development and behavior has been studied. Respiratory infection of pregnant BALB/c and 
C57BL/6 mice with the human influenza virus resulted in various behavioral abnormalities 
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interested reader is referred to more in-depth articles on this topic (Van den Buuse et al., 
2003; Markham & Koenig, 2011).  
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production, is also affected by the deprivation period. Thus, the authors concluded that the 
post-deprivation period is of crucial importance for the development of prepulse inhibition 
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common to the immune response accompanying these infections, is the release of 
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pregnancy is thought to alter the trajectory of brain development, resulting in the induction 
of pathophysiological processes associated with mental illness (Markham & Koenig, 2011). 
Animal models of maternal immune challenge have used different immunogenic agents, all 
inducing a cytokine-associated inflammatory response in the mothers. However, other 
factors could be of relevance as well, for instance, immune activation is associated with 
fever, weight loss and elevated corticosteroids, which might compromise the offspring’s in 
utero metabolic needs, thereby possibly affecting fetal brain development  (Markham & 
Koenig, 2011).  The effects of maternal infection on PPI have been investigated in several 
studies.  
Systemic administration of bacterial endotoxin lipopolysaccharide (LPS) is capable of 
inducing a powerful immune response in the exposed animal, as well as fever and weight 
loss (Markham & Koenig, 2011). While LPS can be detected in both maternal and placental 
tissues, it is not found in the fetus (Ashdown et al., 2006), indicating that LPS itself is not 
responsible for the effects of maternal infection on the fetal brain. Several studies reported 
PPI disruptions in adult rat offspring of LPS infected mothers (Borrell et al., 2002; Fortier et 
al., 2007; Romero et al., 2007; Romero et al., 2010). These PPI deficits were associated with 
changes in dopaminergic transmission, and could be reversed by adult treatment with 
antipsychotics (Borrell et al., 2002; Romero et al., 2007). Interestingly, next to LPS, also 
turpentine, i.e. an inducer of local inflammation, at doses known to produce fever, 
significantly decreased PPI in adult offspring (Fortier et al., 2007). In analogy to the human 
situation, the influence of prenatal human influenza virus exposure on later brain 
development and behavior has been studied. Respiratory infection of pregnant BALB/c and 
C57BL/6 mice with the human influenza virus resulted in various behavioral abnormalities 
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in the adult offspring, among which deficits in PPI, which were sensitive for antipsychotics 
(Shi et al., 2003). In other studies, offspring of similarly infected mice displayed 
morphological and neurochemical changes reminiscent to schizophrenia, although the 
importance of these effects for the PPI deficits is unclear (Van den Buuse et al., 2003). Of 
note, however, is the large reduction in expression of the brain protein reelin in cortex en 
hippocampus (Fatemi et al., 1999), which is associated with both schizophrenia (Guidotti et 
al., 2000) and impaired PPI (Pappas et al., 2001). Lastly, viral infection is simulated in rats 
and mice by polyriboinosinic-polyribocytidilic acid (poly I:C), an agent structurally similar 
to double-stranded RNA, which forms the genetic material of some viruses. While 
administration of poly I:C to pregnant rodents can result in increased levels of cytokines in 
fetal brain, it only generates a non-specific immune response, without particular anti-viral 
antibodies (for references, see Markham & Koenig, 2011). With respect to PPI, treatment of 
pregnant mice or rats with poly I:C generates offspring that shows an impaired PPI 
response from post pubertal age (Ozawa et al., 2006; Li et al., 2009b; Piontkewitz et al., 2009; 
Vuillermot et al., 2010), which is presumably mediated by dopaminergic maldevelopment 
(Ozawa et al., 2006; Vuillermot et al., 2010). 
Thus, animal models of prenatal maternal infection show altered fetal brain development 
and disrupted PPI in adult offspring, probably mediated by the maternal immune response. 
These findings are in line with epidemiologic and clinical investigations on infection as a 
risk factor of schizophrenia (Brown et al., 2010). 

3.4 Multiple stressors 
Based on the two-hit hypothesis of schizophrenia (see Introduction), several experimental 
animal studies have applied multiple interventions at different stages of development, to 
investigate their combined influence on schizophrenia-like behaviors. Possibly, this method 
may give additional mechanistic insights compared to single interventions alone. In the 
remaining part of this section, studies addressing the combined effects of multiple 
interventions on PPI will be discussed. 
In one study, the interaction between stress and dopaminergic regulation of PPI was 
investigated (Choy & van den Buuse, 2008; Choy et al., 2009). After combining two 
subsequent stressors in neonatal and young-adult life (i.e., maternal deprivation and 
prolonged corticosterone treatment, respectively), PPI was tested in rats following acute 
injections with apomorphine. In controls and in rats that had undergone either one of the 
two stressors, the apomorphine treatment was found to disrupt PPI, while in the group that 
had experienced the multiple stress, no PPI-disruptions were observed in response to 
apomorphine (Choy & van den Buuse, 2008). According to the authors, their findings 
implicate an inhibitory interaction of early and late developmental stress, on dopaminergic 
regulation of PPI (Choy & van den Buuse, 2008). In a follow-up study, the authors suggested 
that this inhibitory interaction may be caused by receptor desensitization, because no 
changes were found in levels of dopamine D1 and D2 receptors (Choy et al., 2009). Notably, 
the finding that a subsequent stressor could reverse PPI-disruptive effects of a particular 
stressor, has been reported elsewhere (i.e., maternal separation and isolation rearing, 
(Ellenbroek & Cools, 2002). The above-mentioned experiments are in line with the idea that 
glucocorticoids could affect PPI by modulation of dopaminergic systems (see section 2.2.). 
In most studies addressing the two-hit hypothesis, the first hit comprises a genetic 
predisposition. Consequently, it is investigated how genes interact with early stress to 
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produce schizophrenia-like neurochemical and behavioral alterations. As the focus of this 
chapter lies on the effects of stress on PPI, we will not discuss the neurochemical findings 
from genetic animal models of schizophrenia. Genotypes that have been found to interact 
with early stress to influence PPI include, nuclear receptor Nurr1 heterozygosity (i.e., 12 
weeks of isolation rearing – Eells et al., 2006), Snap-25 mouse mutant blind-drunk (i.e., 
variable prenatal stress – Oliver & Davies, 2009), and NMDA receptor hypofunction mouse 
mutant (predation stress – Duncan et al., 2004). Notably, the latter study made use of 
predator olfactory cues (i.e., rat odor), which normalized the reduced PPI that was observed 
under control conditions in male mutants only. This result is in contrast to the study of 
Bakshi (section 2.1.3.), where predator exposure was found to decrease PPI in rats. However, 
an important methodological difference should be noted. Bakshi and co-workers actually 
introduced a predator in their experiment, while Duncan et al. only exposed the animals to 
predator odor. This difference in approach might have implications for the level of threat 
perceived by the subjects. In particular, when solely olfactory cues signal predation risk, 
perceiving animals may become more vigilant, which is thought to facilitate processing of 
sensory stimuli, possibly increasing PPI. Proximal presence of the predator, on the other 
hand, is likely to represent a severe stressor, which may induce disruptions in PPI due to 
progressive loss of sensory perception (see section 2.4.). Possibly, the delayed stress effect 
observed in the Bakshi study could be accounted for by recruitment of central mediators of 
the stress response, such as CRF.   
In conclusion, although limited, the studies mentioned in this section suggest that 
combining multiple stressors, or a genetic vulnerability and stress, may induce stronger 
alterations in sensorimotor gating, when compared to one single intervention. Further 
relevant studies are warranted to test this hypothesis.  

4. General conclusions 
In this chapter, we have discussed studies that investigated the association between 
experience of stress and PPI, the latter being a highly validated model for schizophrenia; a 
mental disorder that is thought to be caused by an interaction of a constitutional 
vulnerability with environmental stress (see Introduction). From both animal and human 
studies, it is found that – by an unknown mechanism – application of acute stressors in 
adulthood is able to affect PPI, at least, transiently (table 1). Possibly, on the short term, 
moderate threat or attention to the environment could facilitate processing of sensory 
stimuli via elevated cortical arousal, leading to increased information processing; while 
severe or prolonged stressors may cause progressive loss of sensory perception that 
functions to reduce the impact of impending aversive events (section 2.4.). These perceptual 
deteriorations may be mediated by, for instance, cortisol- and CRF-induced activation of the 
mesolimbic dopamine system, a neural system that is implicated in both stress responsivity 
and PPI. Also, it is suggested that alterations in PPI induced by the acute stressors under 
study are probably reversible, not causing permanent changes to brain structures important 
in the regulation of PPI. These results are in line with clinical and epidemiological findings, 
which suggest that experience of stressful life events does not trigger onset of psychotic 
illness in healthy individuals (see Introduction). However, clearly, the acute and chronic 
stressors applied in the laboratory do not mimic ‘naturally occurring’ transient stress in the 
real world. This type of stress may come and go, and, depending on how long it stays, it 
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in the adult offspring, among which deficits in PPI, which were sensitive for antipsychotics 
(Shi et al., 2003). In other studies, offspring of similarly infected mice displayed 
morphological and neurochemical changes reminiscent to schizophrenia, although the 
importance of these effects for the PPI deficits is unclear (Van den Buuse et al., 2003). Of 
note, however, is the large reduction in expression of the brain protein reelin in cortex en 
hippocampus (Fatemi et al., 1999), which is associated with both schizophrenia (Guidotti et 
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and mice by polyriboinosinic-polyribocytidilic acid (poly I:C), an agent structurally similar 
to double-stranded RNA, which forms the genetic material of some viruses. While 
administration of poly I:C to pregnant rodents can result in increased levels of cytokines in 
fetal brain, it only generates a non-specific immune response, without particular anti-viral 
antibodies (for references, see Markham & Koenig, 2011). With respect to PPI, treatment of 
pregnant mice or rats with poly I:C generates offspring that shows an impaired PPI 
response from post pubertal age (Ozawa et al., 2006; Li et al., 2009b; Piontkewitz et al., 2009; 
Vuillermot et al., 2010), which is presumably mediated by dopaminergic maldevelopment 
(Ozawa et al., 2006; Vuillermot et al., 2010). 
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and disrupted PPI in adult offspring, probably mediated by the maternal immune response. 
These findings are in line with epidemiologic and clinical investigations on infection as a 
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3.4 Multiple stressors 
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animal studies have applied multiple interventions at different stages of development, to 
investigate their combined influence on schizophrenia-like behaviors. Possibly, this method 
may give additional mechanistic insights compared to single interventions alone. In the 
remaining part of this section, studies addressing the combined effects of multiple 
interventions on PPI will be discussed. 
In one study, the interaction between stress and dopaminergic regulation of PPI was 
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prolonged corticosterone treatment, respectively), PPI was tested in rats following acute 
injections with apomorphine. In controls and in rats that had undergone either one of the 
two stressors, the apomorphine treatment was found to disrupt PPI, while in the group that 
had experienced the multiple stress, no PPI-disruptions were observed in response to 
apomorphine (Choy & van den Buuse, 2008). According to the authors, their findings 
implicate an inhibitory interaction of early and late developmental stress, on dopaminergic 
regulation of PPI (Choy & van den Buuse, 2008). In a follow-up study, the authors suggested 
that this inhibitory interaction may be caused by receptor desensitization, because no 
changes were found in levels of dopamine D1 and D2 receptors (Choy et al., 2009). Notably, 
the finding that a subsequent stressor could reverse PPI-disruptive effects of a particular 
stressor, has been reported elsewhere (i.e., maternal separation and isolation rearing, 
(Ellenbroek & Cools, 2002). The above-mentioned experiments are in line with the idea that 
glucocorticoids could affect PPI by modulation of dopaminergic systems (see section 2.2.). 
In most studies addressing the two-hit hypothesis, the first hit comprises a genetic 
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produce schizophrenia-like neurochemical and behavioral alterations. As the focus of this 
chapter lies on the effects of stress on PPI, we will not discuss the neurochemical findings 
from genetic animal models of schizophrenia. Genotypes that have been found to interact 
with early stress to influence PPI include, nuclear receptor Nurr1 heterozygosity (i.e., 12 
weeks of isolation rearing – Eells et al., 2006), Snap-25 mouse mutant blind-drunk (i.e., 
variable prenatal stress – Oliver & Davies, 2009), and NMDA receptor hypofunction mouse 
mutant (predation stress – Duncan et al., 2004). Notably, the latter study made use of 
predator olfactory cues (i.e., rat odor), which normalized the reduced PPI that was observed 
under control conditions in male mutants only. This result is in contrast to the study of 
Bakshi (section 2.1.3.), where predator exposure was found to decrease PPI in rats. However, 
an important methodological difference should be noted. Bakshi and co-workers actually 
introduced a predator in their experiment, while Duncan et al. only exposed the animals to 
predator odor. This difference in approach might have implications for the level of threat 
perceived by the subjects. In particular, when solely olfactory cues signal predation risk, 
perceiving animals may become more vigilant, which is thought to facilitate processing of 
sensory stimuli, possibly increasing PPI. Proximal presence of the predator, on the other 
hand, is likely to represent a severe stressor, which may induce disruptions in PPI due to 
progressive loss of sensory perception (see section 2.4.). Possibly, the delayed stress effect 
observed in the Bakshi study could be accounted for by recruitment of central mediators of 
the stress response, such as CRF.   
In conclusion, although limited, the studies mentioned in this section suggest that 
combining multiple stressors, or a genetic vulnerability and stress, may induce stronger 
alterations in sensorimotor gating, when compared to one single intervention. Further 
relevant studies are warranted to test this hypothesis.  

4. General conclusions 
In this chapter, we have discussed studies that investigated the association between 
experience of stress and PPI, the latter being a highly validated model for schizophrenia; a 
mental disorder that is thought to be caused by an interaction of a constitutional 
vulnerability with environmental stress (see Introduction). From both animal and human 
studies, it is found that – by an unknown mechanism – application of acute stressors in 
adulthood is able to affect PPI, at least, transiently (table 1). Possibly, on the short term, 
moderate threat or attention to the environment could facilitate processing of sensory 
stimuli via elevated cortical arousal, leading to increased information processing; while 
severe or prolonged stressors may cause progressive loss of sensory perception that 
functions to reduce the impact of impending aversive events (section 2.4.). These perceptual 
deteriorations may be mediated by, for instance, cortisol- and CRF-induced activation of the 
mesolimbic dopamine system, a neural system that is implicated in both stress responsivity 
and PPI. Also, it is suggested that alterations in PPI induced by the acute stressors under 
study are probably reversible, not causing permanent changes to brain structures important 
in the regulation of PPI. These results are in line with clinical and epidemiological findings, 
which suggest that experience of stressful life events does not trigger onset of psychotic 
illness in healthy individuals (see Introduction). However, clearly, the acute and chronic 
stressors applied in the laboratory do not mimic ‘naturally occurring’ transient stress in the 
real world. This type of stress may come and go, and, depending on how long it stays, it 
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could ultimately cause permanent alterations in brain systems associated with psychosis in 
vulnerable individuals, as was observed in longitudinal studies (reviewed by Phillips et al., 
2007; Walker et al., 2008). 
The clinical observation that schizophrenia generally does not manifest until the third 
decade of life, suggests that it is the final outcome of pathological processes acting on the 
immature brain, and accordingly, it has led to formulation of the neurodevelopmental 
theory for the etiology of schizophrenia (see Introduction). In order to get more insight into 
the possible role of early environmental risk factors in illness development, early-stress 
paradigms are applied to rodents. Some developmental manipulations that have been 
shown to affect adult PPI include isolation rearing, maternal separation, and prenatal 
maternal immune activation (section 3). An alternative hypothesis within the framework of 
the neurodevelopmental theory of schizophrenia is referred to as the two-hit model. 
According to this model, early and late risk factors are not simply additive, but instead, the 
first hit will increase an individual’s vulnerability for effects of a subsequent hit (see 
Introduction). Based on this theory, a few animal studies have applied multiple 
interventions at subsequent stages of development, to study their combined impact on 
schizophrenia-like behaviors, including PPI.  Interestingly, although limited, results so far 
do not support the theory. Rather, instead of an augmentation, an inhibitory interaction of 
early and later developmental stress has been reported by two independent research 
groups. On the other hand, several studies have successfully identified candidate genes that 
could contribute to the induction of schizophrenia-like phenotypes in interaction with stress 
(section 3.4.). Possibly, investigating the interaction of these candidate genes with 
experimental stressors in animal studies, could represent a fruitful approach to model the 
link between stress and schizophrenia.   
In humans, it is known that a wide variation exists in response to adversity, with some 
individuals being more stress-sensitive than others, and some individuals being more prone 
to developing an illness in response to environmental adversity than others (Kendler et al., 
2005). Attempts have been made to explain the source of this variation; several studies have 
investigated the link between genetic polymorphisms and environmental stress in the 
etiology of schizophrenia. Some progress has been made, for instance, a recent genome-wide 
association study – contrasting large numbers of genetic variants in patients and controls – 
revealed significant associations between schizophrenia and polymorphisms in major 
histocompatibility complex (MHC), a region implicated in the bodily reactions to stress and 
infection (Stefansson et al., 2009). Also, although not yet replicated, the novel schizophrenia 
risk polymorphism ZNF804A was found to be associated with increased prefrontal-
hippocampal and prefrontal-amygdala connectivity, possibly linking to increased sensitivity 
to stressful environments (Esslinger et al., 2009). In another study, the association between a 
serotonin transporter gene polymorphism (i.e. 5-HTTLPR), stress and disease characteristics 
was investigated in individuals diagnosed with psychotic disease (Goldberg et al., 2009). 
Therefore, symptoms occurring in the four-week period preceding hospitalization were 
evaluated in first-onset patients. As a result, stress (i.e. negative life-events preceding 
hospitalization) was found to be a predictor of depressive symptoms, but it did not interact 
with psychotic (or negative) symptoms. Together, the above-mentioned studies have 
genetically linked schizophrenia with several systems/brain structures important in stress 
regulation (e.g., MHC, amygdala, PFC). However, so far, no experimental studies have 
linked this gene-environment interaction with schizophrenia, which is probably caused by 
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the fact that schizophrenia is a complex disorder, putatively determined by the sum of 
numerous small effects of individual genes; hence the importance of using endophenotypes 
such as PPI in association studies.   
In conclusion, the link between stress and PPI appears to be in line with 
neurodevelopmental theories of schizophrenia; a single stressor in adult life does not seem 
to cause lasting alterations in PPI, however, when applied during a critical stage of 
neurodevelopment or in genetically vulnerable organisms, stress could be more powerful in 
robustly affecting PPI. It is suggested, that future animal studies aimed at investigating the 
role of stress in the development of information processing dysfunctions in schizophrenia, 
may benefit from implementing human risk gene polymorphisms that are associated with 
stress (e.g. by making use of inducible transgenic mouse models). 
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vulnerable individuals, as was observed in longitudinal studies (reviewed by Phillips et al., 
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theory for the etiology of schizophrenia (see Introduction). In order to get more insight into 
the possible role of early environmental risk factors in illness development, early-stress 
paradigms are applied to rodents. Some developmental manipulations that have been 
shown to affect adult PPI include isolation rearing, maternal separation, and prenatal 
maternal immune activation (section 3). An alternative hypothesis within the framework of 
the neurodevelopmental theory of schizophrenia is referred to as the two-hit model. 
According to this model, early and late risk factors are not simply additive, but instead, the 
first hit will increase an individual’s vulnerability for effects of a subsequent hit (see 
Introduction). Based on this theory, a few animal studies have applied multiple 
interventions at subsequent stages of development, to study their combined impact on 
schizophrenia-like behaviors, including PPI.  Interestingly, although limited, results so far 
do not support the theory. Rather, instead of an augmentation, an inhibitory interaction of 
early and later developmental stress has been reported by two independent research 
groups. On the other hand, several studies have successfully identified candidate genes that 
could contribute to the induction of schizophrenia-like phenotypes in interaction with stress 
(section 3.4.). Possibly, investigating the interaction of these candidate genes with 
experimental stressors in animal studies, could represent a fruitful approach to model the 
link between stress and schizophrenia.   
In humans, it is known that a wide variation exists in response to adversity, with some 
individuals being more stress-sensitive than others, and some individuals being more prone 
to developing an illness in response to environmental adversity than others (Kendler et al., 
2005). Attempts have been made to explain the source of this variation; several studies have 
investigated the link between genetic polymorphisms and environmental stress in the 
etiology of schizophrenia. Some progress has been made, for instance, a recent genome-wide 
association study – contrasting large numbers of genetic variants in patients and controls – 
revealed significant associations between schizophrenia and polymorphisms in major 
histocompatibility complex (MHC), a region implicated in the bodily reactions to stress and 
infection (Stefansson et al., 2009). Also, although not yet replicated, the novel schizophrenia 
risk polymorphism ZNF804A was found to be associated with increased prefrontal-
hippocampal and prefrontal-amygdala connectivity, possibly linking to increased sensitivity 
to stressful environments (Esslinger et al., 2009). In another study, the association between a 
serotonin transporter gene polymorphism (i.e. 5-HTTLPR), stress and disease characteristics 
was investigated in individuals diagnosed with psychotic disease (Goldberg et al., 2009). 
Therefore, symptoms occurring in the four-week period preceding hospitalization were 
evaluated in first-onset patients. As a result, stress (i.e. negative life-events preceding 
hospitalization) was found to be a predictor of depressive symptoms, but it did not interact 
with psychotic (or negative) symptoms. Together, the above-mentioned studies have 
genetically linked schizophrenia with several systems/brain structures important in stress 
regulation (e.g., MHC, amygdala, PFC). However, so far, no experimental studies have 
linked this gene-environment interaction with schizophrenia, which is probably caused by 
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the fact that schizophrenia is a complex disorder, putatively determined by the sum of 
numerous small effects of individual genes; hence the importance of using endophenotypes 
such as PPI in association studies.   
In conclusion, the link between stress and PPI appears to be in line with 
neurodevelopmental theories of schizophrenia; a single stressor in adult life does not seem 
to cause lasting alterations in PPI, however, when applied during a critical stage of 
neurodevelopment or in genetically vulnerable organisms, stress could be more powerful in 
robustly affecting PPI. It is suggested, that future animal studies aimed at investigating the 
role of stress in the development of information processing dysfunctions in schizophrenia, 
may benefit from implementing human risk gene polymorphisms that are associated with 
stress (e.g. by making use of inducible transgenic mouse models). 
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1. Introduction 
Children and adolescents can have a variety of psychotic disorders from acute and 
transitory psychoses to chronic ones, such as schizophrenia. Their psychotic 
symptomatology, however, can also be the consequence of an organic cause or drug-
inducted. Comparing to adolescence and adulthood, psychotic disorders in childhood seem 
to occur more rarely, which can be explained by lower incidence and diagnostic problems - 
hallucinations and delusions in children are quite difficult to recognise (Turk et al., 2007).  
While schizophrenia is a very rare disorder in childhood, it becomes increasingly common 
during adolescence. It is actually the most frequent psychotic disorder in the age group of 
more than 12 years. This is the reason why this chapter will discuss schizophrenia in greater 
detail, highlighting possible difficulties a therapist can face during a diagnostic process. 
Some of these diagnostic difficulties will also be emphasized by the case report describing a 
metabolic disease which can mimic schizophrenia symptoms. 
Even though childhood and adolescent schizophrenia lie on a continuum with 
schizophrenia in adults and the same diagnostic criteria are valid no matter the age group, 
there are special difficulties in applying the adult criteria to children. Symptoms at an early 
stage are less specific and in addition show remarkable overlap with a number of 
developmental disorders. So, diagnosing schizophrenia in children or adolescents could be a 
much harder task than diagnosing adults. 
In childhood and adolescence, schizophrenia most often has a slow and insidious onset with 
many precursors in the shape of developmental, cognitive and emotional symptoms or 
retardation. None of these precursors is schizophrenia-specific, therefore it is striking to see 
the number of children and adolescents with schizophrenia that seem to be 
multidimensionally impaired.  
The fact is that schizophrenic psychoses are a very heterogeneous group of disorders. 
Consequently, it is difficult to find a unique etiology. Studies in recent years have focused 
on the neurobiological and neurodevelopmental approaches, including genetics, and have 
produced interesting results which have not been yet integrated into conclusive and 
convincing theory of schizophrenia (Remschmidt, 2001).  
The prognosis of early-onset schizophrenia is worse than schizophrenia that starts in 
adulthood, hence early recognition and treatment is crucial. Children and adolescents  
with any psychotic disorder, especially with schizophrenia, thus require a broad, 
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retardation. None of these precursors is schizophrenia-specific, therefore it is striking to see 
the number of children and adolescents with schizophrenia that seem to be 
multidimensionally impaired.  
The fact is that schizophrenic psychoses are a very heterogeneous group of disorders. 
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with any psychotic disorder, especially with schizophrenia, thus require a broad, 
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multidimensional treatment approach, very often including hospital treatment, with the 
focus on the socialization and rehabilitation. Pharmacotherapy does not differ a lot from 
adult patients. 
As it will be seen in a case report and afterwards discussion the importance of excluding 
possible organic causes, whose clinical manifestation can mimic a psychotic disorder, can 
not be overestimated. Thus careful clinical, laboratory and imaging diagnostic evaluation 
must always be performed. 

2. History of psychotic disorders in childhood and adolescence 
The term psychosis was used very broadly in children and adolescents. It also covered the 
children with behavioural and autistic spectrum symptoms. The clinical distinction between 
autism and other psychotic disorders was first established by Kolvin in 1971 (Kolvin, 1971), 
but there is still confusion and misdiagnosis between the two disorders. The presence of 
fleeting hallucinations and delusions in nonpsychotic children can also be often misleading 
in a variety of other diagnoses, such as acute or reactive psychosis. But the onset of 
schizophrenia during adolescence and childhood has been accepted already in the twentieth 
century, and it is even more today. The child, adolescent and adult forms of schizophrenia 
could be regarded as a qualitatively similar and continuous, while allowing for 
developmental variation (Remschmidt, 2001).  

3. Classification of psychotic disorders 
Psychotic disorders can be classified into (modified after Turk et al., Turk, 2007): 
- acute and transitory psychotic disorders 
- schizophrenia 
- organic psychotic disorders or psychotic disorders due to general medical condition 
- substance-induced psychotic disorders  
- schizoaffective disorders. 
In schizoaffective disorders, symptoms of schizophrenia and affective symptoms are present 
at the same time. Since they are very rare in children and adolescents, they will not be 
considered in detail here. Psychotic symptoms, on the other hand, can be found in 58% of 
patients with bipolar disorder (see the subchapter 5.6 Differential Diagnosis of 
schizophrenia for more detail), which is classified under affective disorders. 

4. Developmental aspects of psychotic disorders 
Main characteristic for any psychotic disorder is loosing the reality control. Understanding 
the reality and sharing the same view on reality with other members of the same culture has 
a strong developmental basis. Young children cannot distinguish between fantasy and 
reality (Remschmidt, 2001). Therefore, it is extremely difficult to demonstrate psychotic 
processes until children develop reasonably cognitive and linguistic abilities. Beliefs in 
fantasy figures, imaginary friends are common in preschool children. Transient psychotic-
like symptoms, such as hallucinations, can be thus observed in preschool children in relation 
to stress and anxiety (Rothstein, 1981). Children under 4 years cannot develop typical 
psychotic symptoms (delusions of persecution or influence) because they lack a fully formed 
perception of social relations (Remschmidt, 2004). 
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In school children, psychotic phenomena are not common, but if they are present, they show 
the tendency to persist and are frequently associated with schizophrenia (Carlson & 
Kashani, 1988; Del Beccaro et al., 1988; Russel et al., 1989; Volkmar et al., 1988). In 
adolescents, the levels of psychotic disorders increase markedly and clinical pictures are 
similar to those seen in the adulthood. Also, the differential diagnosis becomes difficult in 
the adolescence because of frequent substance abuse in this age range and also because of 
increased frequency of brief psychotic episodes associated with other conditions such as 
borderline personality and others (McKenna, 1994). 

5. Childhood and adolescent schizophrenia 
5.1 Epidemiology 
Early-onset schizophrenia can be divided into a very early-onset or childhood-onset 
schizophrenia (major symptoms of schizophrenia are present at or under the age of 12) and 
adolescent-onset schizophrenia (with major symptoms in the 13-19 year age range) (Martin 
& Volkmar, 2007; Remschmidt, 2001). 
The lifetime prevalence of schizophrenia is around 1%. It is very rare before the age of 12 
and it peaks between the age of 13 and 17 (Remschmidt, 1994). The prevalence of early-onset 
schizophrenia (childhood and adolescent schizophrenia) is 0.23%. Only 0.1-1% of 
schizophrenic disorders start before the age of 10, 4% start before the age of 15 and 10% start 
between the age of 16 and 20. According to one population study, adolescent onset 
schizophrenia affects 0.23% of the general population and according to another population 
study, it affects 1.34% of the general population of teenagers with mental retardation 
(Remschmidt, 2001). Before the age of 15, there is a higher proportion of boys (male:female 
ratio is 3:1), but soon after the age of 15 the male:female ratio reaches 1:1 (Remschmidt, 
2004). 
In Europe, childhood-onset schizophrenia is only occasionally diagnosed. An outcome 
study in Germany  covering a 30-year period reported only 40 cases, many of which had 
onset after the age of 10, but before the age of 13 (Eggers,1978). The NIHM childhood-onset 
schizophrenia study, which has been ongoing since 1990 in USA has found 89 cases of 
childhood schizophrenia (Martin &Volkmar, 2007). 
In general, mean IQ in children with schizophrenia seems to be lower than in the general 
population. About 10-20% score about 70 or under. This fact is considered a premorbid 
feature and not a consequence of schizophrenia (Aylward, 1984). The same seems to be true 
for adolescents with schizophrenia. Altogether, 1.34% of them have an IQ under 70, a 
percentage that is much higher than in the general population where it is just 0.23% 
(Remschmidt, 2001 ). 

5.2 Etiology 
Schizophrenia is a complex multifactor disorder, where genetics is an important 
vulnerability factor. The actual occurrence of the disease and its form, however, depend 
upon many other familiar and unfamiliar internal and external ‒ environment factors 
(Sadock & Sadock, 2007). Schizophrenia can thus be seen as a syndrome at the end of 
dynamic processes, which can be explained with neurodevelopment and neurodegenerative 
models. 
Neurodevelopmental model proposes that the biological origins of schizophrenia lie in the 
fetal neurodevelopment, and this early developmental lesion can be traced in premorbid 
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multidimensional treatment approach, very often including hospital treatment, with the 
focus on the socialization and rehabilitation. Pharmacotherapy does not differ a lot from 
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developmental, behavioural and cognitive impairments. This neuropathology is finally 
expressed as classical psychotic symptoms (Purves &Lichtmen, 1980). There is still a lively 
debate about the value of neurodevelopmental model, since not all patients with 
schizophrenia show premorbid abnormalietis. 
In the last 50 years, neurotransmitter (dopaminergic, serotonergic and glutaminergic) 
hypotheses have prevailed in an etiology of schizophrenia. However, neurobiological in-
vivo and post-mortem studies of neurotransmitter system have yielded inconsistent and 
contradictory results rather than providing more precise knowledge of schizophrenia 
etiology. But on the other hand, they were crucial in pharmacotherapy improvement for 
schizophrenia (Haroutunian, 2007). 
Also, in the last decades, it is the genetic studies that have come to the forefront of 
schizophrenia research. Linkage analysis of microsatellite regions in schizophrenic families 
has shown that regions associated with schizophrenia can be found on many chromosomes. 
The impact of one single gene on the disease is very small, probably less than 1% (Gill, 1996; 
Riley, 2006). The second frequently used genetic method is searching for candidate genes for 
schizophrenia (Riley, 2006). Among those that are researched in relation to schizophrenia 
are also the genes that encode dopamine and serotonin receptors and promoters.  
As evidenced by the research, there are no genes that would significantly impact the onset 
of schizophrenia. Instead, schizophrenia seems to be a product of various risk factors in 
people that are genetically sensitive. This sensitivity is complex and it is most likely 
represented by a changing combination of various genes with small impact (Sadock & 
Sadock, 2007). Genetic sensitivity alone, however, is not sufficient for the development of 
the clinical picture of schizophrenia. Other risk factors must be present too (Riley, 2006; 
Prathikanti & Weinberger, 2005). 
It is possible that childhood schizophrenia has a higher genetic loading, since the outcome of 
childhood schizophrenia is very poor and probably much worse than for adolescent- and 
adult-onset schizophrenia (Remschmidt, 2001).  
It seems that multiple gene influences result in continuous dimensions rather than in 
categorical disorders. Thus the dimensional model for schizophrenia seems to be more 
appropriate than the categorical one (dimensional model will be explained in the subchapter 
on Diagnosis). 
Unfortunately, genetic studies too have failed to fully explain schizophrenia etiology. It 
remains vaguely and phenotypically broadly defined disorder that represents a complex 
disease due to the incomplete penetrance and heterogenic genetics (Kendler, 1993; 
Prathikanti & Weinberger, 2005).  
There is, however, a new concept emerging in schizophrenia research, namely 
endophenotypes. Endophenotypes are particularly useful for understanding the etiology of 
complex disorders – such as schizophrenia – in which several genes and environmental factors 
influence the phenotype. Synonyms for endophenotypes are biological markers, biological 
phenotypes, latent phenotypes or intermediate phenotypes (Gottesman, 2003; Gould, 2006; 
Holden, 2003; Preston & Weinberger, 2005; Weinberger, 2002). The endophenotype is less 
genetically complex than the disorder it underlies (Castellanos & Tannock, 2002). It is assumed 
that it is more closely related to one or more pathophysiological genes for the nosological 
category, compared with the entire spectrum of disorders included in the nosological category. 
It is not necessary for an endophenotype to belong to a specific nosological category because 
nosological categories usually do not have biological background. It is, however, necessary for 
it to be heritable and to segregate with illness within families (Berrettini, 2005). Cognitive and 
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biochemical features of psychiatric patients are more associated with genetic factors than the 
behavioural phenotypes. The idea of endophenotypes is basically to relate some features of 
schizophrenic patients to the genes (Gottesman & Gould, 2003; Berrettini, 2005). 
Endophenotypes are stable, state-independent characteristics in contras to behavioural 
symptoms (Berrettini, 2005). The most studied endophenotypes today are cognitive deficits, an 
abnormality of the P50 auditory evoked potential and imagining phenotypes (Berrettini, 2005; 
Burdick et al., 2006; Turner et al., 2006). 
Schizophrenia peaks at the age of 15 and this is one of the reasons why many authors see the 
puberty as a risk factor for schizophrenia (Remschmidt, 2004; Hyde, 1992). Neurobiological 
changes that occur during the puberty and adolescence can influence more frequent 
occurrence of schizophrenia during this period of life. These neurobiological changes are: 
myelinisation of the associative cortex and hippocampus, maturation of the prefrontal 
cortex, diminishing of the cerebral plasticity, effect of sex hormones on synapses 
development and changes in dopaminergic innervations (the last two proved only in 
animals) and changes in neurotransmission (Remschmidt, 2004). 

5.3 Diagnosis  
No symptom or sign is pathognomonic for schizophrenia. Moreover, patient symptoms 
change with time. During the last decade, schizophrenic symptoms have been linked to the 
underlying neurocognitive processes and further to the genetic substrate (for detail please 
see subchapter on Eetiology – Endophenotypes). It seems that multiple gene influences 
result in continuous dimensions rather than in categorical disorders. For schizophrenia, five 
symptom dimensions can be described (positive, negative, disorganized, cognitive and 
affective symptoms). 
Positive symptoms  
- Hallucinations, which can be auditory, visual, somatic-tactile, and olfactory. Typical for 

schizophrenia are voices commenting and/or conversing patient’s behaviour or 
commending him or her what to do (imperative hallucinations). 

- Delusions, which can be persecutory, jealousy, guilt and sin, grandiose, religious, and 
somatic. Typical for patients with schizophrenia are delusions of reference, of being 
controlled, of mind reading, though broadcasting and thought withdrawal. 

- Positive formal thought disorder like distractible speech, pressure of speech, illogicality, 
and derailment. Some authors classified some of these symptoms among disorganized 
symptoms. 

Negative symptoms 
- Affective flattening, which can be seen as unchanged facial expression no matter the 

circumstances, decreased spontaneous movements, paucity of expressive gestures, and 
poor eye contact etc. 

- Alogia (poverty of speech, poverty of content of speech, blocking, and increased 
response latency). 

- Avolition-apathy (grooming and hygiene, impersistence at work or school, physical 
anergia). 

- Attention (social inattentiveness and inattentiveness during testing). 
Disorganized symptoms 
- Bizarre behaviour, including bizarre clothing and appearance, social and sexual 

behaviour, giggling for no reason, aggressive or agitated behaviour and repetitive or 
stereotyped behaviour. 
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appropriate than the categorical one (dimensional model will be explained in the subchapter 
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biochemical features of psychiatric patients are more associated with genetic factors than the 
behavioural phenotypes. The idea of endophenotypes is basically to relate some features of 
schizophrenic patients to the genes (Gottesman & Gould, 2003; Berrettini, 2005). 
Endophenotypes are stable, state-independent characteristics in contras to behavioural 
symptoms (Berrettini, 2005). The most studied endophenotypes today are cognitive deficits, an 
abnormality of the P50 auditory evoked potential and imagining phenotypes (Berrettini, 2005; 
Burdick et al., 2006; Turner et al., 2006). 
Schizophrenia peaks at the age of 15 and this is one of the reasons why many authors see the 
puberty as a risk factor for schizophrenia (Remschmidt, 2004; Hyde, 1992). Neurobiological 
changes that occur during the puberty and adolescence can influence more frequent 
occurrence of schizophrenia during this period of life. These neurobiological changes are: 
myelinisation of the associative cortex and hippocampus, maturation of the prefrontal 
cortex, diminishing of the cerebral plasticity, effect of sex hormones on synapses 
development and changes in dopaminergic innervations (the last two proved only in 
animals) and changes in neurotransmission (Remschmidt, 2004). 

5.3 Diagnosis  
No symptom or sign is pathognomonic for schizophrenia. Moreover, patient symptoms 
change with time. During the last decade, schizophrenic symptoms have been linked to the 
underlying neurocognitive processes and further to the genetic substrate (for detail please 
see subchapter on Eetiology – Endophenotypes). It seems that multiple gene influences 
result in continuous dimensions rather than in categorical disorders. For schizophrenia, five 
symptom dimensions can be described (positive, negative, disorganized, cognitive and 
affective symptoms). 
Positive symptoms  
- Hallucinations, which can be auditory, visual, somatic-tactile, and olfactory. Typical for 

schizophrenia are voices commenting and/or conversing patient’s behaviour or 
commending him or her what to do (imperative hallucinations). 

- Delusions, which can be persecutory, jealousy, guilt and sin, grandiose, religious, and 
somatic. Typical for patients with schizophrenia are delusions of reference, of being 
controlled, of mind reading, though broadcasting and thought withdrawal. 

- Positive formal thought disorder like distractible speech, pressure of speech, illogicality, 
and derailment. Some authors classified some of these symptoms among disorganized 
symptoms. 

Negative symptoms 
- Affective flattening, which can be seen as unchanged facial expression no matter the 

circumstances, decreased spontaneous movements, paucity of expressive gestures, and 
poor eye contact etc. 

- Alogia (poverty of speech, poverty of content of speech, blocking, and increased 
response latency). 

- Avolition-apathy (grooming and hygiene, impersistence at work or school, physical 
anergia). 

- Attention (social inattentiveness and inattentiveness during testing). 
Disorganized symptoms 
- Bizarre behaviour, including bizarre clothing and appearance, social and sexual 

behaviour, giggling for no reason, aggressive or agitated behaviour and repetitive or 
stereotyped behaviour. 
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- Disorganized thinking with illogical, nonsensical thought patterns jumping from one 
unrelated idea to another, so that it is impossible to understand what the person is 
trying to say. Making up words is common.  

Cognitive symptoms refer to the difficulties with concentration and memory. Thy may 
include:  
- slow thinking  
- difficulty understanding 
- poor concentration  
- poor memory  
- difficulty expressing thoughts  
- difficulty integrating thoughts, feelings and behaviour.  

5.3.1 DSM-IV diagnostic criteria (Diagnostic and Statistical Manual of mental 
disorders)  
DSM-IV (American Psychiatric Association, 1994) contains the American Psychiatric 
Association’s official diagnostic criteria for schizophrenia, which describes several types of 
schizophrenia. The presence of hallucinations or delusions is not necessary for the diagnosis 
of schizophrenia. A patient’s disorder is diagnosed as schizophrenia also when the two of 
the symptoms listed as symptoms 3-5 in criterion A are present. 
Criterion A characteristic symptoms: two or more of the following, each present for a 
significant portion of time during a 1-month period (or less if successfully treated): 
1. delusions 
2. hallucinations 
3. disorganized speech 
4. grossly disorganized or catatonic behaviour 
5. negative symptoms. 
For a significant portion of the time since the onset of the disturbance, one or more major 
areas of functioning such as school or work must be markedly below the level achieved 
prior to the onset of the disturbance to fulfil the diagnostic criteria for schizophrenia. 
Continuous symptoms of the disturbance have to persist for at least 6 months. Prodromal 
symptoms are included in this 6-month period. At least 1 month of acute symptoms (or less 
if successfully treated) has to be present for the diagnosis of schizophrenia. Schizoaffective 
disorder, mood disorder with psychotic features, pervasive developmental disorder, direct 
physiological effects of a substance (a drug abuse, a medication) or a general medical 
condition have to be ruled out.  
DSM-IV advocates the application of the same diagnostic criteria in early-onset 
schizophrenia as for adult-type disorders with some allowance for different manifestations. 
It recognises several different types of schizophrenia. 
5.3.1.1. Paranoid type is the most common type of schizophrenia, typically beginning in adult 
life. It is the prototype of positive symptoms. The course of disease usually does not lead to 
personality and cognitive changes (Sadock & Sadock, 2007; Remschmidt, 2005). 
5.3.1.2 Disorganized type (also cold hebephrenic type) begins most often in puberty with an 
insidious, slow and unspecific onset. It can often be mistaken for an adolescent crisis. This 
type is characterized by a marked regression to a primitive, disinhibited and disorganized 
behaviour. Depersonalization phenomena can be present. The contact with reality is poor, 
the emotional responses are inappropriate. They can burst into laughter without any 
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apparent reason. Incongruous grinning and grimacing is also common. The behaviour can 
be described as silly or fatuous (Sadock & Sadock, 2007; Remschmidt, 2005). These patients 
are usually intelligent with the premorbid personality characteristics such as shyness, 
passiveness, introverted, with few/no friends. This type can be diagnosed after a few 
months of observations. Patients with disorganized type show negative symptomatics early 
in the course of disease. This is also the reason why this type is a prototype for negative 
symptoms (Remschmidt, 2005). 
5.3.1.3 Catatonic type was common several decades ago. In Europe and North America, it is 
quite rare today, most likely because of the antipsychotic treatment. The classic feature is a 
marked disturbance in motor function which can involve stupor, negativism, rigidity, 
excitement or posturing. Rapid alternations from one extreme (stupor) to another 
(excitement) are also possible (Sandock & Sandock, 2007). 
5.3.1.4 Residual type is a chronic state characterized by the presence of continuing evidence of 
the schizophrenic disturbance in the absence of a complete set of active symptoms or 
sufficient symptoms to meet the diagnosis of another type of schizophrenia. Emotional 
blunting, social withdrawal, eccentric behaviour, illogical thinking and mild loosing of 
associations commonly appear. Hallucinations or delusions can be present from time to time 
but are neither prominent nor accompanied with a strong affect (Sandock & Sandock, 2007). 
5.3.1.5 Undifferentiated type is a type characterized by the presence of symptoms for 
schizophrenia, but does not meet criteria for any other type. 
5.3.1.6 Simple schizophrenia is a type of schizophrenia according to ICD-10 classification 
(International Statistical Classification of Diseases and Related Health Problems, 1993) with 
particular insidious onset of withdrawal and social deterioration associated with very poor 
outcome. It usually starts slowly and untypically in adolescence. In the absence of 
prominent delusions, hallucinations or disorganized speech, it leads to a profound personal 
and social destruction. Patients are depressed, anhedonic, without energy and/or 
motivation. They can leave a school or a job and many of them can be found in marginal 
populations (homeless etc.). The diagnosing of this type can be quite difficult, since it is not 
clearly demarcated neither from the schizoid nor from the schizotypal personality disorder 
(Remschmidt, 2005). 
In early-onset schizophrenia there are typically fewer well-formed systematized types when 
compared to adult schizophrenia. It appears that there is a relative predominance of 
disorganised and undifferentiated cases and fewer paranoid cases in early-onset 
schizophrenia, when compared with adult schizophrenia (Remschmidt, 2001). 
The definition of schizophrenia is symptom based, so the diagnostic criteria using the adult 
manifestation of the disorder could miss some of the developmental variability in symptoms 
seen in children and adolescents. This could result in missed diagnoses, especially in 
presentation with a slow onset and negative symptoms, which are more commonly seen in 
children and adolescents (Remschmidt, 2001). 
Another factor that has to be taken into consideration is the patient’s age, which has a strong 
impact on the schizophrenic symptom types. Positive symptoms increase linearly with age, 
while the negative ones occur most frequently in the early childhood and late adolescence 
(Remschmidt, 2004). Bettes and Walker found a correlation between symptoms and IQ: 
children with high IQ showed more positive and fewer negative symptoms than low-IQ 
children (Bettes & Walker, 1987). In the course of schizophrenic symptomatology, there is a 
clear shift from positive and mixed symptoms to negative ones, which correlates with 
disease chronicity (Remschmidt, 2005).  
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- Disorganized thinking with illogical, nonsensical thought patterns jumping from one 
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the symptoms listed as symptoms 3-5 in criterion A are present. 
Criterion A characteristic symptoms: two or more of the following, each present for a 
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areas of functioning such as school or work must be markedly below the level achieved 
prior to the onset of the disturbance to fulfil the diagnostic criteria for schizophrenia. 
Continuous symptoms of the disturbance have to persist for at least 6 months. Prodromal 
symptoms are included in this 6-month period. At least 1 month of acute symptoms (or less 
if successfully treated) has to be present for the diagnosis of schizophrenia. Schizoaffective 
disorder, mood disorder with psychotic features, pervasive developmental disorder, direct 
physiological effects of a substance (a drug abuse, a medication) or a general medical 
condition have to be ruled out.  
DSM-IV advocates the application of the same diagnostic criteria in early-onset 
schizophrenia as for adult-type disorders with some allowance for different manifestations. 
It recognises several different types of schizophrenia. 
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personality and cognitive changes (Sadock & Sadock, 2007; Remschmidt, 2005). 
5.3.1.2 Disorganized type (also cold hebephrenic type) begins most often in puberty with an 
insidious, slow and unspecific onset. It can often be mistaken for an adolescent crisis. This 
type is characterized by a marked regression to a primitive, disinhibited and disorganized 
behaviour. Depersonalization phenomena can be present. The contact with reality is poor, 
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apparent reason. Incongruous grinning and grimacing is also common. The behaviour can 
be described as silly or fatuous (Sadock & Sadock, 2007; Remschmidt, 2005). These patients 
are usually intelligent with the premorbid personality characteristics such as shyness, 
passiveness, introverted, with few/no friends. This type can be diagnosed after a few 
months of observations. Patients with disorganized type show negative symptomatics early 
in the course of disease. This is also the reason why this type is a prototype for negative 
symptoms (Remschmidt, 2005). 
5.3.1.3 Catatonic type was common several decades ago. In Europe and North America, it is 
quite rare today, most likely because of the antipsychotic treatment. The classic feature is a 
marked disturbance in motor function which can involve stupor, negativism, rigidity, 
excitement or posturing. Rapid alternations from one extreme (stupor) to another 
(excitement) are also possible (Sandock & Sandock, 2007). 
5.3.1.4 Residual type is a chronic state characterized by the presence of continuing evidence of 
the schizophrenic disturbance in the absence of a complete set of active symptoms or 
sufficient symptoms to meet the diagnosis of another type of schizophrenia. Emotional 
blunting, social withdrawal, eccentric behaviour, illogical thinking and mild loosing of 
associations commonly appear. Hallucinations or delusions can be present from time to time 
but are neither prominent nor accompanied with a strong affect (Sandock & Sandock, 2007). 
5.3.1.5 Undifferentiated type is a type characterized by the presence of symptoms for 
schizophrenia, but does not meet criteria for any other type. 
5.3.1.6 Simple schizophrenia is a type of schizophrenia according to ICD-10 classification 
(International Statistical Classification of Diseases and Related Health Problems, 1993) with 
particular insidious onset of withdrawal and social deterioration associated with very poor 
outcome. It usually starts slowly and untypically in adolescence. In the absence of 
prominent delusions, hallucinations or disorganized speech, it leads to a profound personal 
and social destruction. Patients are depressed, anhedonic, without energy and/or 
motivation. They can leave a school or a job and many of them can be found in marginal 
populations (homeless etc.). The diagnosing of this type can be quite difficult, since it is not 
clearly demarcated neither from the schizoid nor from the schizotypal personality disorder 
(Remschmidt, 2005). 
In early-onset schizophrenia there are typically fewer well-formed systematized types when 
compared to adult schizophrenia. It appears that there is a relative predominance of 
disorganised and undifferentiated cases and fewer paranoid cases in early-onset 
schizophrenia, when compared with adult schizophrenia (Remschmidt, 2001). 
The definition of schizophrenia is symptom based, so the diagnostic criteria using the adult 
manifestation of the disorder could miss some of the developmental variability in symptoms 
seen in children and adolescents. This could result in missed diagnoses, especially in 
presentation with a slow onset and negative symptoms, which are more commonly seen in 
children and adolescents (Remschmidt, 2001). 
Another factor that has to be taken into consideration is the patient’s age, which has a strong 
impact on the schizophrenic symptom types. Positive symptoms increase linearly with age, 
while the negative ones occur most frequently in the early childhood and late adolescence 
(Remschmidt, 2004). Bettes and Walker found a correlation between symptoms and IQ: 
children with high IQ showed more positive and fewer negative symptoms than low-IQ 
children (Bettes & Walker, 1987). In the course of schizophrenic symptomatology, there is a 
clear shift from positive and mixed symptoms to negative ones, which correlates with 
disease chronicity (Remschmidt, 2005).  
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Slow and insidious onset of childhood and adolescent schizophrenia is a rule rather than an 
exception. This is the reason why cases of early-onset schizophrenia are diagnosed with up 
to two-year delay (Schefer & Ross, 2002). Such delays worsen the course and prognosis of 
the disease, so early diagnosis and treatment is crucial. Early-onset schizophrenia with acute 
onset, on the other hand, poses less problems, mostly due to easily recognisable positive 
symptoms.  

5.3.2 Other possible diagnostic aspects 
An interesting feature of early-onset schizophrenia compared to adult one seems to be the 
higher rates of early language, social and motor developmental abnormalities, which are 
possibly reflecting greater impairment in early brain development (Martin & Volkmar, 
2007). This is the reason why Werry suggests at least two clinical phenotypes of 
schizophrenia. The first one is associated with a long-standing developmental abnormality 
where the acute psychotic episode develops after some years of pre-existing abnormality. 
The second phenotype develops in children and adolescents who have had previously 
normal development (Werry, 1996). 
Schizophrenic symptomatic in children and adolescents as well as in adults can also be 
described using another distinction which differentiates between two type of 
schizophrenia differing in psychopathological symptoms and premorbid functioning of 
the patient (Remschmidt, 2005). Type I is characterized by positive symptoms – 
hallucinations and illusions. Patients are aggressive, restless and excited, they can talk a 
lot and can make up new words (neologisms). The CAT scan usually reveals a normal 
brain structure and the response to the pharmacological treatment is usually good. Type 
II, on the other hand, is characterized by negative symptoms – affective flattening, social 
withdrawal, loss of interests and cognitive slowness. Here, the CAT scan shows brain 
structural changes and the response to pharmacotherapy is worse than in type I (Kaplan 
& Sadock, 1998).  

5.4 Preclinical symptoms and associated features 
5.4.1 Prodromal states 
Before full symptoms of schizophrenia are manifested in a clinical picture, disease pre-stage 
– prodromal state can be present in 75% of patients with schizophrenia. Prodromal state can 
last a few days or some years (Remschmidt, 2005). The symptoms are unspecific, ranging 
from problems with concentration, changes in motivation and sleep disturbances, unspecific 
fears, irritability and suspiciousness. Family and friends may notice that the person has 
changed and is no longer functioning well in social, school and/or occupational activities. A 
patient may develop an interest in abstract ideas, philosophy and in the occult and religious 
questions. Peculiar behaviour, abnormal affects, unusual speech, bizarre ideas and strange 
perceptual experiences can be present too. Somatic complains such as headache, back and 
muscle pain, weakness and digestive problems can also be seen in prodromal state (Sadock 
& Sadock, 2007). Unspecific prodromal state could be misdiagnosed as adolescent crises or 
same other psychiatric diagnosis. 
Negative symptoms are usually the first schizophrenic symptoms present in a prodromal 
state, while positive ones usually appear later during the acute state of schizophrenia 
(Remschmidt, 2005). 
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5.4.2 Premorbid personality characteristics 
Typical, but not invariable, for some children and adolescents with schizophrenia are their 
premorbid personality characteristics. They are usually quite passive, introverted with few 
or no friends. They may avoid sport and social activities such as dating and watch TV or 
listen to the music instead. As children they are often described as special, perpetually 
unsatisfied and sensitive. Described characteristics may be detected in half of the children 
and adolescents with schizophrenia (Remschmidt, 2005). 

5.4.3 Unspecific developmental abnormalities 
In addition to prodromal state and premorbid personality characteristics, patients with early-
onset schizophrenia can also show many unspecific developmental abnormalities such as soft 
neurological signs, unspecific sensory and motoric neurological abnormalities, aggravated 
autonomic reactions, different perinatal complications and symptoms of hyperkinetic 
syndrome (Remschmidt, 2004). Prevalent findings in a personal history of children and 
adolescents with schizophrenia are also cognitive impairments, lower IQ, transient symptoms 
of pervasive disorder and social withdrawal. A study of Alaghband-Rad et al. found that 36% 
of patients with childhood schizophrenia had a premorbid history of at least one pervasive 
developmental disorder feature and 13% had full autism (Alaghband-Rad et al., 1995). In all, 
60-70% of children with childhood onset schizophrenia had language and/or motor 
impairments in infancy (Jacobsen & Rapoport, 1998; Watkins et al., 1988). All described 
features and impairments are not specific for early-onset schizophrenia, they can also be found 
in other psychiatric disorders, so they have no diagnostic value. 
There is a vivid debate on primary prevention for subjects at high risk for schizophrenia. In 
short, our knowledge today is not sufficient enough to reliably diagnose pre-schizophrenic 
states, which is why preventive pharmacological treatment cannot be recommended as yet. 

5.5 Course and prognosis 
Early-onset schizophrenia has worse prognosis compared to schizophrenia occurring in 
adulthood. Only 23% of patients with early-onset schizophrenia reach full remission 
(compared to 25% of adult patients), while 25% of them reach partial remission (compared 
to 50% of adult patients). Chronic course will have 52% of patients with early-onset 
schizophrenia (compared to 25% of adult patients) (Remschmidt, 2005). After the 
hospitalization, 40% of patients with early-onset schizophrenia cannot go back to the same 
educational/professional level as before the hospitalization. Besides the chronicification of 
the disease, disfunctional family environment may also be the reason (Remschmidt, 2005).  
Moreover, a total of 10% of people with adult schizophrenia die by suicide (Kaplan & 
Sadock, 1998). There are not many studies on this topic in children and adolescents, but one 
provides interesting results. Eggers points to the risk of suicide in the prodromal state and 
growing suicidal risk with onset of schizophrenia; where 65% of adolescents were 
preoccupied by death thoughts, 20% attempted suicide and 5% committed suicide. 
Compared to adults, suicide was relatively late phenomena, with the average time of 8.5 
years between the onset of schizophrenia and the attempted suicide, and the average time 
between 6 and 14 years for the committed suicide (Eggers, 1978).  
In general, the prognosis for the early-onset schizophrenia is as follows: the earlier the onset, 
the greater the disability (Remschmidt, 2001). Regarding the gender, girls seem to have 
somewhat better prognosis, both because they seem to be less vulnerable to the early-onset 
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listen to the music instead. As children they are often described as special, perpetually 
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years between the onset of schizophrenia and the attempted suicide, and the average time 
between 6 and 14 years for the committed suicide (Eggers, 1978).  
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than boys, and because they seem to be less affected by the illness. This, however, does not 
mean that their chance of full recovery is any better than in boys. 
Studies show that children with prodromal state that lasted over one year have worse 
prognosis for clinical improvement during hospitalization (Amminger et al., 1997). 

5.6 Differential diagnosis 
5.6.1 Conduct and emotional disorders 
Hallucination can be present in conduct and emotional disorders, particularly at the times of 
stress. When focusing on persecutory ideas and ideas of reference, which are often present 
in conduct and emotional disorders, the misdiagnosis can be the problem (Remschmidt, 
2001). 

5.6.2 Affective psychosis 
In a follow-up study of Werry, over 50% of the bipolar disorder cases had initial diagnosis of 
schizophrenia (Werry, 1991), which makes a valid distinction between schizophrenia and 
bipolar disorder in children and adolescents questionable. In affective psychosis, however, 
the onset of psychotic symptoms is often rapid with relatively good premorbid social and 
school functioning. 

5.6.3 Autistic spectrum disorders 
Positive symptoms may develop in autistic spectrum disorders in adolescence, however, 
they are usually transitory. Children and adolescents with autistic spectrum disorders have 
more long-standing and progressive deterioration in social and cognitive fields prior to the 
onset of psychotic symptoms. 

5.6.4 Organic brain conditions 
At first episode of schizophrenia, one must exclude all other possible organic causes for 
psychotic symptomatology (drug-inducted psychosis, epilepsy, neuro-degenerative 
disorders etc.) described in special subchapters.  

5.7 Treatment of schizophrenia 
5.7.1 Pharmacological treatment 
Antipsychotics are the first choice drugs in a pharmacological treatment of schizophrenia. 
They act suppressively on the symptomatology of the disease, but do not cure the disease. 
They calm, reduce and eliminate psychotic symptoms in an acute state of schizophrenia. 
When the acute state has settled down, they act prophylactic against psychotic recidives. 
Pharmacological treatment in schizophrenia can be divided into three phases: 
- Acute phase, in which antipsychotics act suppressively on major schizophrenic 

symptoms. 
- Maintenance phase, which starts in full remission and should last at least six months 

with the same doses of antiphsychotics as in acute phase. The purpose is to prevent 
possible relapse, to improve patient’s social skills and further relief of symptoms.  

- Prophylaxis phase prevents recidive and helps maintaining and/or exceeding the 
achieved level of patient’s functioning and quality of life. This phase should last at least 
one year after the first episode of schizophrenia and several years after the second 
episode of schizophrenia. As schizophrenia is a chronic disease, the pharmacological 
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treatment can be lifelong. The doses of antipsychotics should be lower than in the first 
two phases (Sandock & Sandock, 2007).  

5.7.2 Psychotherapeutic measures 
It is crucial that schizophrenic patients and their families are educated about the disease, its 
etiology, its course and the treatment. Patients and their families have to have the 
knowledge about the disorder in order to recognise a relapse on time, to prevent preterm 
drug reduction or cessation, and to strengthen the compliance. Among psychotherapeutic 
measures, only the most used/applied will be mentioned, i.e. cognitive and other 
behavioural approaches, emotion management therapy, group programs, family-oriented 
measures, supportive and structural family therapy and extended development-oriented 
family therapy. 

5.7.3 Rehabilitation 
Since nearly half of the patients suffering from schizophrenia cannot return immediately 
after the hospitalization to their school/occupational and family environment, they are 
usually directed to rehabilitation centres. On average, the rehabilitation lasts two years and 
is crucial to the treatment of schizophrenia.  
The rehabilitation can be divided into two phases, aiming at growing stepwise 
independence. During the first phase, much effort should be assigned to the areas of 
schooling, working skills, social skills training and interpersonal problem solving. It usually 
lasts one year. The patient is living together with other patients in a rehabilitation centre in a 
family-like structured program. The second rehabilitation phase, however, should bring 
major change to the patient in order to gain more independence, self-sufficiency, 
psychosocial reintegration and the continuation of school and professional work without the 
significant support from the rehabilitation centre (Remschmidt, 2001). 

6. Acute and transient psychotic disorders  
There are no reliable data on incidence and prevalence, gender ratio and the mean age at the 
onset for this psychotic disorder. It seems, however, that it is more frequent in a younger 
population. The disorder is characterized by a sudden onset (less than in a two-week time) 
of psychotic symptoms, which may include delusions, hallucinations, disorganized speech 
or behavior, or catatonic behavior. Also, the symptoms can change frequently during an 
episode. The duration of an acute and transient psychosis is generally short, non re-
occurring, and not better accounted for by another condition. Symptoms generally do not 
last long, usually just a few days or weeks, but 2-3 months at most. There is a possibility of 
an eventual return to full baseline functioning (Kaplan & Sadock, 1998). The prognosis is 
good ‒ 50-80% of patients do not have any psychiatric problems after the acute psychosis 
has ended. Occasionally, a relation to a stressor can be found. In such cases, the diagnosis of 
a reactive disorder is appropriate (Sandock & Sandock, 2007). 

6.1 Reactive psychoses 
Reactive psychosis occurs shortly after (maximum 2 weeks after) and in response to a 
significant stressor in a person's life (death in the family, war, divorce, abuse, etc.). Psychotic 
symptoms can be thematically closely related to the trauma. The reactive psychoses are 
short. Their duration is usually not longer than 2-3 months. 



 
Psychiatric Disorders – Trends and Developments 

 

140 

than boys, and because they seem to be less affected by the illness. This, however, does not 
mean that their chance of full recovery is any better than in boys. 
Studies show that children with prodromal state that lasted over one year have worse 
prognosis for clinical improvement during hospitalization (Amminger et al., 1997). 

5.6 Differential diagnosis 
5.6.1 Conduct and emotional disorders 
Hallucination can be present in conduct and emotional disorders, particularly at the times of 
stress. When focusing on persecutory ideas and ideas of reference, which are often present 
in conduct and emotional disorders, the misdiagnosis can be the problem (Remschmidt, 
2001). 

5.6.2 Affective psychosis 
In a follow-up study of Werry, over 50% of the bipolar disorder cases had initial diagnosis of 
schizophrenia (Werry, 1991), which makes a valid distinction between schizophrenia and 
bipolar disorder in children and adolescents questionable. In affective psychosis, however, 
the onset of psychotic symptoms is often rapid with relatively good premorbid social and 
school functioning. 

5.6.3 Autistic spectrum disorders 
Positive symptoms may develop in autistic spectrum disorders in adolescence, however, 
they are usually transitory. Children and adolescents with autistic spectrum disorders have 
more long-standing and progressive deterioration in social and cognitive fields prior to the 
onset of psychotic symptoms. 

5.6.4 Organic brain conditions 
At first episode of schizophrenia, one must exclude all other possible organic causes for 
psychotic symptomatology (drug-inducted psychosis, epilepsy, neuro-degenerative 
disorders etc.) described in special subchapters.  

5.7 Treatment of schizophrenia 
5.7.1 Pharmacological treatment 
Antipsychotics are the first choice drugs in a pharmacological treatment of schizophrenia. 
They act suppressively on the symptomatology of the disease, but do not cure the disease. 
They calm, reduce and eliminate psychotic symptoms in an acute state of schizophrenia. 
When the acute state has settled down, they act prophylactic against psychotic recidives. 
Pharmacological treatment in schizophrenia can be divided into three phases: 
- Acute phase, in which antipsychotics act suppressively on major schizophrenic 

symptoms. 
- Maintenance phase, which starts in full remission and should last at least six months 

with the same doses of antiphsychotics as in acute phase. The purpose is to prevent 
possible relapse, to improve patient’s social skills and further relief of symptoms.  

- Prophylaxis phase prevents recidive and helps maintaining and/or exceeding the 
achieved level of patient’s functioning and quality of life. This phase should last at least 
one year after the first episode of schizophrenia and several years after the second 
episode of schizophrenia. As schizophrenia is a chronic disease, the pharmacological 

 
Childhood and Adolescent Schizophrenia and Other Early-Onset Psychoses 

 

141 

treatment can be lifelong. The doses of antipsychotics should be lower than in the first 
two phases (Sandock & Sandock, 2007).  

5.7.2 Psychotherapeutic measures 
It is crucial that schizophrenic patients and their families are educated about the disease, its 
etiology, its course and the treatment. Patients and their families have to have the 
knowledge about the disorder in order to recognise a relapse on time, to prevent preterm 
drug reduction or cessation, and to strengthen the compliance. Among psychotherapeutic 
measures, only the most used/applied will be mentioned, i.e. cognitive and other 
behavioural approaches, emotion management therapy, group programs, family-oriented 
measures, supportive and structural family therapy and extended development-oriented 
family therapy. 

5.7.3 Rehabilitation 
Since nearly half of the patients suffering from schizophrenia cannot return immediately 
after the hospitalization to their school/occupational and family environment, they are 
usually directed to rehabilitation centres. On average, the rehabilitation lasts two years and 
is crucial to the treatment of schizophrenia.  
The rehabilitation can be divided into two phases, aiming at growing stepwise 
independence. During the first phase, much effort should be assigned to the areas of 
schooling, working skills, social skills training and interpersonal problem solving. It usually 
lasts one year. The patient is living together with other patients in a rehabilitation centre in a 
family-like structured program. The second rehabilitation phase, however, should bring 
major change to the patient in order to gain more independence, self-sufficiency, 
psychosocial reintegration and the continuation of school and professional work without the 
significant support from the rehabilitation centre (Remschmidt, 2001). 

6. Acute and transient psychotic disorders  
There are no reliable data on incidence and prevalence, gender ratio and the mean age at the 
onset for this psychotic disorder. It seems, however, that it is more frequent in a younger 
population. The disorder is characterized by a sudden onset (less than in a two-week time) 
of psychotic symptoms, which may include delusions, hallucinations, disorganized speech 
or behavior, or catatonic behavior. Also, the symptoms can change frequently during an 
episode. The duration of an acute and transient psychosis is generally short, non re-
occurring, and not better accounted for by another condition. Symptoms generally do not 
last long, usually just a few days or weeks, but 2-3 months at most. There is a possibility of 
an eventual return to full baseline functioning (Kaplan & Sadock, 1998). The prognosis is 
good ‒ 50-80% of patients do not have any psychiatric problems after the acute psychosis 
has ended. Occasionally, a relation to a stressor can be found. In such cases, the diagnosis of 
a reactive disorder is appropriate (Sandock & Sandock, 2007). 

6.1 Reactive psychoses 
Reactive psychosis occurs shortly after (maximum 2 weeks after) and in response to a 
significant stressor in a person's life (death in the family, war, divorce, abuse, etc.). Psychotic 
symptoms can be thematically closely related to the trauma. The reactive psychoses are 
short. Their duration is usually not longer than 2-3 months. 



 
Psychiatric Disorders – Trends and Developments 

 

142 

7. Substance-induced psychotic disorder 
There are 3 facts that are important when dealing with psychoactive substances associated 
with psychotic disorders (Kaplan & Sadock, 1998; Remschmidt, 2004). 
- Psychoactive substances can cause psychotic symptoms in anyone (typical 

hallucinogens are LSD, phencyclidine ‒”angel dust”, cocaine and amphetamine ‒ ”speed” 
and ”ecstasy”).  

- In a person who is genetically predisposed to developing a psychosis, psychoactive 
substances can accelerate the onset of the psychosis and worsen its clinical picture, 
course and treatment. 

- Patients with psychotic disorder (most often schizophrenia) can use psychoactive 
substances as self-medication because of their effect on symptomatic recovery. Heroin, 
for instance, can reduce hallucinations, while cannabis, on the other hand, calms the 
psychotic excitement.  

Psychotic symptoms in substance-induced psychotic disorders develop during the intake of 
a substance or not later than 48 hours after it. Partial remission occurs within one month, 
while full remission is achieved in 6 months (Remschmidt, 2004). Prominent hallucinations 
(they typically appear on more than one sensorial level, even though acoustic hallucinations 
are the most frequent ones), delusions, psychomotor abnormalities (excitment or stupor) 
and a variety of affective symptoms are typical for a substance-induced psychotic disorder. 
It is worth mentioning that canabis can cause chronic psychotic state too (Sandock & 
Sandock, 2007).  
In an acute psychotic state, it is difficult to make a distinction between substance-induced 
psychotic disorders, brief and acute psychotic disorders and schizophrenia. The main facts 
that militate against the substance-induced psychotic disorders are (Remschmidt, 2005): 
- The presence of psychotic symptoms prior to the drug consummation.  
- The presence of psychotic episodes prior to the drug consummation. 
- Drug-induced psychotic symptoms persist longer than expected.  

8. Psychotic disorders due to general medical condition 
The evaluation of a psychotic patient requires also a consideration of the possibility that the 
psychotic symptoms are the result of a general medical condition (brain tumour, head 
injury, poisoning, infection, metabolic diseases, epilepsy, etc.). These conditions can 
represent a real diagnostic problem if the psychotic symptoms are the only symptoms in the 
clinical picture. In such a case, there is a danger to overlook the organic/somatic cause of the 
symptomatology and to treat the patient incorrectly. When dealing with a case of first 
psychotic/schizophrenic episode there is a need to preform  laboratory tests and imaging 
investigations in order to exclude the most possible causes of psychotic symptomatology 
(Sandock & Sandock, 2007). 

8.1 Case report 
An 18-year-old girl was admitted to the Child and Adolescent Psychiatry Unit of the 
Maribor University Clinical Centre in Slovenia for suspected disorganized (formerly called 
hebephrenic) schizophrenia. A year before that, at the age of 17, she had begun to laugh 
without reason, and her behaviour had become silly and disorganized. Her emotional 
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responses were inappropriate. She started grimacing and became paramimic and 
parathymic. She withdrew socially and began to shut herself in her room. She had auditory 
hallucinations, consisting of a running commentary on her behaviour. At that time, there 
were no changes in her school performance, which was already consistently below average; 
however, her school performance deteriorated 3 months before admission to hospital, when 
she became unable to do any schoolwork. She also became disoriented as to her 
whereabouts and got lost several times. 
There had been no aberrations in her developmental milestones. Until recently, she had not 
had any diseases or needed any medical attention. 
Her family history was interesting. She had a 24-year-old brother with moderate mental 
retardation according to the DSM-IV criteria. He had delayed developmental milestones and 
difficulties in walking and speaking. She also had a 25-year-old sister who, 4 years before, 
had had an episode of postpartum depression (according to DSM-IV criteria) that started a 
few days after she had delivered a baby. She had depressed mood and no interest in her 
baby or in any other activities. She was motor retarded, complained about loss of energy 
and diminished ability to think and concentrate, and she reported feelings of worthlessness 
and guilt about being ill and not being able to take care of her baby. She cried constantly, 
had no appetite and suffered from insomnia. She recovered in a month without any 
antidepressants. Her school performance had been below average throughout all 10 years of 
her education, and she had been unable to find a job either before or after the episode of 
postpartum depression. She attended night school to become a cook and had achieved 
average success at the time of writing. There was no history of psychiatric disturbance 
before or after the episode of postpartum depression. The patient’s mother had 7 half-
siblings. Two had died, probably of pneumonia, at the age of 6 months. The third sibling 
was mentally retarded and probably had poliomyelitis at the age of 2 years. Otherwise, 
there was no family history of psychiatric disorders. 
At admission, our patient was disoriented in terms of time, place and person. Her thought 
process was disorganized, and her behaviour was disorganized and uninhibited. She was 
paramimic and parathymic with blunted affect. Her rapport with others was poor and her 
speech monotonous, and her understanding of questions was poor. She had a poor attention 
span and reported auditory hallucinations, consisting of a running commentary on her 
behaviour, which she found pleasant. She described the hallucinations as a single young 
male voice, which was talking to her using short sentences, mostly encouraging her to do 
everyday tasks and commenting on her behaviour. She revealed a lack of initiative, had 
poor contact with reality and had no insight into her illness. She was incontinent of urine 
and had dyspraxia. Psychological tests (Rorschach projective test and Bender Visual–Motor 
Gestalt test) revealed psychotic disturbance. The results of routine laboratory tests including 
thyroid-stimulating hormone, vitamin B12 and folic acid were normal. The findings of 
syphilis and HIV-1 serology were negative, as was serology for Borrelia burgdorferi. Levels 
of proteins in the cerebrospinal fluid were elevated (0.77 g/L). Electroencephalography 
(EEG) showed abnormal bilateral synchronous, mainly theta activity, which was most 
prominent temporally. 
According to DSM-IV diagnostic criteria, the patient’s disease presented like disorganized 
schizophrenia (disorganized thought process and behaviour, flattening of the affect, 
auditory hallucinations and social dysfunction). These symptoms persisted for about 9 
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months without any marked signs of cognitive impairment, apart from poor attention and 
slowing in thought process. Therefore, treatment with small doses of an atypical 
antipsychotic, risperidone (1 mL twice a day) was initiated. 
After 1 week of treatment, the patient stopped reporting auditory hallucinations. 
Although her behaviour was still disorganized, she was more willing to cooperate during 
the required medical examinations. Neurologic examination revealed positive pyramidal 
signs in the upper extremities. Tendon-stretch reflexes in the lower extremities were 
absent distally. Computed tomography revealed signs of advanced cortical atrophy, 
symmetrical ventricular enlargement and periventricular white-matter hypodensity. 
Magnetic resonance imaging of the brain showed diffuse signal hyperintensity of the 
white matter, especially in the periventricular area, as well as in the corpus callosum, 
cerebral atrophic changes and symmetrical ventricular enlargement. Electromyography 
showed a slowing of the nerve conduction velocities (NCV) (NCV of the peroneal nerve 
was 23 m/s [reference range 44–57 m/s]) and marked prolongation of the F-wave latency. 
Visual evoked potentials showed a normal retinogram, but cortical responses had 
prolonged latencies with a normal response distribution. Somatosensory and acoustic 
evoked potentials were within normal limits. Abdominal ultrasonography revealed 
polyposis of the gall bladder. 
Four weeks later, the disorganized and psychotic clinical picture diminished and the 
patient’s cognitive impairment became increasingly obvious. Apart from poor attention and 
slowing of the thought process, memory (recollection and recent past) was disturbed the 
most. Therefore neuropsychological tests (Wechsler Intelligence Scale, Wechsler Memory 
Scale, Trail-making Test, Stroop Test, Hooper Visual Organization Test, Rivermead 
Behavioural Memory Test and the Controlled Oral Word Association Test) were carried out. 
The patients’ full-scale IQ fell to within the range of severe mental retardation (according to 
DSM-IV criteria). There was a minor difference between the patient’s verbal and 
performance IQ, favouring the former. The impairments were severe over the whole range 
of mental functioning. Attention processes, perception, executive functions, communication 
and motor skills were impaired. Her processing speed was very slow. Memory for verbally 
presented information and visual memory were found to be severely impaired. She could 
not independently perform any simple or routine operations. Therefore, an 
acetylcholinesterase (AChE) inhibitor was added to the therapy (galantamine, 4 mg, twice a 
day for 1 month, then galantamine, 8 mg, twice a day). 
Taking into account the diagnostic findings of neurologic examinations, neuropsychological 
tests, urinary incontinence and imaging, it was clear that there was most probably an 
organic disorder underlying the disorganized schizophrenia–like symptoms, which also 
later caused symptoms of dementia. Therefore, further tests were performed, focusing 
especially on inherited metabolic disorders. 
The results of urine screening tests and screening for very long chain fatty acids in the 
serum were normal, excluding adrenoleukodystrophy and several disorders of peroxisomal 
function. Arylsulfatase A activity in leukocytes was markedly reduced (0.047 nmol/h per 
milligram; normal values in controls 2.82 ± 1.24 nmol/h per milligram). Measurement of 
urinary sulfatides by electrospray ionization–tandem mass spectrometry showed a 10-fold 
elevation of 609 nmol/L (values in healthy controls 51.5 ± 33.45 nmol/L), thus confirming 
the diagnosis of metachrometic leukodystrophia (MLD). 
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In the patient’s sister, who remained clinically asymptomatic apart from the single episode 
described earlier, biochemical tests also showed clear arylsulfatase, a deficiency in 
leukocytes (0.155 nmol/h per milligram) and markedly elevated sulfatides in urine (436 
nmol/L), thus proving the presence of a metabolic disease metachrometic leukodystrophy 
(MLD). In accordance with their obligate heterozygosity, intermediate arylsulfatase A 
activity was found in both of our patients’ parents. Our patients’ mentally retarded older 
brother had normal arylsulfatase A activity and normal values of sulfatides in the urine.  

8.2 Discussion 
Metachromatic leukodystrophy is one of the most serious genetic demyelination disorders 
(Tylki-Szymanska et al., 1996). It is an autosomal recessive lysosomal disease characterized 
by demyelination of the white matter in the central nervous system and the peripheral 
nerves. The relevant gene is located on chromosome 22q13. The disease is caused by a 
deficiency of the enzyme arylsulfatase A, which hydrolyzes various sulfatides, including the 
major sulfate-containing lipids of the nervous system. Sulfatide accumulation can be found 
in the brain and peripheral nerves and nonneural organs (kidney and gallbladder) 
(Hageman et al., 1995). The incidence of MLD is estimated between 1 and 5 cases per 100 000 
newborns (Rentrop et al., 1999) 
There are 3 types of MLD: late infantile, juvenile and adult. The late-infantile form, which 
has its onset at the age of 1–2 years, is characterized by gait and behavioural disturbances. 
The course of the disease is rapid and the outcome fatal. The juvenile form, which has its 
onset between the ages of 3 and 15 years, displays a less distinct phenotype, varying from 
peripheral nerve involvement in younger children to learning problems and behavioural 
difficulties in older children (Kaye, 2001). It has a more protracted course. The symptoms 
of adult MLD include dementia, psychosis, behavioural abnormalities, ataxia, 
polyneuropathy and epileptic seizures. Other psychiatric disorders can present with the 
following MLD symptoms: personality changes, depressive disorders, alcohol addiction, 
and worsening of school and/or work performance. Adult MLD has a slowly progressive 
course. Compared with the late-infantile and juvenile forms, the adult variant of MLD 
appears to be quite rare. The mean survival for adult MLD is at least 12 years, which is 
longer than the survival in late-infantile MLD (3–4 years) and juvenile MLD (7–9 years) 
(Kaye, 2001). 
The diagnosis of MLD is based on arylsulfatase A activity in leukocytes or fibroblasts and on 
sulfatide excretion in the urine.  
There is much disagreement in the literature regarding the incidence of psychosis in  
adult MLD. Hyde et al. (Hyde et al., 1992) suggested that in 53% of patients with adult  
MLD psychosis is present and is often the initial manifestation. Cengiz et al. (Cengiz et al., 
2002) reported the cases of 3 sisters with adult type MLD, 2 of whom were initially 
diagnosed as having schizophrenia. Hageman et al state that psychosis is a less common 
symptom than previously suggested. In their group of 13 patients with confirmed adult 
MLD, the most common symptoms were ataxia and behavioural abnormalities with only 1 
patient suffering from psychosis. The findings were similar in the group of 24 patients with 
confirmed MLD described in the literature, among whom only 4 were psychotic (Hageman 
et al., 1995). 
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In the patient’s sister, who remained clinically asymptomatic apart from the single episode 
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Disorganized schizophrenia-like symptoms were the initial manifestation of MLD in our 
patient, and they persisted without any marked signs of cognitive impairment for at least 9 
months. Then she got lost several times, and her school performance deteriorated. It is open 
to discussion whether her school performance deteriorated because of the disorganized 
schizophrenia-like symptoms or whether this was the first symptom of dementia. The 
differential diagnosis of dementia became problematic when disorganized and psychotic 
symptoms diminished after treatment with antipsychotics. We wondered whether 
disorganized schizophrenia-like symptoms just masked dementia? The first symptoms of 
disease were disorganized and silly behaviour, disorganized thought process, inappropriate 
affect, social withdrawal, incongruous grimacing, outbursts of laughter without any 
apparent reason, paramimia, parathymia, auditory hallucinations, poor contact with reality 
and no prominent signs of cognitive impairment. All these symptoms can also be found 
with dementia; however, they usually occur later, have a gradual onset and are rarely all 
present at the same time. At some point, as MLD progressed, disorganized schizophrenia–
like symptoms most probably masked dementia, but dementia was not the initial 
manifestation of MLD in our patient.  
The patient’s older sister, in whom the diagnosis of MLD was confirmed biochemically, had 
had an episode of postpartum depression 4 years before. The literature describes some cases 
of adult MLD manifesting as major depression, but to our knowledge none of postpartum 
depression (Ricketts et al., 1996; Vella et al., 1998). 
Little is known about the symptomatic treatment of psychotic symptoms and dementia in 
MLD. Our patient responded well to treatment with small doses of an atypical 
antipsychotic, showing no side effects. More questionable is the treatment with AChE 
inhibitors, which is only indicated in Alzheimer’s disease. 
This report underlines the importance of metabolic or any other somatic disease as a cause 
of what appears to be a psychosis or schizophrenia. It is crucial to always bear in mind that a 
full clinical, biochemical and imaging diagnostic evaluations must be performed in any 
patient with psychotic symptoms (Seidl et al., 1981). 

9. Treatment of psychotic disorders 
In diagnosing psychosis or any other psychiatric disorder it is important to know how to 
talk to a child or an adolescent. The communication has to be age appropriate, clear and 
without any questions that could be misunderstood or confusing. To create a positive 
transfer it can be helpful to know the topics, films, toys and plays that are popular in a 
specific age group. Children and adolescents usually like to talk openly without any 
reservations. They are frank in their answers and compared to adults they minimalize or 
deny their problems and fears less frequently.  
It is equally important that the therapist is calm and relaxed, using short and 
understandable questions, talking slowly and understandably. Unclear question 
formulations and irony, must be avoided because they can additionally confuse and excite 
the patient. Furthermore, the therapist should also clearly explain the patient that he or 
she is here to help and that in order to do so some questions need to be answered. 
Discussion about the (un)reality of patient’s symptoms and feelings when dealing with an 
acute psychotic patient should be postponed until the remission phase. It is possible that 
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patient’s state of disease will not allow interviewing the patient what have to be 
recognised soon enough in order not to excite the patients further. But general are 
psychotic children and adolescents willing to talk about themselves and their 
symptomatic. 
When meeting an acute psychotic patient for a first time, it is difficult to know if the 
psychotic symptomatics is substance-induced, if it is a result of a general medical condition 
or whether it is a case of schizophrenia. If the patient’s condition allows taking auto- and 
hetero- anamnestic data, these could be very helpful in further differential diagnostic 
considerations. For instance, any information on the febrile state or a head injury is very 
probably associated with a possible organic background. Information on drug consumption 
is needed to exclude or include a substance-induced psychotic disorders in the diagnosis. 
Also, schizophrenia positive family history, a symptomatic that is typical for prodromal 
state or premorbid personal characteristic can be frequently found in the first schizophrenic 
episode. 
Recommended investigations in any first psychotic episode are (Sandock & Sandock, 2007): 
- blood biochemical tests (including liver functional tests), thyroid hormones  
- drug and alcohol tests 
- EEG, ECG, brain imagining investigations (CAT scan or MRI). 
If metabolic diseases are suspicious further diagnostic testing should be performed: lactate, 
pyruvate, ammonia test, aminoacids in serum and urine, organic acids in urine; copper, 
ceruloplasmine (Mb Wilson); encime arylsulphatase A activity in leukocytes and 
sulphatides in urine (metachrometic leukodystrophia) (Gregoric Kumperscak, 2005). 
Roughly speaking, psychotic patients can clinically present as two different types. Firstly, as 
acute psychotic, excited and/or physically aggressive patients with vivid hallucinations and 
illusions without any reality or impulse control and without disease insight. Secondly, as 
socially withdrawn adolescents with peculiar ideas and interests, diminished school 
achievements, in whom psychotic symptoms are present but hardly fulfil the needed 
diagnostic criteria for any psychotic disorder. The first type of patients should be 
hospitalized and treated with antipsychotics and other medicaments described in following 
chapter. The second type with a slowly developing clinical picture of psychosis just needs to 
be carefully followed in order to establish a proper diagnosis. Special care should be taken 
as prodromal state can be easily misdiagnosed or overlooked. Therefore, it is of outmost 
importance for the therapist to be familiar with all variations of development and growing 
up. Sometimes the search of adolescents for their identity can be mistakenly considered as a 
prodromal state. Only when there is a big difference between premorbid functioning and 
actual functioning (lower school achievements and social interests), there is a strong 
likelihood of prodromal state. Adolescents in general feel and describe psychotic symptoms 
before they can actually be seen in their behaviour and be objectivised. Thus, children and 
adolescents in a pre-psychotic state often talk about their inner changing, about a strong 
feeling that there is something happening to them, often stating that they are losing control 
and their mind. They are very upset and tense without any genuine reason. 

9.1 Medication in an acute psychotic and/or excited patient  
Acute psychotic and/or excited patients need medication prior to their admission to the 
hospital. Atypical antipsychotics (AA) and/or benzodiazepines (BD) can be used. The 
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recommendations for acute psychotic and excited child or adolescent treatment follow the 
recommendations for adult patients. All doses have to be age-adjusted.  
AAs and BDs are broadly equally effective in sedation, however the effect of BDs can be 
quicker. Sometimes the combination of AAs and BDs is necessary and also more effective 
(Tayler et al., 2009). If the patient is already on AA, then BDs are recommended. If 
substance-induced psychosis is suspicious, then AAs are appropriate (Tayler et al., 2009). 
Before resorting to intramuscular medication (im.), oral medications are always first choice. 
Clinicians have a good experience with risperidone in suspension, which can be given with 
water or tea. Oral risperidone suspension 0.5 to 2ml can be first administrated and if no 
effect is achieved after 2 hours, another dose of risperidone can be given. Olanzepine 5-
10mg or haloperidol 0.05-0.15mg per kg per day can also be administrated. Among BDs, 
lorazepan 1-2 mg or diazepam 5-10mg can be used and the same dose can be repeatedly 
given after 1-2 hours if no effect is noted. The combination of AAs and BDs could also be 
administrated. 
If there is no possibility for oral medication, im. medication must be used. Among AAs, 
olazepine 2.5-10mg im. can be administrated or a first generation antipsychotic haloperidol 
0.025-0.075mg im. per kg per dose. Among BDs, lorazepam 0.05-0.1 mg im. per kg per dose 
or diazepam 0.1mg per kg per dose by slow iv. injection can be administrated. 

10. Conclusion 
To summarize, there are several traps when dealing with children and adolescents who 
present with symptoms suspicious of being psychosis. The above-described case report 
clearly shows that it is possible for an organic disease to present with psychotic symptoms 
only. This, of course, causes problems in accurately diagnosing the disease. Therefore, in 
order not to overlook a possible organic cause in a psychotic clinical picture, a biochemical, 
neurological and imagining tests and procedures must always be performed first. 
Developmental period with its own special characteristics is another factor that needs to be 
considered when establishing the diagnosis. Each developmental state can colour the clinical 
picture differently. It can either overlap or aggravate the psychotic symptoms. For instance, 
it is completely normal for a 5-years old child to have an imaginary friend, but at age of 15 
such friend may indicate pathology. 
Also, adolescence is associated with many developmental tasks such as identity formation, 
independence and autonomy, and development of one’s own view of life. All this, of course, 
brings along at a certain stage of development a detachment from parents, a retreat into 
their own world, as well as changes in the way of thinking and one’s own philosophy, 
which however should not be confused with the schizophrenia prodromes. On the other 
hand, due to their key neurodevelopmental changes, puberty and adolescence represent an 
important risk factor for the development of schizophrenia. Therefore, this should be taken 
into consideration when establishing the correct diagnosis.  
To conclude, though infrequent in childhood, schizophrenia is a major psychiatric disorder 
of adolescence (Remschmidt, 2001). Bearing in mind that early-onset schizophrenia has 
worse prognosis than the adult-onset one, early diagnosis followed by treatment is essential. 
However, in order to diagnose schizophrenia properly, a thorough knowledge of the 
negative and positive symptoms, prodromal state symptom varieties as well of the full 
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range of normal developmental changes is indispensable. Early-onset schizophrenia 
frequently starts with negative symptoms, but schizophrenia is usually recognised only 
when positive symptoms appear in the clinical picture. It also is noteworthy to mention that 
children and adolescents feel the symptoms and describe them much earlier than their effect 
on their behaviour can be objectivised and diagnosed. 
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1. Introduction 
Schizophrenia is no doubt one of the most controversial psychotic disorders when it comes 
to describing the symptomatological characteristics (or syndrome groups) that define it. It 
has no syndrome-specific pathognomonic sign, and its etiology remains poorly understood 
(Andreasen & Carpenter, 1993; Tsuang, 2000). A century of inquiries supported by 
considerable progress, especially recent advancements in electrophysiology, imaging, 
molecular biology, and even cognitive psychology (evolutionary psychology among others), 
have not yet supplied the needed answers, in such a way that coming up with a single 
definition of "schizophrenia" is still impossible. Even today, then, this pathology remains an 
ill-defined reality. Many studies have suggested that one problem with schizophrenia is its 
heterogeneity (Heinrichs, 1993), an idea supported not only by the discovery of its multiple 
clinical manifestations but also and especially because it is difficult to find characteristics or 
features that are shared by all individuals diagnosed with this disease (Chapman & 
Chapman, 1989; Goldstein, 1990; Heinrichs, 1993).  
In this chapter, we will not address the issue of the potential cognitive or 
neuropsychological processes underlying the symptoms of schizophrenia. Whatever they 
may be, we believe that the pathology will necessarily be manifest in interactive and 
discursive settings, whether experimental or clinical; and we hypothesize accordingly that 
under certain conditions - at least in the natural conditions of language use - the verbal 
behavior of schizophrenics is likely to reflect the specificities of the disease (Musiol & 
Trognon, 2000). Locating and analyzing these specificities, if there are any, should therefore 
improve diagnosis strategies in the middle term. 
Based on our view that verbal interaction is the "natural locus of symptom expression" 
(Trognon & Musiol, 1996), we propose a methodology for analyzing verbal interaction that 
is inspired by both pragmatics and cognitive psychology. Our aim is, firstly, to detect 
discourse and dialogue discontinuities as objectively and "decisively" as possible (by 
"decisively", we mean that there is a high probability of finding pathological dysfunctioning 
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behind the pathological behavior). Then we look at the potential relationship between these 
discontinuities and the syndrome's specificities, and at a more general level, we discuss how 
they relate to the question of incoherence. Finally, we show that our pragmatic, cognitive, 
and formal methodology for dialogue analysis (Musiol, 2002; Musiol & Rebuschi, 2011) 
enables us to better specify and better differentiate between the various schizophrenic 
syndromes. 

2. Grasping the symptomatological characteristics of schizophrenia 
Clinical research on schizophrenia has been making significant progress for nearly thirty 
years now. In the 1970's and 80's, inquiries into the well-foundedness of the classification 
into subtypes (paranoid, disorganized, catatonic, etc.) proposed in clinical psychiatry gave 
way to other models for describing the disease (Andreasen, 1979a; 1984; Andreasen & Olsen, 
1982; Crow, 1980; Liddle, 1987). The results of these studies, although growing in number, 
were contradictory, however, so their heuristic relevance was discredited to some extent. 
The heterogeneity of the findings led investigators to steer their research towards trying to 
establish more accurate criteria in view of obtaining greater homogeneity in the populations 
under study. The development of a number of clinical-information gathering methods, all 
aimed at producing more global symptom-assessment scales, is an example of this latter 
approach. New tools like Kay et al.'s (1987) PANSS (Positive and Negative Syndrome Scale), 
and Andreasen's (1983, 1984) SANS (Scale for the Assessment of Negative Symptoms) and 
SAPS (Scale for the Assessment of Positive Symptoms) became the first methods used and 
designed for the specific purpose of evaluating the negative and positive symptoms of 
schizophrenia. All of these early scales are still widely used today.  
The work that produced these tools was thus based on psychometric analyses (mostly factor 
analyses). Schizophrenia was described first in terms of two dimensions (Andreasen, 1983; 
1984; Andreasen & Olsen, 1982; Crow, 1980) and then in terms of three (Liddle, 1987): 
positive (or productive), negative (or deficient), and disorganized, characterized by formal 
thought disorders (impoverished and incoherent discourse). In addition, schizophrenics 
frequently suffer from cognitive deficits affecting attention, memory, and executive 
functions. The impairment is sometimes massive and is relatively well correlated not only 
with negative-symptom severity, but also, although to a lesser extent, to positive-symptom 
severity (Berman et al., 1997; Harvey et al., 1996). These new orientations proved promising 
and sparked considerable interest, partly due to their satisfactory degree of diagnostic and 
statistic validity, grounded in particular on their good inter-judge reliability rates. Another 
advantage of this type of clinical scale for assessing schizophrenic symptomatology is that 
these psychometric instruments have generally been deemed very useful in evaluating the 
effectiveness of neuroleptic medication. 

2.1 Psychometric approach to communication disorders in schizophrenia 
The idea that language abnormalities pervade the discourse of schizophrenic patients is now 
largely acknowledged by the scientific community. However, although language and 
communication disorders are among the most widely studied, they are hardly ever 
examined in an interaction context. Taking a classical clinical approach, Andreasen (1979a, 
1979b) drew up an extensive inventory of these disorders based on the symptom-assessment 
scales she developed for describing the language-related anomalies specific to schizophrenic 
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discourse. Moreover, her work is still valid today (Bazin et al., 2002; Bazin et al., 2005; 
Docherty et al., 2003; Liddle et al., 2002; Olivier et al., 1997). 
Moreover, clinical observation has made a substantial contribution to describing these 
impairments. Right from the very first descriptions of schizophrenic symptoms, a 
preponderant concern was language, or even thought disorders (Bleuler, 1911; Chaslin, 
1912; Kraepelin, 1971). In fact, it was in a Bleulerian perspective centered on language and 
communication that Andreasen designed a scale for assessing dissociation (Scale for 
Assessment of Thought, Language and Communication or TLC) in an attempt to make the 
concept of "formal thought disorder" fully operational. A such disorder is indeed a key 
symptom for researchers and clinicians interested in the potential complex thought 
disorders associated with this pathology. Note that Andreasen's TLC was recently translated 
into French and validated by Bazin (Bazin et al., 2002). 
Studies attempting to gain finer insight into the symptomatology of schizophrenia via a 
clinical approach continue to grow in number. It has become clear, however, that 
although these concepts - "formal thought disorder", "incoherence", "disorganized 
thought" - have been addressed in terms of their relationship to language problems, little 
research has been conducted to look into how they are related to verbal interaction, that 
is, interaction in the "natural context" where these phenomena occur (Trognon & Musiol, 
1996). In our minds, analyzing this context is a prerequisite for relating these language 
behaviors to the specific communication, language, and thought abnormalities of these 
individuals, and in the end, for relating the "incoherent" behaviors rooted in these 
problems to potential dysfunctions of the underlying cognitive processes, themselves 
based on the language faculty (Hauser et al., 2002), mental logic (Rips, 1995), reasoning 
(Politzer, 2002), dialogue (Musiol & Rebuschi, 2011), and the interleaved processes 
required to manage several of these subcomponents. This brings us directly back to the 
question of what unit should be used to analyze these phenomena. We will address this 
question in the next section. 

2.2 Features of discontinuity in schizophrenic verbal interaction (pragmatic, 
cognitive, and dialogical approach) 
Instruments based on "quantification", including psychometric scales, do not paint an 
accurate picture of the cognitive specificities of schizophrenic language and 
communication disorders. Such instruments are developed using a static type of 
methodology that is hardly compatible with the naturally dynamic character of 
communication. In addition, concepts like "incoherence" and "formal thought disorders" 
are only defined in terms of the items included in the scales (Andreasen & Grove, 1986; 
Bazin et al., 2002), i.e., solely in terms of the overt behaviors assumed to be associated 
with the concepts, without reference to the utterance and discourse contexts from which 
the behaviors arise, nor to the psycholinguistic and/or inferential types of cognitive 
processes upon which the behaviors rest.  
In parallel with the clinical and psychometric approach to schizophrenic communication 
disorders, a pragmatic and linguistic type of approach began to develop in the 1970's. 
Unlike the preceding approach, this approach studies the language and communication 
"disorder" in situ, while putting as much emphasis on the speech act as on the syntactic-
semantic structure of the utterance and the contextual dimension of the uttering process, 
grasped in context (Chaïka, 1974; Fromkin, 1975). This means that nearly 20 years before the 



 
Psychiatric Disorders – Trends and Developments 

 

154 

behind the pathological behavior). Then we look at the potential relationship between these 
discontinuities and the syndrome's specificities, and at a more general level, we discuss how 
they relate to the question of incoherence. Finally, we show that our pragmatic, cognitive, 
and formal methodology for dialogue analysis (Musiol, 2002; Musiol & Rebuschi, 2011) 
enables us to better specify and better differentiate between the various schizophrenic 
syndromes. 

2. Grasping the symptomatological characteristics of schizophrenia 
Clinical research on schizophrenia has been making significant progress for nearly thirty 
years now. In the 1970's and 80's, inquiries into the well-foundedness of the classification 
into subtypes (paranoid, disorganized, catatonic, etc.) proposed in clinical psychiatry gave 
way to other models for describing the disease (Andreasen, 1979a; 1984; Andreasen & Olsen, 
1982; Crow, 1980; Liddle, 1987). The results of these studies, although growing in number, 
were contradictory, however, so their heuristic relevance was discredited to some extent. 
The heterogeneity of the findings led investigators to steer their research towards trying to 
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schizophrenia. All of these early scales are still widely used today.  
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2.1 Psychometric approach to communication disorders in schizophrenia 
The idea that language abnormalities pervade the discourse of schizophrenic patients is now 
largely acknowledged by the scientific community. However, although language and 
communication disorders are among the most widely studied, they are hardly ever 
examined in an interaction context. Taking a classical clinical approach, Andreasen (1979a, 
1979b) drew up an extensive inventory of these disorders based on the symptom-assessment 
scales she developed for describing the language-related anomalies specific to schizophrenic 
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discourse. Moreover, her work is still valid today (Bazin et al., 2002; Bazin et al., 2005; 
Docherty et al., 2003; Liddle et al., 2002; Olivier et al., 1997). 
Moreover, clinical observation has made a substantial contribution to describing these 
impairments. Right from the very first descriptions of schizophrenic symptoms, a 
preponderant concern was language, or even thought disorders (Bleuler, 1911; Chaslin, 
1912; Kraepelin, 1971). In fact, it was in a Bleulerian perspective centered on language and 
communication that Andreasen designed a scale for assessing dissociation (Scale for 
Assessment of Thought, Language and Communication or TLC) in an attempt to make the 
concept of "formal thought disorder" fully operational. A such disorder is indeed a key 
symptom for researchers and clinicians interested in the potential complex thought 
disorders associated with this pathology. Note that Andreasen's TLC was recently translated 
into French and validated by Bazin (Bazin et al., 2002). 
Studies attempting to gain finer insight into the symptomatology of schizophrenia via a 
clinical approach continue to grow in number. It has become clear, however, that 
although these concepts - "formal thought disorder", "incoherence", "disorganized 
thought" - have been addressed in terms of their relationship to language problems, little 
research has been conducted to look into how they are related to verbal interaction, that 
is, interaction in the "natural context" where these phenomena occur (Trognon & Musiol, 
1996). In our minds, analyzing this context is a prerequisite for relating these language 
behaviors to the specific communication, language, and thought abnormalities of these 
individuals, and in the end, for relating the "incoherent" behaviors rooted in these 
problems to potential dysfunctions of the underlying cognitive processes, themselves 
based on the language faculty (Hauser et al., 2002), mental logic (Rips, 1995), reasoning 
(Politzer, 2002), dialogue (Musiol & Rebuschi, 2011), and the interleaved processes 
required to manage several of these subcomponents. This brings us directly back to the 
question of what unit should be used to analyze these phenomena. We will address this 
question in the next section. 

2.2 Features of discontinuity in schizophrenic verbal interaction (pragmatic, 
cognitive, and dialogical approach) 
Instruments based on "quantification", including psychometric scales, do not paint an 
accurate picture of the cognitive specificities of schizophrenic language and 
communication disorders. Such instruments are developed using a static type of 
methodology that is hardly compatible with the naturally dynamic character of 
communication. In addition, concepts like "incoherence" and "formal thought disorders" 
are only defined in terms of the items included in the scales (Andreasen & Grove, 1986; 
Bazin et al., 2002), i.e., solely in terms of the overt behaviors assumed to be associated 
with the concepts, without reference to the utterance and discourse contexts from which 
the behaviors arise, nor to the psycholinguistic and/or inferential types of cognitive 
processes upon which the behaviors rest.  
In parallel with the clinical and psychometric approach to schizophrenic communication 
disorders, a pragmatic and linguistic type of approach began to develop in the 1970's. 
Unlike the preceding approach, this approach studies the language and communication 
"disorder" in situ, while putting as much emphasis on the speech act as on the syntactic-
semantic structure of the utterance and the contextual dimension of the uttering process, 
grasped in context (Chaïka, 1974; Fromkin, 1975). This means that nearly 20 years before the 



 
Psychiatric Disorders – Trends and Developments 

 

156 

emergence of the dynamic and resolutely conversational and dialogical approach (Trognon, 
1992), the goal had already become to grasp more than just the schizophrenic language 
disorder itself, but also and especially the impaired way in which these individuals use 
language in a communication setting (whether in a clinical interview, a therapy session, or 
an ordinary conversation). Within the past two or three decades, few researchers have 
challenged the idea that the greatest, if not one of the most important, difficulties of 
schizophrenic patients lies at the pragmatic level (making use of signs in communication 
contexts) (Andreasen et al., 1985; Chaïka, 1974, 1990; Frith, 1992; Fromkin, 1975; McKenna & 
Oh, 2005; Rochester & Martin, 1979; Widlöcher & Hardy-Baylé, 1989). Yet few investigators 
have attempted to develop tools suited to the ways these disorders are expressed during 
verbal interaction, i.e., tools that take the process-based, dynamic nature of interaction into 
account.  
By focusing on the properties of conversations involving a psychiatric patient, we propose 
to develop descriptive, objective, and increasingly "decisive" models of the signs of 
schizophrenia, and thereby rise to the challenge presented by Chaïka and other linguists in 
the early seventies. We will do this by considering not only the utterance context of 
potentially incoherent speech acts, but also the dialogical context that surrounds the 
interview in which those acts are accomplished. Research on such conversations has 
provided support for the hypothesis that schizophrenic patients exhibit syndrome-specific 
impairments at the discourse and communication levels, and more specifically, alterations 
that affect the psychocognitive principles governing language use (Grice, 1975; 1987; Musiol, 
2004; Sperber & Wilson, 1995). 
Studies conducted in the pragmatic research trend of cognitive psychopathology since the 
early 1990's (Musiol, 1992; Trognon, 1992) have shown in this vein that the expression 
modes of a disorder -- here, schizophrenia -- are largely dependent upon the characteristics 
of the interaction, particularly the possibility conditions of verbal communication. We thus 
propose to grasp discourse and dialogue disorders’ using a discontinuity-analysis model 
designed to account for schizophrenic language use and its interrelationships both with the 
patients' discourse and with their conversational behavior as it is manifested in particular in 
the turn-taking process. The many properties of verbal interaction -- turn-taking, reciprocity, 
the hierarchical and dynamic organization of its constituents, and the interlocutionary roles 
the communicating subjects occupy in the turn-taking process (initiator/speaker versus 
reacting-partner/listener) -- should all be seen as factors likely to have an impact on our 
understanding of the significance of a symptom (Musiol, 2002), in such a way that the 
interlocution can be regarded as the natural locus of expression of psychopathological 
phenomena (Trognon & Musiol, 1996). Because of its specific properties and the constraints 
it imposes on the interlocutors' behavior, then, the conversational transaction is the perfect 
place, methodologically speaking, for observing certain interpretive and inferential 
processes and their potential dysfunctioning. 
Below we present the premises of our investigation strategy, based for the time being on a 
dialogical and pragmatic type of analysis and aimed at bringing any such dysfunctions and 
incongruities to the fore. Our task here is to build a predictive model describing the 
properties of the inferential processes underlying certain forms of incoherence in dialogue, 
which in our case, should show up in the behaviors that schizophrenic and "normal" 
interlocutors are led to adopt.  
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2.2.1 Discontinuity and verbal Interaction 
The idea, then, is to build a dialogical and pragmatic model capable of accounting for the 
dynamic properties of verbal-interaction sequences in which a discontinuity1  appears. The 
skills examined -- which belong more specifically to the field we investigate using our 
pragmatic, dialogical, and cognitive approach to psychopathology -- are thus related to the 
characteristics of the inferential processes interlocutors are led to act out in a verbal 
exchange, and more specifically, in a clinical interview. They are also related, among other 
things, to the cognitive processes used to manage the properties extracted from the various 
different components of the primary communication units that generate the verbal 
interaction. These units are elementary illocutionary acts, also called speech acts or 
discourse acts. On the empirical level, our research in this area over the past fifteen or so 
years (Musiol & Trognon, 2000; Musiol & Verhaegen, 2009) has enabled us to hypothesize 
that conversations involving a schizophrenic patient will exhibit many incongruities and 
discontinuities. Our studies have also led to the hypothesis that the discontinuities formally 
detected and delineated within a verbal interaction with a schizophrenic fall into two main 
categories, defined by the so-called hierarchical and functional properties of the discourse 
structure. Relative to this "hierarchical and functional" structure of discourse (Roulet et al., 
1985), we will call the first category "non-decisive" and the second, "decisive". 
The idea that discourse must be approached as a verbal interaction, at least in linguistics, 
dates back to the 1930's and Bakhtine (Bakhtine, 1930), but the concept of hierarchical 
structure itself was introduced by Pike in the late 1960's (Pike, 1967). This author 
incorporated the study of language (both languages and discourse) into a unified theory of 
the structure of human behavior. In his theory, as the author explains, any event involving 
human behavior (a religious service, for example) can be broken down at the first level into 
a certain number of constituents linked by specific functions; each constituent can in turn be 
broken down into lower-level constituents, and so on down until we obtain units of 
behavior like the utterance or the word. 
In this view - and similarly to what is expressed in certain conceptions developed in the 
linguistics of argumentation (Roulet et al., 1985) or in the psychology of communication 
(Trognon, 1995; Trognon et al., 1999) - discourse (that is to say, the conversational 
transaction) can be seen as a "negotiation" process, which makes its structure and 
functioning easier to grasp, and the conversational transaction can be seen as the relevant 
unit of analysis. We will define conversational transactions as follows: the most elementary 
component is the simple or complex speech act (the illocution). Illocutions are defined as 
acts that apply forces to propositional content (Searle & Vanderveken, 1985); the force 
defines the type of action (assertive, commissive, directive, declarative, expressive) that the 
speech act accomplishes, and can be described in terms of a number of properties, of which 
the illocutionary goal and its direction of fit are among the most important. At a more global 
level, conversational transactions are regular groups of structures, and structures are regular 
groups of exchanges and interventions. Accordingly, an exchange is the basic unit of an 
interlocution, where "basic" means that it is the smallest "dialogical" unit of the interaction 
(Goffman, 1974; Roulet et al., 1985). 
From a microscopic point of view, an exchange is made up of interventions, and the 
minimal intervention is made up of speech acts (or illocutions). From the macroscopic point 
of view, exchanges and interventions are organized into structures. Some of these structures 
                                                 
1 Here, we interpret the notion of incoherence in terms of discontinuity  
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dialogical and pragmatic type of analysis and aimed at bringing any such dysfunctions and 
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exhibit a typical organization and can be functionally interpreted as if they realized a 
collective intentionality. Some examples are communicating information, debating, 
discussing, negotiating, leading a group, making a group decision, as is conducting or 
participating in a clinical interview or a psychotherapy session.  

2.2.2 Properties of non-decisive discontinuity 
Earlier studies (see below) have shown that schizophrenic interlocutions (i.e., ones involving 
a person diagnosed as schizophrenic) exhibit many discontinuities between adjacent 
segments of discourse, whether at the exchange or intervention level. These discontinuities 
occur either when the schizophrenic patient is the second speaker and is attempting to 
adjust his/her reply to the interlocutor's previous intervention, or when the patient is 
expressing his/her train of thought as he/she accomplishes several speech acts within the 
same discursive intervention. We will use the term "between-intervention breaks" to refer to 
coherence problems or discontinuities resulting from a violation of the chaining constraints 
that guarantee continuity between the speaking turns of two separate interlocutors in an 
exchange, and "within-intervention breaks" to refer to coherence problems or discontinuities 
resulting from violation of between-act chaining constraints within the same intervention. 
Note that in discourse, there exist complex interventions that contain subparts made up of 
one or more embedded interaction exchanges (Roulet et al., 1985). Failure to satisfy any of 
these constraints, no matter what kind, suffices to produce a discontinuity. Note in addition 
that chaining constraints apply locally first, between adjacent speaking turns, but the 
possibility of embedded exchange sequences authorizes deferred constraint satisfaction 
(until after this type of sequence is over), which takes place farther along in the unfolding of 
the discourse. It is also possible to double up embedded sequences recursively (one can 
always make a parenthetical remark within another parenthetical remark), which means 
that the interlocutors must be capable of managing a recursive exchange structure (and that 
the formal analyst of the exchange must be able to take its hierarchical structure into 
account). To be exact, one must make the distinction between "proximal" breaks, which 
occur between adjacent interventions, and "distal" breaks, which also result from the 
violation of a chaining constraint, but this time between non-adjacent interventions. 
Although distal, these non-adjacent interventions structure the discourse, insofar as the 
intervention called the speaker's initiative contains the directing utterance that conveys the 
speaker's intended meaning, and the intervention called the listener's reactive-initiative 
intervention contains the directing utterance that carries the linguistic trace of the 
addressee's interpretation of the initial directing utterance. Failure to satisfy these distal 
constraints in a deferred manner -- no doubt because there is no representation of them -- 
constitutes failure in a complex task. As such, it reflects severe disorganization of the 
interlocutive ability (Musiol & Pachoud, 1999).  
Below we present a non-decisive discontinuity exemplifying a between-intervention break.  
Example 1 (X is the schizophrenic interlocutor) 2 
                                                 
2 Transcription conventions: (...) stands for the beginning and end of a conversational sequence; (→) 
stands for prolonged pronunciation of a sound of the language; (↑) stands for a rising intonation; (↓) 
stands for a falling intonation; (inaudible) means that the passage was inaudible (sometimes its 
duration is indicated); words in capitals mean that the speaker stressed the word; +5+ stands for a 
silence of five seconds. Information likely to be important for understanding and analyzing the 
transcription is shown in parentheses. Ambiguous passages are shown in brackets. For ethical reasons, 
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V51: (...) and how do you spend your time otherwise (↑) +5+ 
X52: I watch TV 
V53: You watch TV and you watch TV where (↑) 
X54: In this room 
V55: In this room here and what about when you're not here (↑) when you're somewhere 
else 
X56: I was born in S (city) 
V57: Yeah  
X58: On September 20th 19xx (...) 
 

      
DA1 

    V51 and how do you spend... 

            

      
I1 

    X52 I watch TV... 

     
SI/SE1

    V53a You watch TV... 

 
DI1 

   
I2 

   
I 

b and you watch TV 

     
SE2 

    

         
I 

X54 In this room... 

    
SI1 

       

≠         
I 

V55a In this room here... 

     
DA2 

    b and what about when 
you're 

      
DA1 

   X56 I was born in S... 

 
DI2 

        V57 Yeah 

            

           X58 On September 20th 19xx 

             

Legend. SE: subordinate exchange. I: intervention. DI: directing intervention. DA: directing 
act. SI: subordinate intervention. V: interlocutor V. X: interlocutor X. #: discontinuity. 

Fig. 1. Commented hierarchical diagram of Example 1. 

This exchange consists of two directing interventions (I1 and I2), corresponding to two 
conversational contributions of two different speakers, the first by the "normal" interlocutor 
(hetero-initiated from the patient's point of view). This first intervention, I1, can be 
considered complex. It contains five speaking turns (V51 to V55), and is made up of a 
directing intervention (a substructure represented by intervention V51/DA1, a first-level 
directing act), and a subordinate structure, SI1, which takes place between X52 and V55. 
This subordinate intervention will be called complex too; it consists of a directing 
substructure V55b/DA2 (second-level directing act) and a subordinate exchange, SE1, 
which constitutes its subordinate part (SI) insofar as V55b retroactively subordinates this 

                                                                                                                            
the names of persons, places, and dates have been changed to guarantee the anonymity of all 
participants.   
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I1 
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SI/SE1
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I 
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X54 In this room... 
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≠         
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which constitutes its subordinate part (SI) insofar as V55b retroactively subordinates this 
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substructure. Because the schizophrenic interlocutor's reactive-initiative intervention (I2) 
unfolds between X56 and X58 (with a directing constituent conveyed by X563), one can make 
the assumption that I1's directing component is carried by the utterance acts performed in 
DA1 and DA2, as a directive type of complex speech act like [DA1-DA2] would do, here, 
"How do you spend your time when you're not here?" 
The hierarchical and functional analysis of this sequence thus ascribes X56 the status of act 
serving as the "initiative-interpretive reaction" to the initiating directing component, but a 
discontinuity appears. The break is the result of the lack of continuity here between 
V51/V55b (I1/DA1-DA2) and X56 (I2/DA1). By definition, we will consider discontinuities 
that have an effect on the exchange to consist, discursively, of a pair of adjacent 
interventions (Ii, Ij) whose second element, Ij, is not in a continuity relation with the 
intervention that precedes it (Ii) in the conversation. The first element, Ii, is seen as a source 
variable that imposes constraints on the second element, Ij. In Roulet et al.'s (1985) sense, the 
source variable, Ii, thus defines the set of all between-intervention constraints linked to a 
question that has a closed set of possible responses. These constraints are:  
- Thematic condition: obligation to reply on the theme addressed in the question. 
- Propositional-content condition: obligation to give a reply whose content is related to 

the question's content in an implicative, antonymic, or paraphrastic way.  
- Illocutionary condition: obligation to express the content of one's reply in the 

corresponding illocutionary mode. 
- Argumentative-orientation condition: obligation to reply in the expected way, i.e., to 

confirm the content of the question or its argumentative orientation.  
We posit that discontinuity exists as soon as the second element in the pair does not totally 
or partially satisfy the constraints imposed by the first element (Trognon & Musiol, 1996; 
Musiol et al., 1998). In line with this definition, V51/V55b (I1/DA1-DA2) is the first element 
in the pair, Ii, and X56 (I2/DA1) is the second element in the pair, Ij. The discontinuity was 
generated here by the violation of three out of four conditions: thematic (the patient 
introduced a new topic), propositional content and argumentative orientation (the new topic 
in fact introduced a new discourse universe). The second element in the pair, Ij, was an 
unexpected response to the first element, Ii, in the framework of the general theme of the 
conversational transaction introduced more globally by the "normal" interlocutor.  
Among the different types of constraints described in discourse analysis, within-
intervention chaining constraints pertain to the subject's coordination of his/her own 
discourse; they are discourse planning constraints. Planning operates at various levels, 
depending on the complexity of the discourse. The following example exhibits a within-
intervention discontinuity (non-decisive). By that token, it reveals a disorganized discursive 
production and thus, impaired discourse planning. 
Example 2 (A is the schizophrenic interlocutor) 4 
A25: my mother Sophie 
M26: yes 
A27: my adopted mother uh (→) 
M28: she's not your adopted mother 
                                                 
3 The utterance act performed in X56, "I was born in S" is the constituent which, given the argumentative 
structure of I2, should satisfy the discursive constraints imposed by I1's directing component 

4 Sequence taken from a corpus of Bernard Pachoud (1996).  
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A29: I treat her as an adopted mother, don't know why 
M30: who who might your mother be (↑) 
A31: when I say adopted mother it was to reassure myself it's to (→) uh how can I say 
this (→) uh I'm (→) uh I'm happy [to see her / to have her] 5 (laughs) I'm taking my glasses 
off I can't see clearly Mister P (name) +2+ 
This is a within-intervention discontinuity occurring during a monologue. The patient 
unexpectedly changes focus in A31, "uh I'm, uh, I'm happy [to see her/ to have her]" since he is 
embarrassed to reply to the request for further information regarding his doubts about his 
ancestry. Failing to justify his self-doubts, it seems as if he switches to something else. The 
thing that makes this switch into a discontinuity, i.e., the thing that goes against the 
listener's expectations, and distinguishes this mode of chaining from a simple avoidance 
strategy, is that the speaker gives no sign of changing subjects and does not mark his 
abandonment of his initial plan (Musiol & Pachoud, 1999). Notice also that a syntactic-
semantic ambiguity is conveyed by this speech act. Due to the lexical ambiguity of the 
segment "to see her/ to have her", it has at least two potential meanings, endowed with 
distinct inferential potentials -- the logical form6 can be instantiated by proposition p1, 
whose syntactic-semantic structure is "I'm happy to see her", or by proposition p2, whose 
syntactic-semantic structure is "I'm happy to have her".  
From the pragmatic standpoint, the patient is insufficiently cooperative (Grice, 1975), which 
shows up in his discourse as a violation of the coordination constraints: the patient changes 
focus not only without negotiating the change, but also without even marking it (even 
though a conjunction like "in any case" would have sufficed). This is why we can speak of 
discontinuity here, a discontinuity that can be interpreted as a violation of the thematic-
chaining constraint or the topic-negotiation constraint. Within the intervention structure, the 
thematic constraint requires "the next constituent to be about a thematic element accessible 
from the first constituent, or, in the 'strong version' of that constraint, to be about the object 
of discourse (the intended theme of that constituent)" (Auchlin, 1988). 
Note that this discontinuity is followed almost immediately by another one, as if, after 
violating a coordination constraint, the patient were unable to "get his discourse plan back" 
and started stringing utterances together in a random fashion, or rather in a one-by-one 
fashion based on mere contiguity, i.e., by hooking up to one of the last words pronounced, 
here the word "see", as in the following sequence: "when I say adopted mother it was to reassure 
myself / break 1  / I'm happy [to see her / to have her] / break 2  / I'm taking my glasses off I 
can't see clearly". 
Such discontinuities in a speaker's discourse, which can be interpreted as violations of the 
constraints of coordination, in fact correspond to discontinuities in the speaker's intention 
(which the "normal" listener was trying to grasp) discontinuities that accentuate the 
meaning's indeterminate nature and prevent its confirmation later on in the discourse. 

                                                 
5 The patient said /lavwaR/, which has two possible meanings in French: to see her ("la voir") and to 
have her ("l'avoir")  
6 For Pollock (1997), "The logical form is an interface between the mental language and the other 
cognitive systems involved in the intention and the reference [...] Representations of the logical form 
contain only terms that are semantically interpretable in a universal vocabulary (quantified referential 
expressions, variables, chains, etc.)." 
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substructure. Because the schizophrenic interlocutor's reactive-initiative intervention (I2) 
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intervention chaining constraints pertain to the subject's coordination of his/her own 
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A29: I treat her as an adopted mother, don't know why 
M30: who who might your mother be (↑) 
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this (→) uh I'm (→) uh I'm happy [to see her / to have her] 5 (laughs) I'm taking my glasses 
off I can't see clearly Mister P (name) +2+ 
This is a within-intervention discontinuity occurring during a monologue. The patient 
unexpectedly changes focus in A31, "uh I'm, uh, I'm happy [to see her/ to have her]" since he is 
embarrassed to reply to the request for further information regarding his doubts about his 
ancestry. Failing to justify his self-doubts, it seems as if he switches to something else. The 
thing that makes this switch into a discontinuity, i.e., the thing that goes against the 
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strategy, is that the speaker gives no sign of changing subjects and does not mark his 
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segment "to see her/ to have her", it has at least two potential meanings, endowed with 
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whose syntactic-semantic structure is "I'm happy to see her", or by proposition p2, whose 
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From the pragmatic standpoint, the patient is insufficiently cooperative (Grice, 1975), which 
shows up in his discourse as a violation of the coordination constraints: the patient changes 
focus not only without negotiating the change, but also without even marking it (even 
though a conjunction like "in any case" would have sufficed). This is why we can speak of 
discontinuity here, a discontinuity that can be interpreted as a violation of the thematic-
chaining constraint or the topic-negotiation constraint. Within the intervention structure, the 
thematic constraint requires "the next constituent to be about a thematic element accessible 
from the first constituent, or, in the 'strong version' of that constraint, to be about the object 
of discourse (the intended theme of that constituent)" (Auchlin, 1988). 
Note that this discontinuity is followed almost immediately by another one, as if, after 
violating a coordination constraint, the patient were unable to "get his discourse plan back" 
and started stringing utterances together in a random fashion, or rather in a one-by-one 
fashion based on mere contiguity, i.e., by hooking up to one of the last words pronounced, 
here the word "see", as in the following sequence: "when I say adopted mother it was to reassure 
myself / break 1  / I'm happy [to see her / to have her] / break 2  / I'm taking my glasses off I 
can't see clearly". 
Such discontinuities in a speaker's discourse, which can be interpreted as violations of the 
constraints of coordination, in fact correspond to discontinuities in the speaker's intention 
(which the "normal" listener was trying to grasp) discontinuities that accentuate the 
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5 The patient said /lavwaR/, which has two possible meanings in French: to see her ("la voir") and to 
have her ("l'avoir")  
6 For Pollock (1997), "The logical form is an interface between the mental language and the other 
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At the very first level of theoretical interpretation, violation of the coordination constraints 
underlying the different types of non-decisive discursive discontinuity can be explained in 
terms of deficits. In the light of the assumptions of cognitive neuropsychology (Frith, 1992), 
these difficulties could be the expression of an impaired ability to represent actions in the 
form of "intentions"; such a deficit would have an impact on the ability to plan one's actions. 
In this view, discourse planning during an interlocution can only be distinguished from 
more atomic action-planning processes by the greater complexity of the planning strategies 
it requires. Indeed, planning one's discourse during a conversation is an extremely subtle 
task that requires not only planning the discourse itself (the linearity of the language 
imposes a sequential rendition of what one is trying to say), but also, with every new 
speaking turn, adapting it to what was just said; this means improvising one's next remark 
to fit the situation, which itself must be reassessed in an ongoing manner (Musiol & 
Pachoud, 1999; Pachoud, 1996). 

2.2.3 Properties of decisive discontinuity 
In our model's current state of development, there are two types of decisive discontinuity. 
We call the first type "conversational gear shifting" (Trognon, 1992; Trognon & Musiol, 
1996). Discontinuities of this type disrupt the turn-taking process while sequentially 
satisfying the chaining constraints of two directing interventions. They are characterized by 
a surreptitious change in the course of action by the speaker (here, the schizophrenic 
patient), despite the fact that he/she was the initiator. Consequently, the referential context 
changes without any indication of that change on the part of the speaker.  
This sequence is made up of a ternary exchange, E, so it contains three directing 
interventions, I1, I2, and I3. The first intervention (the initiating one), I1, is supported by 
speaking turn G42 and is qualified as complex insofar as it is comprised of several speech 
acts. The directing act of this intervention is the act "I was supposed to have a wedding with 
3000 guests". The reactive-initiative intervention (I2) is also complex; it is comprised of three 
speaking turns (A43-A44). The directing act of this intervention, labelled DA2, is supported 
by the speech act proffered in A44b "and a marriage to whom (↑)" and two subordinate 
exchanges (SE), each of which consists of two interventions, A43-G43a, and G43b-A44a. 
Finally, the third intervention (called the reactive intervention), I3 -- also complex because it 
contains several speech acts (G44a-G44e) -- is supported in particular by the utterance act 
performed in G44a "whoever'll want me", which subordinates the rest of the speech acts in 
that intervention. 
Example 3 (G is a female schizophrenic interlocutor) 
G42: (...) so you you has no idea (→) it's a big deal you know (→) having a daughter and 
being (→) being (stammers) a virgin then being deflowered and all that (→) abandoned you 
know (→) I'm like you (→) I'm [no longer her / a virgin]7 now (→) I'm a virgin (→) I've got a 
little girl (→) I have (→) like you (→) but like you (→) but I should have (→) never have (→) 
gone out with (→) I still would've been a virgin (→) I would've be8 married in white (→) in a 
                                                 
7 Due to a language impairment typical of schizophrenics, it was not clear whether the patient said 
"pucelle" /pysel/, a French slang word for "virgin", or "plus celle" /plysel/, meaning "I'm no longer her" 
8 Note that the patient's exact words were "je m'aurais marié" (use of the auxiliary "avoir" instead of 
"être"). This grammatical error is commonly made by native French speakers with poor mastery of the 
language 
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big ceremony (→) I was supposed to have a wedding with 3000 guests (→) how does that 
sound to you (↑) 
A43: 3000 (↑) 
G43: 3000 guests (→) so you can see that I've got enough 
A44: my God I see (→) and a marriage to whom (↑) 
G44: whoever'll want me (→) if it's Luke it's Luke (→) if it's not Luke (→) it'll be another 
(→) another American (→) hey I'm not worrying about it anymore (...) 
 

    I1           G42 ... I was supposed to have a 
            I  A43 3000 (↑) 
           SE     
        I    I  G43a 3000 guests 
 E     SE       b so you can see that.. 
   I2   I       A44a my God I see... 
     DA2        b and a marriage to whom (↑) 
                
      DA3         G44a whoever'll want me 
    I3          b if it's Luke it's Luke... 
              c if it's not Luke... it'll be a 
                 
      

SA3 
        d another American... 

              e hey I'm not worrying about it 
anymore 

                 

Legend. E: exchange. SE: subordinate exchange. I: intervention. DA: directing act. SA: subordinate act. 
G: interlocutor G. A: interlocutor A. 

Fig. 2. Commented hierarchical diagram of Example 3. 

In this sequence, then, it is schizophrenic patient G who, in G42, initiates a narration (in 
which her interlocutor agrees to participate) of the wedding she was supposed to have (first 
intervention, labelled the initiating intervention). The directing constituent "and a marriage to 
whom (↑)" (second intervention: A44b) also contributes to this narration. The reference 
universe of this question corresponds to an "imaginary" wedding related by G. This second 
intervention can also be interpreted as a question about G's future marriage plans, and this 
is the interpretation that G links into, via a third directing intervention in G44a. But her 
remarks are unexpected, to say the least. We will say here that G "shifts gears" during this 
third phase of the interaction. Now, although a conversational discontinuity like failing to 
answer a question or not replying to the point being made can be interpreted as a refusal to 
communicate, a conversational shift of gears cannot be interpreted as such. Indeed, on the 
third speaking turn, the initial speaker (here the schizophrenic patient) satisfies the between-
intervention constraints of the interlocutionary pair at the very same time as she "shifts 
gears".  
Conversational sequences in which the patient shifted gears were in fact quite typical here. 
They consisted of three interventions that were not necessarily consecutive. The first 
intervention, made by the patient, initiated a course of action whose realization required the 
interlocutors to perform a series of subactions, usually involving several speaking turns. The 
second intervention, by way of which the interlocutor pursued the conversation, had the 
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gears".  
Conversational sequences in which the patient shifted gears were in fact quite typical here. 
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particularity of being interpretable as an action which both accomplished part of the course 
of action initiated by the preceding intervention, and initiated a new course of action. The 
schizophrenic patient linked into this via a third intervention, which in most cases, satisfied 
the between-intervention constraints (also called "interactional" constraints); however, in 
cases of gear shifting, the patient pursued the new course of action (Trognon & Musiol, 
1996). 
Conversational gear shifting can in fact be formally described in the following manner. Let 
I1, I2, and I3 be three interventions that follow each other in a conversation, although not 
necessarily consecutively. Of the three component pairs in this sequence, (I1, I2), (I1, I3), (I2, 
I3), two exhibit continuity and one exhibits discontinuity. The continuous pairs are (I1, I2) 
and (I2, I3). Intuitively, these pairs exhibit continuity because their components -- for 
example, I1 and I2 for the pair (I1, I2) -- belong to the same discourse universe. However, the 
thematic universes of (I1, I2) and (I2, I3) are disjoint, albeit non-contradictory. Furthermore, 
abstractly speaking, the meaning of I2 is the union of the meanings at play in (I1, I2) and (I2, 
I3). It all seems as if this three-intervention sequence formed two parallel thematic series, 
with I2 serving to switch from one series to the other. This is precisely what makes the pair 
(I1, I3) discontinuous. In switching from the first series to the second series, I2 loses some of 
its properties. Indeed, two sets of properties characterize a conversational component. The 
first includes the semantic-pragmatic properties attached to the components' literal 
meaning, so the illocutionary force belongs to this set. The second includes the properties 
that describe how the component fits into the organization of the conversation, such as 
whether the component is directing or subordinate (Trognon & Musiol, 1996). So, the 
 
 

Example 4 (J is the schizophrenic interlocutor) 
J142: Well I where I really suffered it's when I had my concussion 
V143: It was due to an accident (↑) 
J144: Yes well somebody practically knocked me over (↓) it's really a (→) it's a (→) who 
threw me (→) who was in front and me behind and who (→) but well I don't care because 
(→) well I was loaded I actually had 5 liters of wine of (→) of Pineau9 5 liters of beer plus 1 
or 2 (inaudible) 
V145: That you had drunk (↑) 
J146: We were going to the farm in S (place) (↓) an abandoned farm (↓) that Henry lives 
in (→) that belongs to Henry (inaudible) uh (→) a house that what was it what was it (→) 
that somebody got (↓) + me I liked I like Frank (↓) Frank L (name) (↓) he saved me (→) with 
his brother (inaudible)  
V147: He saved you how (↑) 
J148: What (↑)V149: How did he save you (↑) 
J150: Ah but uh (→) who uh (→) well he saved me uh because I was with him because he 
(→) was DRINKing I mean (↓) he wanted to (→) hit me + and besides his brother kidnapped 
me (↓) +2+ well what helps me here is a good guy it's Damien (↓) um luckily he did that to 
me because (→) he was doing like this he was making himself disappear +1+ and I can do it 
myself disappear +1+ 
V151: So you could disappear and reappear (↑) 
J152: Yes (↓) 

                                                 
9 Pineau is a sweet wine that is slightly stronger than a standard dinner wine. 
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particularity of being interpretable as an action which both accomplished part of the course 
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meaning of I2 in the second series now only retains the semantic-pragmatic properties of 
this element, as if I2 could somehow be withdrawn from the conversational structure to 
which it belongs in order to be treated abstractly and literally.  
Our model involves a second type of decisive discontinuity qualified as a "defective 
conversational initiative". Granted, this type of within-intervention discontinuity consists of 
chaining that sequentially satisfy the interactional constraints governing the organization of 
the exchange-level subcomponents of the complex transaction unit. Yet it consists 
specifically of discontinuities that are inherent in the hierarchical and functional relations 
governing the sequentialization of speech acts of different levels (in the sense that an act can 
impose interactive constraints on the constituent that follows it or even precedes it, while 
still being dependent upon it at the hierarchical and functional level), which subsume or 
support the argumentation of the interlocutor who initiated the conversational transaction, 
e.g., the schizophrenic patient. 
This hierarchical and functional diagram brings out a complex intervention structure. This 
intervention will be called self-initiated -- in the present case, initiated by the schizophrenic 
patient. It can be subdivided into two parts. The first has a single constituent, J142, which is 
the transaction's directing constituent at the intervention level. The second is a complex 
exchange-level constituent that progresses through eight other speaking turns in the 
transaction; it is the subordinate component of the exchange-level transaction that extends 
from V143 to J150. 
The two directing constituents of this exchange are V143, a simple intervention (I1) 
performed by the "normal" interlocutor, and a complex intervention (I2) which runs from 
J144 to J150 and is itself made up of two complex parts, DI2 conveyed by speech act J144a -- 
which is an act of confirmation and is the directing element of this intervention -- and SI2, a 
subordinate intervention that progresses across J144b and J150d. The second part of this 
intervention will also be called complex. Its dynamic progression from J144b to J150d 
unfolds at the first analysis level by way of two subcomponents, themselves endowed with 
a complex structure: SI2-D (J144b to J144f) and SI2-S (J144g to J150d). The first-level 
directing act of this constituent is accomplished in J144b, i.e., "well somebody practically 
knocked me over". It is only as the discursive segments of this complex intervention (SI2) 
progress and are articulated each in turn that we gradually uncover the main characteristics 
of the defectiveness of the patient's conversational initiative. Statement 144b will be called 
the "directing act" (DA1) of the first-level directing constituent of this complex intervention-
level component. Likewise, 144b is the directing constituent of directing intervention SI2-D, 
which itself forms the directing part of this complex component (SI2). The substructure SI2-
D thus dominates SI2-S, itself highly complex, and as such, dominates the key act of this 
substructure, here again called "directing". We are speaking of the act accomplished in 
J146h, i.e., "he saved me with his brother". This subordinate part, SI2-S, runs across J144g and 
J150d. In turn, SI2-S includes a subordinate part going from J144g to J146e (SI2-S/SI) and a 
directing part going from J146f to J150d (SI2-S/DI). At the hierarchical and functional level, 
SI2-S/DI is comprised of two complex intervention-level constituents in a subordination 
relation: DI'2, which extends from J146f to J146h with J146h as its directing act (DA2), and 
DI'3, which spans from J150a to J150d. The directing act of this intervention is complex; it is 
composed of two segments, 150a and 150b, articulated around the connective "because", 
which has a causal function. Moreover, directing act DA3 is associated interactively to 
subordinate act J150b' (preparatory function), which is incorporated into the directing act's 
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structure and into subordinate acts J150c and J150d, both of which fulfill a justifying 
function. Insofar as we are describing the structure of a complex intervention-level 
component, namely SI2-S-DI, we will acknowledge -- while drawing from Roulet's (Roulet 
et al., 1985) model -- that DA2 imposes constraints of the interactive type on DA3. Likewise, 
insofar as component SI2-S-DI is itself an integral part of complex intervention SI2, of which 
SI2-D is the directing element, we will acknowledge that DA1 imposes interactive 
constraints on both DA2 and DA3. Indeed, DA1 is the directing constituent of complex 
intervention SI2-D, which subordinates SI2-S globally, i.e., dominates both DA2 and DA3. 
We can see here that, at the dialogical level, the discontinuity is generated by a multi-
layered process, in the sense that DA3, namely utterance J150a-b "he saved me because he was 
DRINKing I mean", satisfies neither the argumentative-relation constraint imposed by DA2, 
that is, utterance J146h "he saved me with his brother", nor the argumentative-relation 
constraint imposed more distally by DA1, that is, utterance J144b "well somebody practically 
knocked me over". Clearly, the utterance act performed in DA3 "he saved me because he was 
DRINKing I mean" (just like the acts that contribute more globally to the coherence of the 
subcomponent dominated by DA2, such as "he saved me with his brother") can in no way be 
seen as a discursive constituent of the rhetorical "argument-conclusion" relations imposed 
on it by discursive constituent DA2, which plays the role of argument here. Moreover, we 
can also see that this same constituent, DA2, does not satisfy the constraints imposed on it 
by hierarchical constituent DA1, which dominates it hierarchically. Hence, "he saved me with 
his brother" (DA2) does not satisfy the interactive constraints -- which once again are 
argumentative-relation constraints -- theoretically imposed on it by DA1, that is, "well 
somebody practically knocked me over". We will agree in addition, based on the hierarchical 
analysis of this sequence, that DA3 is no better at satisfying the interactive constraints 
imposed on it by DA1. The rest of the sequence conveys other artefacts and incongruities, 
but we will stop our commentary at this point since the elements of analysis presented so far 
suffice for our demonstration. 
More generally, J150 is made up of another series of speech acts that introduce a new topic 
to which the interlocutor will contribute. We are thus in the presence of two distinct 
conversational transactions: the first (analyzed above) stops precisely at the end of J150d; the 
second begins with the dialogue-resumption segment "well what helps me here". 
At the hierarchical and functional level, within-intervention constraints pertain to the 
proper formulation of interventions. Roulet's (Roulet et al., 1985) book defines them as 
follows: 
- Thematic condition: obligation in the intervention to pursue the object of discourse 

presented in the intervention's first constituent, whether implicitly or explicitly. 
- Argumentative-relation condition: obligation to pursue the intervention using a 

constituent capable of entering into an argumentative relation (be an argument or 
conclusion) with the intervention's first constituent. 

- Argumentative-orientation condition: obligation, within the intervention, to continue 
with a constituent that does not contradict the argumentative orientation of the 
intervention's first constituent. 

A complex intervention exhibiting discontinuity is theoretically composed of various act-
level components, exchange-level components, and intervention-level components. These 
various components may be nested (e.g., an intervention can contain an exchange as a 
subpart of itself) and be combined into more complex units (interrelated hierarchically and 
functionally). We will call these units the subcomponents of the complex intervention. Being 
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structure and into subordinate acts J150c and J150d, both of which fulfill a justifying 
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deemed relevant to analyzing this type of conversational transaction, these units are related 
to each other via domination relations at the rhetorical level; a given subcomponent of the 
complex intervention always either directs or is subordinate to one or more associated units. 
In addition, each potential subcomponent has its own internal coherence (if it consists of 
more than one speech act) and is functionally dependent on the subcomponents that 
surround it both upstream and downstream, but here again, in a more or less distal way. 
The functions operating inside a subcomponent are necessarily of the interactional and 
interactive type (they must satisfy both between- and within-intervention constraints), but 
the functions that associate the subcomponents to each other are solely of the interactive 
type. 
Sequences exhibiting conversational initiative defectiveness contain at least three directing 
acts, e1, e2, e3, in a hierarchical and functional relation of domination derived from simple 
or complex intervention-level constituents. The domination relation defines three pairs [e1, 
e2], [e2, e3], and [e1, e3] whose dialogical rationality is such that the first element of the pair, 
e (the source element) puts the second element, e' (the target element) in a strategic 
interactive relationship with itself that is based on three conditions: the thematic condition, 
whereby e' must implicitly or explicitly continue with the object of discourse presented in e, 
the argumentative-relation condition, whereby e' must be an argument or a conclusion of e, 
and the argumentative-orientation condition, whereby e' must not contradict e in any way. 
Conversational initiative defectiveness is considered to exist if e3 does not satisfy one or 
more of the three interactive conditions imposed on it by e2 in the pair [e2, e3] or by e1 in 
the pair [e1, e3], or if e3 does not satisfy one of more of the three interactive conditions 
imposed on it by e2 in the pair [e2, e3] and e2 does not satisfy one or more of the three 
interactive conditions imposed on it by e1 in the pair [e1, e2].  

2.2.4 Heuristic aspect of the analysis method 
By analyzing numerous sequences from pathological verbal interactions, we were able to 
bring out several characteristics of the type of discontinuity called manifest or decisive 
(Musiol, 2002). 
Although a patient's utterance discontinuity or discourse incongruity can be counteracted in 
a conversation by the interlocutor's verbal behavior, it is clear that conversational 
discontinuities of the within- or between-intervention type retain some degree of non-
decisiveness. Only "conversational gear shifting" and sequences containing "conversational 
initiative defectiveness" can currently be seen as transactions where the patient's behavior 
might be "incoherent". Furthermore, the mere fact of detecting incoherence does not imply 
that there is a thought disorder, and therefore does not itself authorize an interpretation of 
this deficient interlocutionary behavior in terms of dysfunctional thought. What we do 
hypothesize, however, is that detecting decisive incoherence is an intermediate stage -- i.e., a 
sufficient but non-necessary condition10 for any attempted interpretation in terms of 
psychopathology. We are also working on articulating the pragmatic-dialogical analysis of 
decisive sequences with the help of a formal semantic model, in view of "accessing" the 
properties and rationality of the semantic representations (Musiol & Rebuschi, 2011) of 
                                                 
10 Under this hypothesis, the occurrence of a discontinuity of the decisive type is the sign of a 
dysfunction in the cognitive system, affecting, for example, cognitive-linguistic processes, cognitive-
inferential processes, or their interface. The absence of this type of discontinuity in a corpus is not 
equivalent to the absence of pathology (the model may simply be insensitive to it). 
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subjects with a psychiatric disorder, i.e., their intentional, interpretive, or inferential thought 
processes. 
Through the pragmatic-dialogical formalization of the sequences analyzed above 
(conversational gear shifting and conversational initiative defectiveness), we were able to 
paint a more precise picture of the form and basic properties of decisive discontinuity. 
This kind of discontinuity is not sustained by the simple proposition, the speech act, or 
even the exchange, but by conversational transactions whose structure is based on 
rhetorical and semantic relations between at least three discursive segments. The 
conversational transaction is the relevant unit, not the act, the utterance, or the two-or-
three turn exchange.  
Thus, the decisive nature of incoherence shows up at the transaction level in two types of 
structures: 
- in an exchange, understood a priori as a balanced dialogue unit opposing a speaker (e.g., a 
patient) to his/her interlocutor (e.g., a therapist); the conversational transaction is structured 
on the basis of at least three symmetrical directing moves. 
- in a complex intervention, understood as an asymmetrical dialogue unit where the 
argumentation of one of the interlocutors (e.g., the patient) overrides that of his/her 
addressee; the conversational transaction is analyzed on the basis of hierarchical and 
functional relations between at least three discursive segments detected in the main 
discourse -- the hierarchical and functional relations between these three or more 
constituents subsume and support the unfolding of the interlocutor's argumentation. 

3. Study  
The purpose of this study was to use a pragmatic-dialogical model to link any verbal-
behavior discontinuities detected in a patient to that patient's clinical manifestations (or 
syndromes) as diagnosed on the basis of DSM-IV criteria. The merits of using this model 
are clear: it provides a more accurate description of the symptomatic manifestations of 
schizophrenia -- as they are expressed in verbal interaction in the form of syndrome-
specific discontinuities -- and thereby allows us to show how these discontinuities co-
occur with the clinical manifestations generally described in disease classification 
systems. From this, we should be able to set forth some specific hypotheses about the 
potentially distinct properties of the underlying cognitive processes. The models that 
account for non-decisive discontinuity in verbal interaction are congruent with a potential 
dysfunction in psychophysiological or neurocognitive processes like the ones involved in 
planning, for example. The models that account for decisive discontinuity in verbal 
interaction are congruent with potential impairment of representational or meta-
representational cognitive processes (complex thought processes like intentional or 
inferential processes). 
The characteristics of our empirical-investigation corpus (Table 1) also make it possible to 
control for the potential impact of antipsychotic medication on the expression of symptoms 
as they show up in verbal interaction. As stated at the beginning of this article, psychometric 
scales have traditionally been used to measure the effectiveness of neuroleptic treatment, 
and research in this area has mainly focused on the ability of these scales to assess the 
comparative effects of conventional (first generation) and atypical (second generation) 
neuroleptics on schizophrenic symptoms. While few studies contest the effectiveness of 
neuroleptics on schizophrenic symptoms (especially positive ones), the question of their 
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10 Under this hypothesis, the occurrence of a discontinuity of the decisive type is the sign of a 
dysfunction in the cognitive system, affecting, for example, cognitive-linguistic processes, cognitive-
inferential processes, or their interface. The absence of this type of discontinuity in a corpus is not 
equivalent to the absence of pathology (the model may simply be insensitive to it). 
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subjects with a psychiatric disorder, i.e., their intentional, interpretive, or inferential thought 
processes. 
Through the pragmatic-dialogical formalization of the sequences analyzed above 
(conversational gear shifting and conversational initiative defectiveness), we were able to 
paint a more precise picture of the form and basic properties of decisive discontinuity. 
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rhetorical and semantic relations between at least three discursive segments. The 
conversational transaction is the relevant unit, not the act, the utterance, or the two-or-
three turn exchange.  
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on the basis of at least three symmetrical directing moves. 
- in a complex intervention, understood as an asymmetrical dialogue unit where the 
argumentation of one of the interlocutors (e.g., the patient) overrides that of his/her 
addressee; the conversational transaction is analyzed on the basis of hierarchical and 
functional relations between at least three discursive segments detected in the main 
discourse -- the hierarchical and functional relations between these three or more 
constituents subsume and support the unfolding of the interlocutor's argumentation. 

3. Study  
The purpose of this study was to use a pragmatic-dialogical model to link any verbal-
behavior discontinuities detected in a patient to that patient's clinical manifestations (or 
syndromes) as diagnosed on the basis of DSM-IV criteria. The merits of using this model 
are clear: it provides a more accurate description of the symptomatic manifestations of 
schizophrenia -- as they are expressed in verbal interaction in the form of syndrome-
specific discontinuities -- and thereby allows us to show how these discontinuities co-
occur with the clinical manifestations generally described in disease classification 
systems. From this, we should be able to set forth some specific hypotheses about the 
potentially distinct properties of the underlying cognitive processes. The models that 
account for non-decisive discontinuity in verbal interaction are congruent with a potential 
dysfunction in psychophysiological or neurocognitive processes like the ones involved in 
planning, for example. The models that account for decisive discontinuity in verbal 
interaction are congruent with potential impairment of representational or meta-
representational cognitive processes (complex thought processes like intentional or 
inferential processes). 
The characteristics of our empirical-investigation corpus (Table 1) also make it possible to 
control for the potential impact of antipsychotic medication on the expression of symptoms 
as they show up in verbal interaction. As stated at the beginning of this article, psychometric 
scales have traditionally been used to measure the effectiveness of neuroleptic treatment, 
and research in this area has mainly focused on the ability of these scales to assess the 
comparative effects of conventional (first generation) and atypical (second generation) 
neuroleptics on schizophrenic symptoms. While few studies contest the effectiveness of 
neuroleptics on schizophrenic symptoms (especially positive ones), the question of their 
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mechanisms of action and their repercussions on cognition are still widely debated. Some 
studies have shown that the cognitive performance of schizophrenic patients improves more 
with atypical than with conventional neuroleptic medication (Goldberg & Weinberger, 1995; 
Harvey et al., 2003; Meltzer & McGurk, 1999), but their effectiveness is still being 
questioned. 

4. Method 
4.1 Participants 
Thirty native French-speaking adults (18 men and 12 women, age 41.5±16) participated in 
the study. Twenty-two of the participants (14 men and 8 women, age 45.0 ±15.4) were 
assigned to the schizophrenic group (SCH) and eight (4 men and 4 women, age 32.1±14.3) 
were assigned to the control group (CTR). Two group of schizophrenic patients were 
formed on the basis of their TLC scores (Thought, Language and Communication Scale, 
Andreasen, 1979) by two experienced psychologists. Patients without thought disorder 
(non-thought-disorder patients (NTD), n=11) obtained a TLC score < 7 (mean 3.5 + 1.7), and 
patients with thought disorder (thought-disorder patients (TD), n=11) obtained a TLC score 
> or = 7 (13.6 + 3.0). The biographical characteristics of the sample are given in Table 1.  
Among the 22 schizophrenic participants included fulfilling the Diagnostic and Statistical 
Manual of Mental Disorders IV (DSM-IV, American Psychiatric Association, 1994), 15 were 
being treated with antipsychotic drugs ((N)TD-A: mean dose equivalent to 281±118 mg/day 
of chlorpromazine) and 7 were taking no medication ((N)TD-N). The clinical types of the 
schizophrenics were as follows: there were 14 paranoid schizophrenics (5 of whom were 
taking antipsychotic drugs) and 8 disorganized schizophrenics (2 of whom were not taking 
any antipsychotic medication). The antipsychotic medication taken by the 15 schizophrenic 
patients was atypical (second generation), conventional (first generation), or a combination 
of the two. The patients had no neurological disorders and had not suffered from alcoholic 
intoxication or used any toxic substances for at least three months before the study. The 
diagnosis of schizophrenia was made by experienced psychiatrists who were not taking part 
in the study. 
The schizophrenic patients were encountered in two different clinical institutions. Seven of 
them were in the psychiatric emergency ward (Temporary Psychiatric Hospitalization Unit 
in Troyes, France). They were apparently experiencing their first encounter with the 
psychiatric world and were not taking antipsychotic drugs. For these participants, no data 
indicating prior hospitalization in a psychiatric ward could be found. Given that a diagnosis 
of schizophrenia cannot be pronounced unless the signs of the disorder persist for at least 
six months (APA, 1994), we had to verify the diagnosis six months later. The diagnosis was 
indeed confirmed in all cases, although once again, the data was collected at the time of 
hospitalization. The other 15 patients had been under treatment in a psychiatric ward for at 
least three years (at the Specialized Hospital of La Rochelle, France). They benefited from 
daily antipsychotic treatment. Among these 15 patients, 5 were encountered in the 
specialized hospital where they were inpatients; the other 10, who were hospitalized only 
intermittently.  
Like the schizophrenic patients, the control participants had no neurological disorders and 
had not suffered from alcoholic intoxication or used toxic substances for at least three 
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months before the study. They had no diagnosed psychiatric disorders and were not taking 
any psychotropic medication. The controls were encountered in public places.  
 

 SCH                                 
(n=22) CTR (n=8) 

M+SD 

 

 
NTD (n=11) 

(NTD-A / NTD- N)
M+SD 

TD (n=11) 
(TD-A / TD-N) 

M+SD 
Total 

Sex (M-F) (7-4) (7-4) (4-4) - 
Clinical subtypes 
Paranoid 
schizophrenics - 
Disorganized 
schizophrenics 

(7-4) (7-4) -  

Age in years 40,2 + 15,3 49,7 + 14,7 32.1±14.3 - 
Education 
(in no. of years of 
schooling from first 
grade on) 

9,6 + 1,7 7,4 + 3,2 9.1±1.4 - 

Chlorpromazine 
equivalent in mg 
per day 

200 + 144 
(276 + 75 / 0) 

182 + 183 
(286 + 146 / 0) - - 

Time since onset 5,8 + 4,8 11,2 + 13,5 - - 

TLC score 
3,5 + 1,7 

(3,2 + 1,9 / 4,3 + 
0,6) 

13,6 + 3 
(14,1 + 3,7 / 12,8 + 

1,3) 
- - 

Number of 
interviews 11 (8 / 3) 11 (7 / 4) 8 30 

Number of 
conversational 
transactions 

124 (105 / 19) 234 (149 / 85) 45 403 

Legend. NTD: schizophrenics without thought disorder. TD: schizophrenics with thought disorder. 
(N)TD-N: schizophrenics with no treatment. (N)TD-A: schizophrenics under antipsychotic treatment. 
CTR: participants with no diagnosed psychiatric disorders. n: number of patients. M: mean. SD: 
standard deviation. 

Table 1. Characteristics of the Investigation Corpus 

Concerning the sociodemographic variables, pairwise comparisons (Student's t-test for 
independent samples) of our groups (NTD vs. TD, NTD vs. CTR, TD vs. CTR) did not yield 
any significant differences in education (t[1,20] = 1.694, p = .114; t[1,17] = 0.654, p = .524; 
t[1,17] = -1.368, p = .194) or sex (corrected Chi2: p = .803). There was no significant 
differences for age (t[1,20] =-1.492, p = .151; t[1,17] = 1.164, p = 0.260) excepted between 
group TD and the control group (t[1,17] = 2.604, p = .019). A comparison of the two 
schizophrenic groups (NTD and TD) on time-since-onset indicated no significant difference 
(t[1,20] = -1.244, p = .236). Regarding the neuroleptic treatment of these two groups (mean 
chlorpromazine-equivalent dose in mg/day), no significant difference was found 
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in Troyes, France). They were apparently experiencing their first encounter with the 
psychiatric world and were not taking antipsychotic drugs. For these participants, no data 
indicating prior hospitalization in a psychiatric ward could be found. Given that a diagnosis 
of schizophrenia cannot be pronounced unless the signs of the disorder persist for at least 
six months (APA, 1994), we had to verify the diagnosis six months later. The diagnosis was 
indeed confirmed in all cases, although once again, the data was collected at the time of 
hospitalization. The other 15 patients had been under treatment in a psychiatric ward for at 
least three years (at the Specialized Hospital of La Rochelle, France). They benefited from 
daily antipsychotic treatment. Among these 15 patients, 5 were encountered in the 
specialized hospital where they were inpatients; the other 10, who were hospitalized only 
intermittently.  
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months before the study. They had no diagnosed psychiatric disorders and were not taking 
any psychotropic medication. The controls were encountered in public places.  
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(t[1,20] = -1.244, p = .236). Regarding the neuroleptic treatment of these two groups (mean 
chlorpromazine-equivalent dose in mg/day), no significant difference was found 
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(t[1,20] = .272, p = .789). Given that both patient groups contained neuroleptic-treated and 
untreated individuals, we also compared the treated schizophrenics with no formal thought 
disorders (NTD-A) and the treated schizophrenics with formal thought disorders (TD-A): no 
significant difference was found here either (t[1,13] = -0.154, p = .881). The medication factor 
should therefore not interfere with the results. The TLC scores of the two schizophrenic 
groups (NTD and TD) were highly significantly different (t[1,20] = -9.691, p < .001). There 
was a highly significant difference too between group NTD and the control group 
(t[1,17] = 6.938, p < .001) and between group TD and the control group (t[1,17] = 15.030, 
p < .001). 

4.2 Procedure 
The study was based on a pragmatic and dialogical analysis of verbal transactions taken 
from a corpus composed of 30 interviews. In all cases, the interviewer was a research 
psychologist and the interviewee was either a schizophrenic patient or an individual with 
no psychiatric disorders. All of the interviewees agreed to have the conversation tape 
recorded so that we could compile our corpus. They were told why they were being 
recorded, and we did not conceal the fact that they were participating in a study. The 
instructions were simply to talk to the interviewer. If the interviewee said he/she was 
having trouble expressing him/herself at the beginning, the interviewer started with a 
relatively general topic of conversation (everyday activities and/or concerns). 
The breakdown of the entire interview corpus gave us 403 conversational sequences (or 
transactions). Table 1 gives additional information about the interviews. 

5. Results 
5.1 Classification of conversational sequences, by type of Interlocutor 
Our first step was to label the sequences as to whether they contained or did not contain a 
discontinuity, for each group of interlocutors. Again, the interlocutors were schizophrenics 
without thought disorder (NTD) or with thought disorder (TD), or individuals with no 
diagnosed psychiatric disorders (CTR).  
Comparisons of the sequences with and without a discontinuity (whether decisive or non-
decisive) across participant groups showed that the schizophrenics' conversational 
sequences (SCH) contained more discontinuities than the "normal" participants' sequences. 
These two groups were significantly different (Chi2 = 21.175, p < .001). There were also 
more discontinuous sequences in the Thought Disorder schizophrenic subcorpus than in the 
control-participant subcorpus (Chi2 = 35.300, p < .001) and more discontinuous sequences in 
the Thought Disorder schizophrenic subcorpus than Non-Thought-Disorder schizophrenic 
subcorpus (Chi2 = 54.726, p < .001). These results thus suggest that the models we devised 
to account for discourse discontinuity are good at differentiating between "pathological 
conversations" and "normal conversations" in terms of coherence. This is hold true for 
comparing the two groups of schizophrenics defined on the basis of presence or absence 
thought disorder. We note a marginally significant between Non-Thought-Disorder group 
and the control group (Chi2 = 2,966, p = .085).  
Now, when the interlocutors were schizophrenics of the paranoid (SCH-P) or disorganized 
type (SCH-D), or individuals with no diagnosed psychiatric disorders (CTR), comparisons 
of the sequences with and without a discontinuity (whether decisive or non-decisive) 
showed that the disorganized-schizophrenics' conversational sequences (SCH) contained 
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more discontinuities than in the control-participant subcorpus (Chi2 = 17.347, p < .001) 
and there were also discontinuous sequences in the paranoid-schizophrenic subcorpus 
than in the control subcorpus  (Chi2 = 22.323, p < .001). These results thus suggest that the 
models we devised to account for discourse discontinuity are good at differentiating 
between "pathological conversations" and "normal conversations" in terms of coherence. 
This does not seem to hold true, however, for comparing the two groups of 
schizophrenics defined on the basis of clinical type. The sequences in the paranoid-
schizophrenic subcorpus did not have more discontinuities than those in the 
disorganized-schizophrenic subcorpus. These two subgroups did not differ significantly 
(Chi2 = 0.991, p = .319). Thus, irrespective of the medication variable and the type of 
discontinuity at play, the model failed to detect the specificities of each clinical type of 
schizophrenia. Our next step, then, will be to look at other variables in order to determine 
the specificities of each schizophrenic subtype. 
Our next step, then, will be to look at other variables in order to determine the specificities 
of each type of discontinuity. 
 

 NTD TD CTR 

p-value 
SCH 

vs 
CTR 

NTD 
vs 

CTR 

TD 
vs 

CTR 

NTD 
vs 
TD 

Sequences with 
discontinuity 

13 
(11%) 

117 
(50%) 1 (2%) <.001 p=.085 <.001 <.001 

Sequences 
without 
discontinuity 

111 
(89%) 

117 
(50%) 

44 
(98%)     

Total 124 234 45     
Legend. SCH: schizophrenics. NTD: schizophrenics without thought disorder. TD: schizophrenics with 
thought disorder. CTR: individuals with no diagnosed psychiatric disorder. 

Table 2. Presence or Absence of Discontinuity, by Participant Group 

5.2 Conversational sequences with or without a non-decisive discontinuity, by group 
of interlocutors 
Now let us look at the number of sequences with or without the type of discontinuity we 
call "non-decisive", for each group of interlocutors. The distribution of these sequences 
across groups is shown in Table 3, which also gives the significance level in each case. 
Sequences containing a decisive discontinuity (nine in all) were not included in the table, so 
the comparison shown here is between non-decisive discontinuous sequences and 
sequences with no discontinuities. 
These results are very similar to those presented above, in that non-decisive discontinuities 
were more frequent in the schizophrenic subcorpus. When we compare the sequences with 
a non-decisive discontinuity to ones with no discontinuity across participant groups, we can 
see that the schizophrenics' conversational sequences contained more such discontinuities 
than those of the "normal" individuals. These two groups differed significantly 
(Chi2 = 19.633, p < .001). We also found more non-decisive discontinuous sequences in the 
Thought Disorder schizophrenic subcorpus than in the control-participant subcorpus 
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(t[1,20] = .272, p = .789). Given that both patient groups contained neuroleptic-treated and 
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more discontinuities than in the control-participant subcorpus (Chi2 = 17.347, p < .001) 
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of interlocutors 
Now let us look at the number of sequences with or without the type of discontinuity we 
call "non-decisive", for each group of interlocutors. The distribution of these sequences 
across groups is shown in Table 3, which also gives the significance level in each case. 
Sequences containing a decisive discontinuity (nine in all) were not included in the table, so 
the comparison shown here is between non-decisive discontinuous sequences and 
sequences with no discontinuities. 
These results are very similar to those presented above, in that non-decisive discontinuities 
were more frequent in the schizophrenic subcorpus. When we compare the sequences with 
a non-decisive discontinuity to ones with no discontinuity across participant groups, we can 
see that the schizophrenics' conversational sequences contained more such discontinuities 
than those of the "normal" individuals. These two groups differed significantly 
(Chi2 = 19.633, p < .001). We also found more non-decisive discontinuous sequences in the 
Thought Disorder schizophrenic subcorpus than in the control-participant subcorpus 
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(Chi2 = 33. 827, p < .001), and more non-decisive discontinuous sequences in the Thought 
Disorder schizophrenic subcorpus than Non-Thought-Disorder schizophrenic subcorpus 
(Chi2 = 59.607, p < .001). Comparing the sequences with or without a non-decisive 
discontinuity between Non-Thought-Disorder group and the control group, we can see that 
these two groups were not significantly different (Chi2 = 1.601, p = .206): the Non-Thought-
Disorder schizophrenic sequences did not contain more non-decisive discontinuities than 
the control ones. 
 

 NTD TD CTR 

p-value 
SCH 

vs 
CTR 

NTD 
vs 

CTR 

TD 
vs 

CTR 

NTD 
vs 
TD 

Sequences with 
non-decisive 
discontinuity 

9 (8%) 112 
(49%) 1 (2%) <.001 =.206 <.001 <.001 

Sequences 
without 
discontinuity 

111 
(92%) 

117 
(51%) 

44 
(98%)     

Total 120 229 45     
Legend. SCH: schizophrenics. NTD: schizophrenics without thought disorder. TD: schizophrenics with 
thought disorder. CTR: individuals with no diagnosed psychiatric disorder. 

Table 3. Presence or Absence of Non-Decisive Discontinuity, by Participant Group 

Now, when we compare the sequences with a non-decisive discontinuity to ones with no 
discontinuity across participant groups based on the clinical subtypes of schizophrenia 
(DSM-IV), we also found more non-decisive discontinuous sequences in the disorganized-
schizophrenic subcorpus than in the control-participant subcorpus (Chi2 = 17.347, p < .001), 
and more non-decisive discontinuous sequences in the paranoid-schizophrenic subcorpus 
than in the control-participant subcorpus (Chi2 = 19.749, p < .001). Comparing the sequences 
with or without a non-decisive discontinuity across clinical types of schizophrenia, we can 
see that these two patient groups were not significantly different (Chi2 = 0.208, p = .649): the 
paranoid-schizophrenic sequences did not contain more non-decisive discontinuities than 
the disorganized-schizophrenic ones (see Table 4). 
However, as suggested above and called for by our experimental design (see Table 1), 
additional information is needed regarding the potential interaction between our variables 
"clinical type of schizophrenia" and "medication" (Verhaegen & Musiol, 2009). So we 
attempted to find out, firstly, whether SCH-P-N conversational sequences had fewer, as 
many, or more non-decisive discontinuities than other sequences, as compared to SCH-D-N 
conversational sequences, and secondly, whether SCH-P-A conversational sequences had 
fewer, as many, or more non-decisive discontinuities than other sequences, as compared to 
SCH-D-A conversational sequences (see Table 5). 
For the schizophrenics who were not under treatment (SCH-N), there were more non-
decisive discontinuities among the SCH-D than among the SCH-P (Chi2 = 22.015, p < .001). 
By contrast, for the patients taking antipsychotic medication (SCH-A), the SCH-P's non-
decisive discontinuities outnumbered the SCH-D's (Chi2 = 13.141, p < .001). 
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 SCH-P SCH-D CTR 

p-value 
SCH 

vs 
CTR 

SCH-P 
vs 

CTR 

SCH-D 
vs 

CTR 

SCH-P 
vs 

SCH-D 
Sequences with 
non-decisive 
discontinuity 

71 (36%) 50 (33%) 1 (2%) <.001 <.001 <.001 0.649 

Sequences without 
discontinuity 128 (64%) 100 (67%) 44 (98%)     

Total 199 150 45     

Legend. SCH-P: paranoid schizophrenics. SCH-D: disorganized schizophrenics. SCH: schizophrenics. 
CTR: individuals with no diagnosed psychiatric disorder. 

Table 4. Presence or Absence of Non-Decisive Discontinuity, by Participant Group 

 
 SCH-P SCH-D 

SCH-N 

Sequences with non-decisive 
discontinuity 12 (20%) 28 (67%) 

Sequences with no discontinuity  47 (80%) (33%) 
Total 59 42 

SCH-A 

Sequences with non-decisive 
discontinuity 59 (42%) 22 (20%) 

Sequences with no discontinuity 81 (58%) 86 (80%) 
Total 140 108 

Legend. SCH-P: paranoid schizophrenics. SCH-D: disorganized schizophrenics. SCH-N: schizophrenics 
with no treatment. SCH-A: schizophrenics under treatment. 

Table 5. Conversational Sequences With or Without a Non-Decisive Discontinuity, by 
Presence/Absence of Antipsychotic Medication and Clinical Type of Schizophrenia  

5.3 Conversational sequences with or without a decisive discontinuity, by group of 
interlocutors 
Lastly, we looked at the sequences with and without decisive discontinuities for each patient 
group. Nine sequences were compatible with our decisive-discontinuity model. The Non-
thought-Disorder schizophrenic group contains four decisive discontinuity and the 
Thought-Disorder schizophrenic group contain five ones. The two groups were not 
significantly different. However, all nine sequences occurred in the paranoid-schizophrenic 
subcorpus. This subgroup differed significantly from both the disorganized-schizophrenic 
group (binomial test p = .002) and the "normal" group (binomial test p = .002). Among these 
nine paranoid schizophrenics, three were from the no-medication group (SCH-P-N) and six 
were from the antispsychotic-medication group (SCH-P-A). 
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5.3 Conversational sequences with or without a decisive discontinuity, by group of 
interlocutors 
Lastly, we looked at the sequences with and without decisive discontinuities for each patient 
group. Nine sequences were compatible with our decisive-discontinuity model. The Non-
thought-Disorder schizophrenic group contains four decisive discontinuity and the 
Thought-Disorder schizophrenic group contain five ones. The two groups were not 
significantly different. However, all nine sequences occurred in the paranoid-schizophrenic 
subcorpus. This subgroup differed significantly from both the disorganized-schizophrenic 
group (binomial test p = .002) and the "normal" group (binomial test p = .002). Among these 
nine paranoid schizophrenics, three were from the no-medication group (SCH-P-N) and six 
were from the antispsychotic-medication group (SCH-P-A). 
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6. Discussion 
These results indicate that the pragmatic and dialogical discontinuity models we developed 
(decisive and non-decisive models) turned out to be good at discriminating schizophrenic 
patients from individuals with no psychiatric disorders in terms of conversational 
coherence. In addition, they accounted for certain coherence-related specificities of the 
discursive and dialogical productions of patients with each of the subtypes of schizophrenia 
we studied (paranoid and disorganized). We were able to point out a strong correlation 
between the paranoid clinical type and a particular kind of "discontinuous" verbal behavior, 
namely, decisive discontinuity, both for paranoid schizophrenics with and without 
antipsychotic treatment. 
Our decisive-discontinuity model thus allows us to propose some possible explanations for 
the dysfunctional interpretive and inferential thought processes of schizophrenics of the 
paranoid type, with the help of an additional model based on formal semantics (Musiol & 
Rebuschi, 2011). On the other hand, it does not allow us to draw any conclusions about 
possible similar dysfunctions among schizophrenics of the disorganized type. We are 
therefore forced to acknowledge that, in the present state of our research, it is impossible to 
decide which of the following possibilities is correct: either the specific characteristics of 
verbal interactions between a disorganized schizophrenic patient and a "normal" 
interlocutor are not captured by the discontinuity model we developed, or these 
disorganized patients do not exhibit significant incoherency in their dialogue. 
The question of what kind of process supports this sort of incoherence arises as soon as we 
compare the specificities of these incongruous or even incoherent behaviors with theoretical 
and interpretive models of congruent discourse, such as models of dialogical and pragmatic 
analysis. We hypothesize that the processes at stake are those underlying the 
comprehension and calculation of communicative intentions, in Sperber's sense of the term: 
"Comprehension (or its pragmatic layer) is an inferential process, using as input the output 
of linguistic decoding and aiming at discovering the speaker's meaning. Comprehension 
consists, therefore, in inferring a mental state (an intention of a specific kind) from behavior 
(an utterance)" (Sperber, 2000, p. 129). 
Furthermore, we know that decisive verbal-interaction discontinuities have some highly 
specific proprieties (Musiol, 2002). They appeared here solely in the course of self-initiated 
conversational sequences (i.e., initiated by the patient). From this standpoint, our model is 
not only capable of accounting for defective processes that can be grasped in terms of action-
planning deficits, as in experimental cognitive neuropsychology for example, but is also and 
especially very effective for capturing dysfunctions affecting certain cognitive-inferential 
processes related to spared rationality. This capability is not offered by experimentation, 
questionnaires, or structured and semi-structured interviews, where the subject (here, the 
patient) is always in the "reactor's" position and is therefore led to react and adapt to the 
presentation of a "stimulus" present in the discourse of another person (e.g., in the task 
instructions given by an experimenter). 
While no link was found here between the occurrence of non-decisive discontinuous 
transaction sequences and the clinical form of the schizophrenic interlocutor's pathology 
when the medication variable was not controlled, this was no longer true when we did 
control for this factor. For the schizophrenics who were not under any kind of antipsychotic 
treatment, we found more non-decisive discontinuities among patients of the disorganized 
type than among the paranoid ones. For those taking antipsychotic drugs, we found more 
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non-decisive discontinuities among the paranoid schizophrenics than among the 
disorganized ones.  
These results once again stress the merits of taking the medication variable into account in 
research into this disorder. Although we are not the first to make this recommendation, 
there are still few studies that look at the impact of medication on dialogue behavior (and 
not just verbal behavior) or on cognitive-inferential processes. Taking this type of variable 
into account has another advantage. It brings up the issue of the specificities of the cognitive 
processes underlying these disorders. Indeed, the present statistical results suggest that only 
the model of non-decisive discontinuity was able to bring out a significant effect of 
medication on the type of incoherence (Verhaegen & Musiol, 2009), firstly in terms of a 
decrease in discontinuity, i.e., the reestablishment of certain forms of coherence solely for 
patients suffering from the disorganized type of schizophrenia, and secondly, in terms of an 
increase in discontinuity for the paranoid type of patient. 

7. Conclusion 
The present findings enable us to define communication disorders in a more precise way 
than was possible until the late 1980's when the term "pragmatic impairment" was used to 
mean the same thing as impaired language use. Today, the pragmatic approach in cognitive 
psychopathology addresses various theoretical and practical dimensions of cognitive 
psychology and neurocognition. From an empirical point of view, however, descriptions of 
certain characteristics of severe disorders (psychoses and neuropathologies) remain 
inadequate. For example, we still do not have a precise symptom-classification system for 
describing the interpretive and inferential thought disorders of patients. 
Psychology studies that take a pragmatic approach attempt to grasp and formalize this type 
of cognitive activity, thereby putting this approach in a position to supply new knowledge, 
not only for defining "incoherence" but also for capturing it by relating data obtained in a 
pragmatic perspective to neurocognitive conceptions of schizophrenia (Musiol & 
Verhaegen, 2009). The formal semantic approach should then allow us to gain new and 
better-informed insight into the psychocognitive processes associated with thought 
disorders (Musiol & Rebuschi, 2011).  
Our investigation strategy sheds light on the question of the extent to which clinicians can 
make valid intuitive judgments about a patient's language and/or communication 
deficiencies when faced with the patient's behaviors. An apparent communication 
deficiency of a schizophrenic patient may not imply a thought disorder (even if a thought 
disorder most likely means impaired communication). From the diagnosis standpoint, the 
pragmatic approach to cognitive psychopathology allows us to contemplate the possibility 
of clarifying or even operationalizing the notion of "formal thought disorder". In a general 
way, our investigation strategy contributes to advancing our understanding of language 
and communication in relation to schizophrenia (Crow, 2010; Titone, 2010). 
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paranoid type, with the help of an additional model based on formal semantics (Musiol & 
Rebuschi, 2011). On the other hand, it does not allow us to draw any conclusions about 
possible similar dysfunctions among schizophrenics of the disorganized type. We are 
therefore forced to acknowledge that, in the present state of our research, it is impossible to 
decide which of the following possibilities is correct: either the specific characteristics of 
verbal interactions between a disorganized schizophrenic patient and a "normal" 
interlocutor are not captured by the discontinuity model we developed, or these 
disorganized patients do not exhibit significant incoherency in their dialogue. 
The question of what kind of process supports this sort of incoherence arises as soon as we 
compare the specificities of these incongruous or even incoherent behaviors with theoretical 
and interpretive models of congruent discourse, such as models of dialogical and pragmatic 
analysis. We hypothesize that the processes at stake are those underlying the 
comprehension and calculation of communicative intentions, in Sperber's sense of the term: 
"Comprehension (or its pragmatic layer) is an inferential process, using as input the output 
of linguistic decoding and aiming at discovering the speaker's meaning. Comprehension 
consists, therefore, in inferring a mental state (an intention of a specific kind) from behavior 
(an utterance)" (Sperber, 2000, p. 129). 
Furthermore, we know that decisive verbal-interaction discontinuities have some highly 
specific proprieties (Musiol, 2002). They appeared here solely in the course of self-initiated 
conversational sequences (i.e., initiated by the patient). From this standpoint, our model is 
not only capable of accounting for defective processes that can be grasped in terms of action-
planning deficits, as in experimental cognitive neuropsychology for example, but is also and 
especially very effective for capturing dysfunctions affecting certain cognitive-inferential 
processes related to spared rationality. This capability is not offered by experimentation, 
questionnaires, or structured and semi-structured interviews, where the subject (here, the 
patient) is always in the "reactor's" position and is therefore led to react and adapt to the 
presentation of a "stimulus" present in the discourse of another person (e.g., in the task 
instructions given by an experimenter). 
While no link was found here between the occurrence of non-decisive discontinuous 
transaction sequences and the clinical form of the schizophrenic interlocutor's pathology 
when the medication variable was not controlled, this was no longer true when we did 
control for this factor. For the schizophrenics who were not under any kind of antipsychotic 
treatment, we found more non-decisive discontinuities among patients of the disorganized 
type than among the paranoid ones. For those taking antipsychotic drugs, we found more 

Verbal Behavior Analysis as a Diagnostic and Psychopharmacological  
Strategy for Differentiating Paranoid and Disorganized Schizophrenics 

 

177 
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1. Introduction 
Mood disorders such as depression are the most prevalent diseases amongst psychiatric 
disorders and a leading cause for disability worldwide. Modelling mood disorders in 
animals is a major challenge considering the complex nature of the diseases. Nevertheless, 
existing models and paradigms have proven extremely useful not only with respect to the 
identification and improvement of therapeutic substances, but also regarding the validation 
of neurobiological underpinnings.  
In this chapter we introduce some basic concepts with respect to the questions what and 
how animal models are able to contribute to our understanding of mood disorders. The 
chapter centers on the mouse as the key model organism in neuropsychiatric research and 
gives an overview on the most popular behavioural tests and models with a particular focus 
on major depression. This chapter is not meant to be fully exhaustive considering the 
comprehensive literature on this topic, but rather intends to point out general concepts and 
controversies in the field, for instance to clarify the differences between animal models, 
behavioural tests and antidepressant screening paradigms. Moreover, the chapter will call 
the attention to some novel strategies and technologies that are envisioned to significantly 
impact the future development and application of animal models of mood disorders. 
Finally, the chapter will introduce latest views on the importance of introducing gene  
environment interactions into animal models of etiologic relevance.  

1.1 Epidemiology of depression 
Depression, officially termed major depressive disorder (MDD) ranks among the most 
prevalent diseases worldwide. According to the estimations of the World Health 
Organization, depression will be the second leading cause of disability in 2020 (Murray and 
Lopez, 1997). Recent epidemiological studies indicate that severe forms of depression affect 
2-5% of the population worldwide, and up to 20% are affected by milder forms of the 
disease (Kessler et al., 2003). Moreover, depressive patients have a 2-4 fold increased risk of 
developing cardiovascular diseases and 10-15% of individuals with major depression 
commit suicide (Keck, 2006). 
Up to now, depression is diagnosed according to criteria in the Diagnostic Manual of Mental 
Disorders (DSM-IV), which characterizes a major depressive episode by at least five of the 
following symptoms: (1) depressed or irritable mood, (2) decreased interest or loss of 
pleasure, (3) weight gain or loss, (4) insomnia or hypersomnia, (5) psychomotor retardation 
or agitation, (6) fatigue or loss of energy, (7) feelings of worthlessness or inappropriate guilt, 



 8 

Mouse Models of Depression 
Nina Dedic, Sandra M. Walser and Jan M. Deussing 

Max Planck Institute of Psychiatry 
Germany 

1. Introduction 
Mood disorders such as depression are the most prevalent diseases amongst psychiatric 
disorders and a leading cause for disability worldwide. Modelling mood disorders in 
animals is a major challenge considering the complex nature of the diseases. Nevertheless, 
existing models and paradigms have proven extremely useful not only with respect to the 
identification and improvement of therapeutic substances, but also regarding the validation 
of neurobiological underpinnings.  
In this chapter we introduce some basic concepts with respect to the questions what and 
how animal models are able to contribute to our understanding of mood disorders. The 
chapter centers on the mouse as the key model organism in neuropsychiatric research and 
gives an overview on the most popular behavioural tests and models with a particular focus 
on major depression. This chapter is not meant to be fully exhaustive considering the 
comprehensive literature on this topic, but rather intends to point out general concepts and 
controversies in the field, for instance to clarify the differences between animal models, 
behavioural tests and antidepressant screening paradigms. Moreover, the chapter will call 
the attention to some novel strategies and technologies that are envisioned to significantly 
impact the future development and application of animal models of mood disorders. 
Finally, the chapter will introduce latest views on the importance of introducing gene  
environment interactions into animal models of etiologic relevance.  

1.1 Epidemiology of depression 
Depression, officially termed major depressive disorder (MDD) ranks among the most 
prevalent diseases worldwide. According to the estimations of the World Health 
Organization, depression will be the second leading cause of disability in 2020 (Murray and 
Lopez, 1997). Recent epidemiological studies indicate that severe forms of depression affect 
2-5% of the population worldwide, and up to 20% are affected by milder forms of the 
disease (Kessler et al., 2003). Moreover, depressive patients have a 2-4 fold increased risk of 
developing cardiovascular diseases and 10-15% of individuals with major depression 
commit suicide (Keck, 2006). 
Up to now, depression is diagnosed according to criteria in the Diagnostic Manual of Mental 
Disorders (DSM-IV), which characterizes a major depressive episode by at least five of the 
following symptoms: (1) depressed or irritable mood, (2) decreased interest or loss of 
pleasure, (3) weight gain or loss, (4) insomnia or hypersomnia, (5) psychomotor retardation 
or agitation, (6) fatigue or loss of energy, (7) feelings of worthlessness or inappropriate guilt, 



 
Psychiatric Disorders – Trends and Developments 

 

186 

(8) diminished ability to think or concentrate, (9) recurrent thoughts of death and suicide. 
The symptoms must be evident almost daily for at least 2 weeks. Additionally, symptoms of 
anxiety are also often seen in depressed individuals (Berton and Nestler, 2006). 
The genetic risk to develop depression is 40–50% (Levinson, 2006), but there are also several 
environmental risk factors for MDD. These include gender, stressful life events, adverse 
childhood experiences and certain personality traits (Fava and Kendler, 2000). Many recent 
studies support the hypothesis that stressful events correlate with an increased vulnerability 
for depression in a way that stressful situations often precede the onset of illness and are 
also associated with the severity of depression (Brown et al., 1987;Dunner et al., 
1979;Holsboer, 2001;Nemeroff, 1988).  Such stressors can lead to a transient hyperactivation 
of the hypothalamic-pituitary-adrenocortical (HPA) axis, resulting in increased 
glucocorticoid secretion. In this regard, depression is often associated with a dysregulation 
of the HPA axis under chronic stress conditions (Holsboer and Barden, 1996). Additionally, 
treatment of depressed patients with antidepressants can restore the homeostasis of the 
HPA axis and thereby contributes to clinical improvement (Holsboer, 2000;Holsboer and 
Barden, 1996). 
In contrast to the epidemiological magnitude of the disease, the progress of pharmacological 
therapy for depression is still limited (Nestler et al., 2002). All available antidepressants act 
via monoamine neurotransmitter systems, but only 50-70% of the patients exhibit acceptable 
responses to treatment (Morilak and Frazer, 2004). Additionally, slow onset of clinical effects 
as well as severe side effects associated with antidepressant therapy frequently lead to 
discontinuation of treatment. Although the latest generation of drugs has fewer side effects, 
they still exhibit similar effectiveness rates and show a substantial delay of 4-6 weeks 
between onset of treatment and clinical improvement. Beside that, 25-35% of the patients 
remain resistant to the treatment even after 6 weeks of therapy (Berton and Nestler, 
2006;Holsboer, 2005). Apart from monoamines, many other targets have been analyzed, 
including glucocorticoid receptor and corticotropin-releasing hormone receptor antagonists 
(Berton and Nestler, 2006;Grigoriadis, 2005) as well as histone deacetylase inhibitors 
(Covington, et al., 2009). However, so far none of these studies has resulted in a new 
adequate treatment of the disease. Besides these aspects, the molecular mechanisms 
underlying depression still remain largely unknown.  
All these arguments raise the necessity of finding novel approaches to discover different 
targets for antidepressant treatment and of developing new mouse models to study the 
effects of monoamine and non-monoamine-related molecules. 

1.2 The endophenotype concept – modelling symptoms of depression in mice 
1.2.1 The endophenotype concept 
The highly variable composition of symptoms, course of illness and response to treatment 
renders it very difficult to accurately define and consequently diagnose depression. The so-
called psychopathological endophenotypes represent key symptoms of major depression. 
An endophenotype represents a trait that is intermediate between genotype and disease, not 
necessarily beholden to the diagnostic criteria for single illness, but in many cases useful to 
simplify our understanding of complex or heterogeneous disorders (Shyn and Hamilton, 
2010). An endophenotype is associated with illness in the population, is heritable and is 
primarily state-independent. Furthermore, endophenotype and illness co-segregate within 
families and the endophenotype found in affected family members is found in nonaffected 
family members at a higher rate than in the general population (Gottesman and Gould, 
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2003;Gould and Gottesman, 2006). The methods available to identify endophenotypes 
include neuropsychological, cognitive, neurophysiological, neuroanatomical, and 
biochemical measures (Hasler et al., 2004). 

1.2.2 Depression-associated endophenotypes in mice 
Mimicking any human behavioural trait in a mouse is extremely difficult, which makes the 
undertaking to try and model a multifactorial disease such as depression nearly impossible. 
How do we recapitulate all aspects of depression in an animal, when the criteria used to 
classify a major depression are of extreme heterogeneous and sometimes even of opposite 
nature (e.g., substantial weight gain or loss, insomnia or hypersomnia)? On top of that, 
animals not only lack consciousness of self, self-reflection and consideration of others but 
also aspects of the disorder such as depressed mood, low self-esteem or suicidality 
(Deussing JM, 2006). This does not mean that it is impossible to develop useful animal 
models, but rather highlights the unlikelihood of generating a model that will mirror the full 
extent of a given human neuropsychiatric disorder (Nestler and Hyman, 2010). Nonetheless, 
in depression, as well as other mood disorders, certain endophenotypes can be reproduced 
independently and evaluated in animals (Table 1). As mentioned above, these include 
physiological, endocrinological, neuroanatomical and behavioural alterations, many of 
which can be measured in mice.  
So far a variety of different mouse models have been established to improve our 
understanding of the pathophysiology of a wide spectrum of psychiatric diseases. However, 
a full consensus regarding the prerequisites of a valid animal model is still lacking in the 
scientific community. Up to now, the three criteria set up by McKinney and Bunney 
(McKinney and Bunney, 1969) are still widely accepted; they include construct validity, face 
validity, and predictive validity.  
Construct (or etiologic) validity, the most complex of the three terms, requires that the 
symptoms produced in the animal model are based on the same underlying neurobiological 
mechanisms as in humans. Thus, one tries to recreate mechanisms/processes in the animal 
which would also initiate the disease in humans (Nestler and Hyman, 2010). The ideal way 
would be to introduce a known human disease-causing gene variant into a mouse and 
thereby alter intracellular mechanisms, which in the end lead to the disease (Chadman et al., 
2009). Unfortunately this is currently far from being realistic, since most disease-causing 
genetic alterations have not been established with certainty and the probability that a single 
gene is solely responsible for the disease is highly unlikely. In addition, an animal model 
does not have to be based on a genetic change, but can also be subject to an environmental 
challenge or a combination of both.  
Face validity is achieved when the animal exhibits specific symptoms of the disease which 
are similar in the human condition. These can be of biochemical, anatomical, 
neuropathological or behavioural nature. Thus the concept of face validity can also be 
regarded as the attempt to reproduce certain endophenotypes which can be accurately 
measured in the animal.   
Finally, predictive validity refers to the ability of the animal to correctly respond to 
pharmacological treatment, which should correlate with results from clinical trials.  
In this context, it is important to note that the more criteria the proposed model meets, the 
more compelling it will be (Malkesman et al., 2010). Simply put, researchers are faced with the 
challenge of 1) constructing a model with similarity in disease progression and 
symptomatology to humans, 2) detecting these phenotypes with the appropriate behavioural 
tests and 3) reverting them with treatment modalities that are also effective in humans. 
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DSM-IV symptoms Endopenotypes in mice Appropriate test/analysis

Depressed or irritable mood Cannot be modeled

Decreased interest or loss 
of pleasure

Anhedonia

Sucrose preference              
Intracranial self-stimulation          
Conditioned place-preferance      
Female urine sniffing

Weight gain or loss Can easily be measured Abnormal loss or gain of weight 
after stress

Insomnia or hypersomnia Abnormal sleep architecture
Assessed by 
electroencephalogram          
recordings

Psychomotor retardation or 
agitation

Alterations in  locomotion

open field                        
alterations of homecage activity   
treadmill running                        
Gate analysis

Fatigue or loss of energy Alterations in  locomotion
Reduced homecage activity 
Treadmill running                      
Nest building

Feelings of worthlessness 
or inappropriate guilt

Cannot be modeled

Diminished ability to think or 
concentrate

Deficits in working and spatial 
memory

Morris water maze                     
Y-maze                                     
fear conditioning              
Attentional set-shifting

Recurrent thoughts of death 
and suicide

Cannot be modeled

Additional endophenotypes

Anxiety-related behavior

Open field                          
Elevated plus maze                
Dark-light box                         
Novelty-induced hypophagia 
Novel object exploration   
Modified hole board            
Marble burying

Changes in social behavior Social interaction/avoidance        
Sociability

Behavioral despair
Forced swim test                       
Tail suspension test                 
Learned helplessness

Neuroendocrine disturbances

Alterations in corticosterone 
secretion                
Dexamethasone suppression 
Combined dexamethasone/CRH 
challenge

Changes in neuroanatomy

Analysis of hippocampal volume 
by resonance imaging                
(often reduced in depressed 
patients)  

Table 1. Depression-associated endophenotypes that can be modelled in mice. 
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Although progress has been made to identify the underlying molecular mechanism of 
depression, the lack of specific markers and biomarkers still represents a major drawback. In 
contrast to many other illnesses such as cancer, infectious diseases, cardiovascular arrest, 
diabetes, stroke, etc., depression cannot simply be diagnosed by making use of the usual 
methods, such as assessing blood pressure, glucose levels, inflammatory agents, heart rate 
and others. Clinicians still fully rely on observations and verbal communication. Therefore, 
behavioural tests that are used to assess phenotypic alterations relevant to depression in 
mice are of extreme importance and will be discussed in more detail. 

2. Behavioural tests – tools used to assess phenotypic alterations in animal 
models 
First, we want to point out the importance of discriminating between an animal model, a 
behavioural test and an antidepressant screening paradigm. Animal models, as discussed 
above, are expected to show sufficient construct, face and predictive validity. Behavioural 
tests on the other hand are used to assess phenotypic alterations relevant to the disease and 
should be regarded as a technical tool and not a model (Table 1). Likewise, antidepressant 
screening paradigms, such as the forced swim test, also do not represent a model of 
depression but should rather be regarded as drug-screening assays.  
Nowadays researchers are discordant when it comes to the term “depression-related test”. 
Given the fact that there is no consensus as to what can be regarded as “depression-like” 
behaviour in animals it has become increasingly popular to look at, and talk of behavioural 
endophenotypes or sub-categories, which in some cases may, and in others may not 
represent aspects of depression. These include anxiety-, reward-, social and despair-based 
behaviour as well as alterations in general locomotion, sleep, food and liquid intake.  

2.1 Tests assessing despair-based / stress-coping behaviour 
In earlier days, the Porsolt forced swim test (FST) and the tail suspension test (TST) were 
regarded as typical depression-like paradigms, given the fact that both were developed to 
screen monoamine-based antidepressant drugs. This is currently a matter of debate, since both 
assess the response to an acute inescapable stressor, provoking despair-based 
behaviour/immobility or stress-coping behaviour rather than depression-like behaviour. The 
FST makes use of the fact that rodents eventually develop immobility when being placed in a 
cylinder of water after they have stopped active escape behaviours, such as climbing or 
swimming (Cryan and Holmes, 2005) A related task is the TST, which relies on similar 
assumptions and interpretations as the FST. Here the mice are hung upside down by their tails 
and the time spent immobile is assessed. One major advantage of the TST is that it is not 
confounded by stressful hypothermia as is the case in the FST. However, the TST is restricted 
to strains that do not tend to climb their tail which otherwise confuses the interpretation of 
behavioural measures (Mayorga and Lucki, 2001). In either case the underlying principles 
measuring the lack of active coping behaviour are identical. However, the question whether 
immobility should be interpreted as passive stress-coping, behavioural despair or even 
depression-like behaviour remains controversial. One aspect favouring the stress-coping 
rather than depression-like aspect of the FST are the outcomes when manipulating the 
corticotropin-releasing hormone (CRH) system. CRH overexpressing animals as well as 
central application of CRH result in decreased immobility (Butler et al., 1990;van Gaalen et al., 
2002;Lu et al., 2008). However, it is widely believed that high levels of CRH are rather pro-
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depressive (Holsboer and Ising, 2008) and it was shown that CRHR1 antagonists have an effect 
similar to paroxetine and other antidepressants (Holsboer and Ising, 2008). Thus it is likely that 
the CRH/CRHR1 stress system also accounts for regulating and/or triggering responses to the 
test (Refojo and Deussing, 2011). In that regard, Gardier already pointed out that the FST 
assesses stress-induced anxiety rather than depression (Gardier and Bourin, 2001). In addition, 
it is very unlikely that such a short period of inescapable stress is able to induce a depression-
like state in a wild-type animal. Nevertheless, the FST and TST have proved reliable across 
many laboratories by demonstrating their ability to detect a broad spectrum of substances with 
antidepressant efficacy, all of which reduce immobility. However, most effects are already 
observed after acute treatment, which contrasts the human situation, where chronic 
application of antidepressants is necessary to achieve clinical responses (Nestler and Hyman, 
2010). For this reason, we believe that the FST and TST should rather be viewed as paradigms 
designed to assess strategies of stress-coping behaviour and monoamine-based antidepressant 
action (Lucki, 1997), and not as models of depression (Refojo and Deussing, 2011).  
In addition to the FST and TST, the learned helplessness paradigm also makes use of 
stressor uncontrollability and passive vs. active coping responses (Cryan and Holmes, 2005). 
The paradigm is based on the observation that animals exposed to uncontrolled or 
unpredictable aversive events (e.g. electrical shocks) for a sufficient period of time will 
develop long-lasting deficits in escape performance (Seligman and Maier, 1967). Short-term 
treatment with antidepressants as well as anxiolytics has shown to reverse the enforced 
behavioural phenotype, which doesn’t make the paradigm particularly selective (Cryan and 
Mombereau, 2004). In addition, only some of the animals develop signs of helplessness and 
those are usually short-lived. Similar to the FST and TST, the learned helplessness paradigm 
does not parallel clinical settings with regard to the slow onset of antidepressant action, but 
remains a good tool for the assessment of stress-coping behaviour (Deussing, 2006).  

2.2 Anxiety-based tests 
The lack of clear a distinction between depression and anxiety amongst researchers poses a 
major issue in the interpretation of behavioural tests. Depression, by definition, is 
considered a pathological mental condition. Anxiety, however, is a normal state of cognitive 
and behavioural preparedness that an organism mobilizes in response to a future or distant 
potential threat (Leonardo and Hen, 2008). Although anxiety is often necessary and even 
protective, excessive anxiety can trigger disabling responses that, in time, lead to anxiety 
disorders (e.g., generalized anxiety disorder, social phobia, simple phobia, panic disorder, 
posttraumatic stress disorder (PTSD), and obsessive compulsive disorder) (Bienvenu et al., 
2009). Anxiety can often emerge as part of a depressive syndrome, but this does not hold 
true for all patients and certainly not for all animal models (Krishnan et al., 2007;Wallace et 
al., 2009). It is also important to note that the underlying neural circuitries are believed to be 
different in depression and anxiety (Nestler and Hyman, 2010). However, in animal models 
anxiety is considered a core endophenotype of depression, which is mainly due to the 
availability of a wide range of standardized tests, all of which assess anxiety-like behaviour. 
Most of these assays are based on approach-avoidance conflicts and were developed and 
validated using classical benzodiazepine-like anxiolytic compounds. Mice generally display 
high levels of exploration of a novel environment but also have an innate aversion to enter 
exposed, well-lit areas. The elevated plus-maze (EPM) and elevated zero-maze present the 
subject mouse with the choice of spending time exploring the open areas of a plus-shaped or 
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circular runway, versus spending time exploring the enclosed arms and arcs (Handley and 
Mithani, 1984;Chadman et al., 2009). Other exploration-based tasks, founded on similar 
conflicting tendencies to approach versus avoid a potentially dangerous area are the dark-
light box (DaLi) and open field (OF) test. In the latter the aversive area is represented by the 
central zone of a brightly lit open field. In the dark-light box test averseness is achieved by a 
highly illuminated compartment (Lister, 1990;Belzung and Griebel, 2001). The novel object 
exploration test makes use of similar principles, the only difference being that mice are first 
habituated to an environment and then exposed to novelty (novel object). Explorative 
paradigms such as the EPM, DaLi and brightly lit OF have been suggested to measure state 
anxiety (Belzung and Le, 1994;van Gaalen and Steckler, 2000). In contrast, exploration of 
novelty in an area known to be safe has been suggested to fundamentally differ from the 
exploration of a totally new environment and thus claimed to reflect trait rather than state 
anxiety (Griebel et al., 1993;van Gaalen and Steckler, 2000). Other tests are the modified hole 
board the mirrored chamber test, the staircase test and the marble burying test (Broekkamp 
et al., 1986;Holmes, 2001;Belzung and Griebel, 2001;Ohl et al., 2003). Another emerging 
paradigm is the novelty-induced suppression of feeding test, which measures the latency 
until food consumption in a novel environment. Here, rodents have shown to respond to 
chronic but not acute antidepressant treatment, resulting in decreased latency to feed 
(Dulawa and Hen, 2005). This goes along with the fact that anxiety in humans can in many 
cases be treated with chronic antidepressant administration (Nestler and Hyman, 2010).  
Even though approach-avoidance tests are critical in the assessment of anxiety-related 
behaviour in mice, they still have to be interpreted with caution. In most of the tests it is not 
possible to distinguish between an anxiety response and other phenotypes such as motivation, 
novelty-seeking, impulsivity or arousal. Thus increased time spent in an aversive area can be 
interpreted as both, decreased anxiety or increased motivation or arousal. Different 
exploratory and even coping strategies can also be misinterpreted as alterations in anxiety-like 
behaviour. Additionally, tests based on exploration can be strongly influenced by differences 
in basal locomotion and cognition (Refojo and Deussing, 2011). As is the case with the FST and 
TST, the above mentioned anxiety-based assays represent useful initial screens, but should 
never be used as definite evidence of a depression-like phenotype. This emphasizes the 
importance of parallel use of several slightly different anxiety tests, as well as the utilization of 
internal controls with respect to locomotion. Most importantly, additional non-anxiety based 
tests should be considered (see below).  

2.3 Reward-related and anhedonic behaviour 
Anhedonia, a hallmark of depression is defined as the inability to experience pleasure from 
activities formally found enjoyable. Dopamine neuronal functioning is essential in 
sustaining a wide variety of pleasurable and rewarding experiences (Wise and Bozarth, 
1985;Wise, 2002). Especially dopaminergic neurons, projecting from the ventral tegmental 
area to the prefrontal cortex, basolateral amygdala, and nucleus accumbens are essential in 
reward processes (Wise, 2002). The most widely accepted approach to assess reward-
seeking behaviour is via the sucrose consumption and preference tests. Decreased intake of 
palatable solutions, such as sucrose is regarded as a behavioural measure of hedonic 
deficit/depressive-like state (Willner, 2005). One drawback, however, is that one cannot rule 
out appetitive, metabolic or sensorial influences, which may be altered in genetically 
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depressive (Holsboer and Ising, 2008) and it was shown that CRHR1 antagonists have an effect 
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Mombereau, 2004). In addition, only some of the animals develop signs of helplessness and 
those are usually short-lived. Similar to the FST and TST, the learned helplessness paradigm 
does not parallel clinical settings with regard to the slow onset of antidepressant action, but 
remains a good tool for the assessment of stress-coping behaviour (Deussing, 2006).  

2.2 Anxiety-based tests 
The lack of clear a distinction between depression and anxiety amongst researchers poses a 
major issue in the interpretation of behavioural tests. Depression, by definition, is 
considered a pathological mental condition. Anxiety, however, is a normal state of cognitive 
and behavioural preparedness that an organism mobilizes in response to a future or distant 
potential threat (Leonardo and Hen, 2008). Although anxiety is often necessary and even 
protective, excessive anxiety can trigger disabling responses that, in time, lead to anxiety 
disorders (e.g., generalized anxiety disorder, social phobia, simple phobia, panic disorder, 
posttraumatic stress disorder (PTSD), and obsessive compulsive disorder) (Bienvenu et al., 
2009). Anxiety can often emerge as part of a depressive syndrome, but this does not hold 
true for all patients and certainly not for all animal models (Krishnan et al., 2007;Wallace et 
al., 2009). It is also important to note that the underlying neural circuitries are believed to be 
different in depression and anxiety (Nestler and Hyman, 2010). However, in animal models 
anxiety is considered a core endophenotype of depression, which is mainly due to the 
availability of a wide range of standardized tests, all of which assess anxiety-like behaviour. 
Most of these assays are based on approach-avoidance conflicts and were developed and 
validated using classical benzodiazepine-like anxiolytic compounds. Mice generally display 
high levels of exploration of a novel environment but also have an innate aversion to enter 
exposed, well-lit areas. The elevated plus-maze (EPM) and elevated zero-maze present the 
subject mouse with the choice of spending time exploring the open areas of a plus-shaped or 
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circular runway, versus spending time exploring the enclosed arms and arcs (Handley and 
Mithani, 1984;Chadman et al., 2009). Other exploration-based tasks, founded on similar 
conflicting tendencies to approach versus avoid a potentially dangerous area are the dark-
light box (DaLi) and open field (OF) test. In the latter the aversive area is represented by the 
central zone of a brightly lit open field. In the dark-light box test averseness is achieved by a 
highly illuminated compartment (Lister, 1990;Belzung and Griebel, 2001). The novel object 
exploration test makes use of similar principles, the only difference being that mice are first 
habituated to an environment and then exposed to novelty (novel object). Explorative 
paradigms such as the EPM, DaLi and brightly lit OF have been suggested to measure state 
anxiety (Belzung and Le, 1994;van Gaalen and Steckler, 2000). In contrast, exploration of 
novelty in an area known to be safe has been suggested to fundamentally differ from the 
exploration of a totally new environment and thus claimed to reflect trait rather than state 
anxiety (Griebel et al., 1993;van Gaalen and Steckler, 2000). Other tests are the modified hole 
board the mirrored chamber test, the staircase test and the marble burying test (Broekkamp 
et al., 1986;Holmes, 2001;Belzung and Griebel, 2001;Ohl et al., 2003). Another emerging 
paradigm is the novelty-induced suppression of feeding test, which measures the latency 
until food consumption in a novel environment. Here, rodents have shown to respond to 
chronic but not acute antidepressant treatment, resulting in decreased latency to feed 
(Dulawa and Hen, 2005). This goes along with the fact that anxiety in humans can in many 
cases be treated with chronic antidepressant administration (Nestler and Hyman, 2010).  
Even though approach-avoidance tests are critical in the assessment of anxiety-related 
behaviour in mice, they still have to be interpreted with caution. In most of the tests it is not 
possible to distinguish between an anxiety response and other phenotypes such as motivation, 
novelty-seeking, impulsivity or arousal. Thus increased time spent in an aversive area can be 
interpreted as both, decreased anxiety or increased motivation or arousal. Different 
exploratory and even coping strategies can also be misinterpreted as alterations in anxiety-like 
behaviour. Additionally, tests based on exploration can be strongly influenced by differences 
in basal locomotion and cognition (Refojo and Deussing, 2011). As is the case with the FST and 
TST, the above mentioned anxiety-based assays represent useful initial screens, but should 
never be used as definite evidence of a depression-like phenotype. This emphasizes the 
importance of parallel use of several slightly different anxiety tests, as well as the utilization of 
internal controls with respect to locomotion. Most importantly, additional non-anxiety based 
tests should be considered (see below).  

2.3 Reward-related and anhedonic behaviour 
Anhedonia, a hallmark of depression is defined as the inability to experience pleasure from 
activities formally found enjoyable. Dopamine neuronal functioning is essential in 
sustaining a wide variety of pleasurable and rewarding experiences (Wise and Bozarth, 
1985;Wise, 2002). Especially dopaminergic neurons, projecting from the ventral tegmental 
area to the prefrontal cortex, basolateral amygdala, and nucleus accumbens are essential in 
reward processes (Wise, 2002). The most widely accepted approach to assess reward-
seeking behaviour is via the sucrose consumption and preference tests. Decreased intake of 
palatable solutions, such as sucrose is regarded as a behavioural measure of hedonic 
deficit/depressive-like state (Willner, 2005). One drawback, however, is that one cannot rule 
out appetitive, metabolic or sensorial influences, which may be altered in genetically 
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modified animals. In addition, enhanced hedonic drive and motivation, which are hallmarks 
of manic symptoms in bipolar disorder, may often be misinterpreted as decreased 
depression-like behaviour (Hasler et al., 2004). Operant paradigms, such as the conditioned 
place-preference (CPP), are also widely applied to assess anhedonic behaviour. Although 
mainly used to determine the addiction potential of drugs, CPP can also be employed to test 
animals in a drug-free state. Even though methodological details differ among laboratories, 
a typical CPP experiment includes differential pairing of two distinct sets of environmental 
(contextual) cues with a stimulus (e.g., drug, food, copulatory opportunity) (Bardo and 
Bevins, 2000). When tested later on in the absence of the stimulus, the approaches and the 
amount of time spent in the compartments previously associated with the positive stimulus 
serve as an indicator of preference and a measure of reward learning. Obvious drawbacks 
include the rather elaborate testing procedure as well as the fact that the paradigm is heavily 
dependent on learning, memory and motor activity. Operant self-administration, using the 
so-called operant box (or Skinner box), represent additional methods in anhedonic research 
(Sanchis-Segura and Spanagel, 2006). In contrast, intracranial self-stimulation-based 
procedures make use of the phenomenon that direct stimulation of distinct brain regions 
through electrical or chemical means can activate the reward system and serve as an operant 
reinforcer (Sanchis-Segura and Spanagel, 2006). However, the use of brain stimulation 
reward techniques requires surgery and sometimes extensive periods of training that often 
exceed the recovery time from the surgery (Malkesman et al., 2010). Alternatives are for 
instance the recently developed female urine sniffing test (FUST). The FUST is a nonoperant 
test, designed to measure reward-seeking behaviour in rodents based on the interest in 
pheromonal odors from the opposite sex (Malkesman et al., 2010). The duration of female 
urine sniffing was significantly decreased after foot-shock stress and could be reverted upon 
antidepressant treatment (Malkesman et al., 2010). As with other tests, the FUST faces 
limitations when working with transgenic animals, which in some cases may suffer from 
olfactory system dysfunction (Hull and Dominguez, 2007). Furthermore, the preference for 
estrus female odour might also be related to social and not just sexual behaviour (Wersinger 
et al., 2004). As with anxiety tests, multiple tasks that evaluate different aspects of reward 
sensitivity should be considered, and are likely to provide more insights into the 
behavioural and neurobiological processes of mood disorders such as depression.  

2.4 Cognition-based tests 
A majority of depressed patients, especially older adults, show pronounced cognitive 
deficits typically consisting of memory impairments, poor attention, and executive 
dysfunction (Butters et al., 2004;Crocco et al., 2010). Hence, it is of great interest to model 
altered cognitive behaviours in mice. However, this undertaking faces many challenges, 
given the fact that the rodent cortex is much more primitive than the human, which 
makes it extremely difficult to address many aspects of cognitive processing in mice 
(Cryan and Holmes, 2005). Therefore, many of the applied cognition tasks, such as the 
Morris water maze (MWM) and Y-maze test, focus on general cognitive function 
mediated by the hippocampal region. Developed by Morris in 1984, the MWM test 
assesses spatial learning in mice and rats and is strongly reflective of hippocampal 
synaptic plasticity and NMDA receptor function. The test relies on distal, visual cues that 
can help the animal to locate and navigate to a submerged escape platform from different 
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starting locations within an open swimming arena. Spatial learning is evaluated across 
repeated trials and reference memory is assessed by preference for the platform area once 
the platform is absent (Morris, 1984;D'Hooge and De Deyn, 2001). Similarly, the Y-maze 
also assesses spatial memory and hippocampal integrity. It is based on the animal’s 
natural curiosity to discover novel environments (Conrad et al., 1996;Dellu et al., 2000), 
but is not confounded by possible effects of hypothermia. Incidents of chronic social 
stress, a precondition of many depressed patients, have shown to alter cognitive 
performance in a battery of tests including the MWM and Y-maze task (McEwen and 
Sapolsky, 1995;Song et al., 2006;Wang et al., 2011).  
It is important to note that many cognitive deficits, such as misappraisal and over-attention 
to threatening stimuli, are also observed in panic disorder, generalized anxiety disorders 
and phobias (Cryan and Holmes, 2005). Thus, researchers often speak of emotional 
cognition, which can be analysed in rodents with certain well established concepts such as 
Pavlovian fear-conditioning (Davis, 1990;Fendt and Fanselow, 1999;Maren, 2001). Such 
contextual and cued fear conditioning tasks represent additional methodologies to 
investigate memory, as they require that the animals learn the association of a non-aversive 
context or cue with an aversive stimulus. The ability to learn this association is measured by 
the amount of freezing exhibited in response to the cue or context alone (Amann et al., 2010). 
Many variations of the paradigm exist, including altering the type of cue and stimulus, and, 
once learned, testing the rate at which learning is extinguished (Fanselow, 1980). The failure 
to extinguish learned fear responses is one key feature of post-traumatic stress disorder, 
phobias and other anxiety disorders (El-Ghundi et al., 2001).  
Another recently validated test in rats is the attentional set-shifting test (Birrell and 
Brown, 2000;Bondi et al., 2008). The animals are trained to dig for food in bowls which are 
presented in pairs, only one being baited. The rat has to select the bowl to dig in based on 
the texture that covers the bowl’s surface or the odor of the medium with which it is 
filled. Once the training procedure is completed, the animals perform a series of 
discrimination tasks, including reversal, an intradimensional shift, and an 
extradimensional shift. The number of trials required to perform six consecutive correct 
responses in different stages is scored. Rats subjected to chronic unpredictable stress 
exhibited impairments in the attentional set-shifting test, which were prevented by 
desipramine or escitalopram treatment (Bondi et al., 2008). In addition, lesions of the 
medial prefrontal cortex selectively disrupted extradimensional set shifting (Birrell and 
Brown, 2000). Although this paradigm is quite labour intensive and not yet validated for 
the mouse, it represents a very interesting means to evaluate prefrontal cortex function as 
a cognitive trait relevant for depression.  
Although cognitive tests are not used as standard tools when assessing depression-like 
behaviour, they certainly provide insights into the cognitive aspects of the emotional state. 
Thus, it is strongly recommended to include cognitive tasks in schedules for testing 
emotional behaviour especially in combination with some of the well-established anxiety 
tests described above.  

2.5 Assessing behaviour via social tests  
Social behaviour can be defined as any behaviour that influences, or is influenced by, other 
members of the same species. A variety of neuropsychiatric disorders, including depression, 
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modified animals. In addition, enhanced hedonic drive and motivation, which are hallmarks 
of manic symptoms in bipolar disorder, may often be misinterpreted as decreased 
depression-like behaviour (Hasler et al., 2004). Operant paradigms, such as the conditioned 
place-preference (CPP), are also widely applied to assess anhedonic behaviour. Although 
mainly used to determine the addiction potential of drugs, CPP can also be employed to test 
animals in a drug-free state. Even though methodological details differ among laboratories, 
a typical CPP experiment includes differential pairing of two distinct sets of environmental 
(contextual) cues with a stimulus (e.g., drug, food, copulatory opportunity) (Bardo and 
Bevins, 2000). When tested later on in the absence of the stimulus, the approaches and the 
amount of time spent in the compartments previously associated with the positive stimulus 
serve as an indicator of preference and a measure of reward learning. Obvious drawbacks 
include the rather elaborate testing procedure as well as the fact that the paradigm is heavily 
dependent on learning, memory and motor activity. Operant self-administration, using the 
so-called operant box (or Skinner box), represent additional methods in anhedonic research 
(Sanchis-Segura and Spanagel, 2006). In contrast, intracranial self-stimulation-based 
procedures make use of the phenomenon that direct stimulation of distinct brain regions 
through electrical or chemical means can activate the reward system and serve as an operant 
reinforcer (Sanchis-Segura and Spanagel, 2006). However, the use of brain stimulation 
reward techniques requires surgery and sometimes extensive periods of training that often 
exceed the recovery time from the surgery (Malkesman et al., 2010). Alternatives are for 
instance the recently developed female urine sniffing test (FUST). The FUST is a nonoperant 
test, designed to measure reward-seeking behaviour in rodents based on the interest in 
pheromonal odors from the opposite sex (Malkesman et al., 2010). The duration of female 
urine sniffing was significantly decreased after foot-shock stress and could be reverted upon 
antidepressant treatment (Malkesman et al., 2010). As with other tests, the FUST faces 
limitations when working with transgenic animals, which in some cases may suffer from 
olfactory system dysfunction (Hull and Dominguez, 2007). Furthermore, the preference for 
estrus female odour might also be related to social and not just sexual behaviour (Wersinger 
et al., 2004). As with anxiety tests, multiple tasks that evaluate different aspects of reward 
sensitivity should be considered, and are likely to provide more insights into the 
behavioural and neurobiological processes of mood disorders such as depression.  

2.4 Cognition-based tests 
A majority of depressed patients, especially older adults, show pronounced cognitive 
deficits typically consisting of memory impairments, poor attention, and executive 
dysfunction (Butters et al., 2004;Crocco et al., 2010). Hence, it is of great interest to model 
altered cognitive behaviours in mice. However, this undertaking faces many challenges, 
given the fact that the rodent cortex is much more primitive than the human, which 
makes it extremely difficult to address many aspects of cognitive processing in mice 
(Cryan and Holmes, 2005). Therefore, many of the applied cognition tasks, such as the 
Morris water maze (MWM) and Y-maze test, focus on general cognitive function 
mediated by the hippocampal region. Developed by Morris in 1984, the MWM test 
assesses spatial learning in mice and rats and is strongly reflective of hippocampal 
synaptic plasticity and NMDA receptor function. The test relies on distal, visual cues that 
can help the animal to locate and navigate to a submerged escape platform from different 
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starting locations within an open swimming arena. Spatial learning is evaluated across 
repeated trials and reference memory is assessed by preference for the platform area once 
the platform is absent (Morris, 1984;D'Hooge and De Deyn, 2001). Similarly, the Y-maze 
also assesses spatial memory and hippocampal integrity. It is based on the animal’s 
natural curiosity to discover novel environments (Conrad et al., 1996;Dellu et al., 2000), 
but is not confounded by possible effects of hypothermia. Incidents of chronic social 
stress, a precondition of many depressed patients, have shown to alter cognitive 
performance in a battery of tests including the MWM and Y-maze task (McEwen and 
Sapolsky, 1995;Song et al., 2006;Wang et al., 2011).  
It is important to note that many cognitive deficits, such as misappraisal and over-attention 
to threatening stimuli, are also observed in panic disorder, generalized anxiety disorders 
and phobias (Cryan and Holmes, 2005). Thus, researchers often speak of emotional 
cognition, which can be analysed in rodents with certain well established concepts such as 
Pavlovian fear-conditioning (Davis, 1990;Fendt and Fanselow, 1999;Maren, 2001). Such 
contextual and cued fear conditioning tasks represent additional methodologies to 
investigate memory, as they require that the animals learn the association of a non-aversive 
context or cue with an aversive stimulus. The ability to learn this association is measured by 
the amount of freezing exhibited in response to the cue or context alone (Amann et al., 2010). 
Many variations of the paradigm exist, including altering the type of cue and stimulus, and, 
once learned, testing the rate at which learning is extinguished (Fanselow, 1980). The failure 
to extinguish learned fear responses is one key feature of post-traumatic stress disorder, 
phobias and other anxiety disorders (El-Ghundi et al., 2001).  
Another recently validated test in rats is the attentional set-shifting test (Birrell and 
Brown, 2000;Bondi et al., 2008). The animals are trained to dig for food in bowls which are 
presented in pairs, only one being baited. The rat has to select the bowl to dig in based on 
the texture that covers the bowl’s surface or the odor of the medium with which it is 
filled. Once the training procedure is completed, the animals perform a series of 
discrimination tasks, including reversal, an intradimensional shift, and an 
extradimensional shift. The number of trials required to perform six consecutive correct 
responses in different stages is scored. Rats subjected to chronic unpredictable stress 
exhibited impairments in the attentional set-shifting test, which were prevented by 
desipramine or escitalopram treatment (Bondi et al., 2008). In addition, lesions of the 
medial prefrontal cortex selectively disrupted extradimensional set shifting (Birrell and 
Brown, 2000). Although this paradigm is quite labour intensive and not yet validated for 
the mouse, it represents a very interesting means to evaluate prefrontal cortex function as 
a cognitive trait relevant for depression.  
Although cognitive tests are not used as standard tools when assessing depression-like 
behaviour, they certainly provide insights into the cognitive aspects of the emotional state. 
Thus, it is strongly recommended to include cognitive tasks in schedules for testing 
emotional behaviour especially in combination with some of the well-established anxiety 
tests described above.  

2.5 Assessing behaviour via social tests  
Social behaviour can be defined as any behaviour that influences, or is influenced by, other 
members of the same species. A variety of neuropsychiatric disorders, including depression, 
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are characterized by disruptions of social behaviour (Nestler and Hyman, 2010). Many of the 
social test paradigms were originally developed to study schizophrenia and autism-like 
behaviour, in which alterations in social behaviour represent core symptoms of the disease. 
However, social withdrawal also represents a common symptom in psychiatric conditions 
such as depression, social phobia, and PTSD (Berton and Nestler, 2006). Exposure to chronic 
social stress, after which rodents show signs of anhedonia and increased anxiety-like 
behaviour, is also effective in inducing social withdrawal (Krishnan et al., 2007). Although 
most social tasks in mice are employed after repeated exposure to a stressor, it should be 
considered to employ these tests also under basal conditions especially when evaluating 
transgenic mouse lines.  
The classical social interaction paradigm encompasses the free exploration of an unfamiliar 
congener by the experimental mouse. Social interaction is measured by the time spent in 
close proximity to the unfamiliar mouse as well as the amount and duration of additional 
behaviour including sniffing, following, grooming, biting, mounting etc. In many cases, 
social avoidance behaviour is associated with anxiety- and depression-like behaviour.  
The social avoidance paradigm represents a similar but faster and more systematic approach 
to assess social avoidance. In contrast to the standard tests, social approach towards an 
unfamiliar mouse enclosed in a wire mesh cage is measured (Berton et al., 2006). This 
excludes subject bias from the observer, since only the time spent in close proximity to the 
target is assessed. In addition, aggressive behaviours such as biting and fighting can be 
excluded. Other paradigms, including the sociability test can be used to assess the social 
preference between a stranger/conspecific and an object (Moy et al., 2004). In addition, 
social novelty can be evaluated by introducing a second unfamiliar mouse. In rats, it was 
shown that social behaviour is individually stable and that sociability is related to 5-HT 
metabolism in the prefrontal cortex (Tonissaar et al., 2004;Tonissaar et al., 2008b). 
Additionally, sociability and anxiety were shown to be closely related domains (Tonissaar et 
al., 2004;Tonissaar et al., 2008a). Even though preclinical research has clearly favoured the 
rat for the assessment of social behaviour, the propagation of transgenic and gene targeting 
technologies in the mouse has established it as a unique model in psychiatric research. Thus, 
an ever increasing number of social tasks is established in mice and should definitely be 
considered when assessing animal models of depression. 

3. Outline of existing mouse models of depression 
Most animal models of depression are either based on environmental challenges or on 
manipulation of sensory and integrative functions of the brain. By means of a variety of 
stressful conditions, certain symptoms that are inferred to be “depression-like” can be evoked 
in animals. In contrast, molecular and cellular tools, which allow the development of targeted 
genetic manipulation strategies in embryonic stem cells, are also widely applied to generate so 
called “depression models”. Below, the most prominent and widely used animal models of 
depression will be considered. In addition, innovative strategies and state-of-the-art 
technologies used to construct novel genetic mouse models of depression will be discussed.  

3.1 Lesion models 
Patients exhibiting depression or other psychiatric syndromes often show alterations in 
structures related to olfactory function. Olfactory performance was shown to be reduced in 
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depressed patients (Pause et al., 2001) together with morphological differences in olfactory 
projection areas, noticeably in the amygdala (Nestler et al., 2002). Thus, the bulbectomized 
rat or mouse has been considered a model of agitated depression (Leonard and Tuite, 
1981;Kelly et al., 1997). After ablation of the olfactory bulb, mice demonstrate typical loss of 
smell but also disruptions of the limbic-hypothalamic axis with the consequence of 
behavioural, neurochemical, neuroendocrine and neuroimmune alterations, all of which 
may resemble changes in depressed patients (Song and Leonard, 2005). The behavioural 
outcome of olfactory bulbectomy is largely thought to result from compensatory 
mechanisms of neuronal reorganisation. Thus, most of the literature indicates that the 
olfactory bulb is not a mere sensory area, suggesting that it could have non-olfactory 
functions relevant for modulation of behaviour (Edwards et al., 1972;Cain and Paxinos, 
1974;Mucignat-Caretta et al., 2004). In addition, peripheral anosmia fails to produce the 
observed behavioural changes in mice, indicating once more that loss of smell alone is not 
the sole cause for the observed syndromes (Mar et al., 2000). Underlying changes are 
thought to involve alterations in synaptic strength and/or loss of spine density in various 
limbic regions including the amygdala and hippocampus (Kelly and Leonard, 1999). 
Marked changes in major neurotransmitter systems have also been observed in 
bulbectomized rodents (Kelly, 1999). However, the most consistent behavioural phenotype 
of bulbectomized animals is a hyperactive response in the open field paradigm, which is 
reversible upon antidepressant treatment (Cryan et al., 1999). This model of depression 
shows high face validity as it mimics the slow onset of antidepressant action reported in 
clinical studies (Willner and Mitchell, 2002). However, high construct validity is not 
achieved as the model fails to recapitulate the etiology of disease progression.  

3.2 Pharmacological models 
Pharmacological models in the ideal sense should induce behavioural changes and 
treatment responses partly similar to depression. Reserpine, a sympatholytic drug that 
depletes catecholamines in the brain (Eranco and Hopsu, 1958;Mascorro and Yates, 1971), is 
believed to chemically evoke a depression-like phenotype in animals. The drug was shown 
to induce a syndrome of locomotor hypomotility and reduced body temperature in rodents. 
In addition, reserpine exhibits effects on the adrenal glands which resemble those of 
physiological stress (Joh et al., 1973). This model is based on the capability of 
antidepressants to reverse the inhibitory effects caused by reserpine on motility in rats and 
mice (Nutt, 2006). The psychostimulant withdrawal paradigm, another widely applied 
pharmacological model, displays both, responsiveness to antidepressants and induces 
characteristic symptoms of depression. In humans, withdrawal from chronic 
psychostimulants generates symptoms that have strong behavioural and psychological 
parallels to depression including diminished interest in pleasure. Withdrawal from chronic 
amphetamine treatment results in behavioural changes that were shown to be analogous to 
some aspects of depression. These included reward deficits and increased immobility in the 
FST (Kokkinidis et al., 1986;Cryan et al., 2003). Therefore, examination of the behavioural 
effects of drug withdrawal may provide insights into the underlying neurobiological 
mechanisms and aid in the development of animal models of depression that are sensitive to 
antidepressant agents. Although many of these models show robust predictive and even 
face validity, most of them fail to mimic disease etiology. In that regard, pharmacological 
models such as those mentioned above, significantly contributed to the strengthening of the 
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are characterized by disruptions of social behaviour (Nestler and Hyman, 2010). Many of the 
social test paradigms were originally developed to study schizophrenia and autism-like 
behaviour, in which alterations in social behaviour represent core symptoms of the disease. 
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such as depression, social phobia, and PTSD (Berton and Nestler, 2006). Exposure to chronic 
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considered to employ these tests also under basal conditions especially when evaluating 
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congener by the experimental mouse. Social interaction is measured by the time spent in 
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metabolism in the prefrontal cortex (Tonissaar et al., 2004;Tonissaar et al., 2008b). 
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technologies in the mouse has established it as a unique model in psychiatric research. Thus, 
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3. Outline of existing mouse models of depression 
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depression will be considered. In addition, innovative strategies and state-of-the-art 
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3.1 Lesion models 
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depressed patients (Pause et al., 2001) together with morphological differences in olfactory 
projection areas, noticeably in the amygdala (Nestler et al., 2002). Thus, the bulbectomized 
rat or mouse has been considered a model of agitated depression (Leonard and Tuite, 
1981;Kelly et al., 1997). After ablation of the olfactory bulb, mice demonstrate typical loss of 
smell but also disruptions of the limbic-hypothalamic axis with the consequence of 
behavioural, neurochemical, neuroendocrine and neuroimmune alterations, all of which 
may resemble changes in depressed patients (Song and Leonard, 2005). The behavioural 
outcome of olfactory bulbectomy is largely thought to result from compensatory 
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olfactory bulb is not a mere sensory area, suggesting that it could have non-olfactory 
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1974;Mucignat-Caretta et al., 2004). In addition, peripheral anosmia fails to produce the 
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the sole cause for the observed syndromes (Mar et al., 2000). Underlying changes are 
thought to involve alterations in synaptic strength and/or loss of spine density in various 
limbic regions including the amygdala and hippocampus (Kelly and Leonard, 1999). 
Marked changes in major neurotransmitter systems have also been observed in 
bulbectomized rodents (Kelly, 1999). However, the most consistent behavioural phenotype 
of bulbectomized animals is a hyperactive response in the open field paradigm, which is 
reversible upon antidepressant treatment (Cryan et al., 1999). This model of depression 
shows high face validity as it mimics the slow onset of antidepressant action reported in 
clinical studies (Willner and Mitchell, 2002). However, high construct validity is not 
achieved as the model fails to recapitulate the etiology of disease progression.  

3.2 Pharmacological models 
Pharmacological models in the ideal sense should induce behavioural changes and 
treatment responses partly similar to depression. Reserpine, a sympatholytic drug that 
depletes catecholamines in the brain (Eranco and Hopsu, 1958;Mascorro and Yates, 1971), is 
believed to chemically evoke a depression-like phenotype in animals. The drug was shown 
to induce a syndrome of locomotor hypomotility and reduced body temperature in rodents. 
In addition, reserpine exhibits effects on the adrenal glands which resemble those of 
physiological stress (Joh et al., 1973). This model is based on the capability of 
antidepressants to reverse the inhibitory effects caused by reserpine on motility in rats and 
mice (Nutt, 2006). The psychostimulant withdrawal paradigm, another widely applied 
pharmacological model, displays both, responsiveness to antidepressants and induces 
characteristic symptoms of depression. In humans, withdrawal from chronic 
psychostimulants generates symptoms that have strong behavioural and psychological 
parallels to depression including diminished interest in pleasure. Withdrawal from chronic 
amphetamine treatment results in behavioural changes that were shown to be analogous to 
some aspects of depression. These included reward deficits and increased immobility in the 
FST (Kokkinidis et al., 1986;Cryan et al., 2003). Therefore, examination of the behavioural 
effects of drug withdrawal may provide insights into the underlying neurobiological 
mechanisms and aid in the development of animal models of depression that are sensitive to 
antidepressant agents. Although many of these models show robust predictive and even 
face validity, most of them fail to mimic disease etiology. In that regard, pharmacological 
models such as those mentioned above, significantly contributed to the strengthening of the 
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monoamine theory of depression, which assumes that an elevation of serotonin and 
norepinephrine levels will improve depressive symptomatology. However, they are limited 
in their value as effective models of depression given the ever expanding impact of genetic 
and environmental models. 

3.3 Genetic mouse models  
Genetically engineered mice represent a powerful tool to study candidate genes thought 
to participate in a particular disease. In general, scientists discriminate between forward 
and reverse genetics. Forward genetics allows the identification of relevant genes without 
any prior knowledge of genetic or mechanistic underpinnings of a phenotype of interest. 
Classically, forward genetics involves larger scale random mutagenesis screens such as 
ENU-(N-ethyl-N-nitrosourea) or gene-trap-based approaches which have resulted in a 
great number of mutants displaying aspects of depression-like behaviour. On the other 
hand, reverse genetics involves genetic manipulations that result in loss- or gain-of-
function mutants. These include classical transgenic mice that have additional copies of 
certain genes in their genome, which results in a gain-of-function. Similarly, knock-in 
techniques are frequently applied to generate gain-of-function animals. However, 
transgenes can also be used to induce a loss-of-function if the inserted transgene produces 
an antisense mRNA of the target gene. Similarly, short hairpin RNAs directed against the 
gene of interest have also been widely used (Kleinhammer et al., 2010). However, 
disruption of specific target genes is most commonly achieved via generation of knockout 
mice. Embryonic stem (ES) cell technology has been widely used to produce null mutants 
or ‘conventional’ knockouts (Capecchi, 2005). In that case, the targeting vector is 
constructed to allow the precise disruption of a gene resulting in the complete ablation of 
protein and/or mRNA production within every cell. Such conventional knockout mice 
were of immense importance in identifying candidate genes involved in depression and 
other mood disorders (see below). However, they were limited in their ability to further 
uncover specific brain regions and neural circuitries involved in disease etiology. In many 
cases, homozygous knockouts were not viable or induced developmental and peripheral 
changes such as reduced weight or organ dysfunction. Since then, technologies in this 
field have expanded rapidly, introducing sophisticated conditional strategies (Branda and 
Dymecki, 2004). This progress has allowed an increasingly refined control of spatial and 
temporal gene expression. In particular, the propagation of site-specific recombinases 
makes it possible to address gene function in a spatially and temporally restricted 
manner. For example, mouse lines expressing Cre recombinases selectively in neurons of 
a specific neurotransmitter type allow for gene targeting of specific populations of 
neurons. Moreover, increasing availability of mouse lines expressing the tamoxifen-
inducible Cre recombinase variant CreERT2 (Branda and Dymecki, 2004) offers additional 
temporal control and avoids obscurities due to developmental functions of targeted genes. 
In addition, conditional strategies such as RNAi technology or virus-mediated genetic 
manipulation also enable the control over spatial and temporal gene expression, and are 
thus becoming increasingly important. 
Currently, three main theories try to conceptualize the molecular mechanisms underlying 
depression. These include the monoamine and neurotrophic hypothesis, and the HPA 
system. Thus, most genetic approaches aim at altering the expression of genes that are 
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involved in these systems and thereby analyse their respective role in animal behaviour, 
neuroendocrine and molecular parameters (Urani et al., 2005). The monoamine hypothesis 
postulates that depression is caused by an impairment of serotonergic, noradrenergic or 
dopaminergic neurotransmission. The monoaminergic deficiency can be due to several 
factors including decreased synthesis or early degradation of neurotransmitters, altered 
expression or function of neurotransmitter receptors and impairment of signal transduction 
systems activated by post-synaptic neurotransmitter receptors (Berton and Nestler, 2006).  
The neurotrophic hypothesis of depression assumes that the cAMP responsive element-
binding protein (CREB) – brain derived neurotrophic factor (BDNF) – tyrosine kinase B 
receptor (TRKB) pathway is involved in the pathophysiology of depression and action of 
antidepressants. Originally the theory was based on findings in rodents, demonstrating that 
acute or chronic stress decreases BDNF expression in the hippocampus and that diverse 
classes of antidepressants produce the opposite effect and can prevent the actions of stress 
(Berton and Nestler, 2006).  
A dysregulation of the HPA axis, the major neuroendocrine stress system in mammals, has 
also been postulated to play a role in human depression. Hyperactivity of the HPA axis is 
observed in the majority of patients with depression, as manifested by increased expression 
of CRH in the hypothalamus, increased levels of CRH in the cerebrospinal fluid (CSF) and 
reduced feedback inhibition of the axis by CRH and glucocorticoids (Sapolsky, 2000;Barden, 
2004;de Kloet et al., 2005;Deussing and Wurst, 2005;Muller and Holsboer, 2006). 
Although the above mentioned systems are commonly accepted, other neuromodulatory 
systems have also been implicated in depression, e.g. substance P, neuropeptide Y, 
aquaporines, and the immune system, in particular the activation of cytokines (Rosenkranz, 
2007;Kong et al., 2009;Morales-Medina et al., 2010;Blume et al., 2011). Most likely, neither of 
the theories will ever hold true on its own in explaining all underlying mechanisms of 
depression. An interaction of these systems, combining dysregulations of more than one 
neuronal circuit with environmental factors, is probably more likely to explain the etiology 
of depression. Nevertheless, these theories represented initial starting points for the 
generation of possibly valid “depression-models”. Among many of the generated mouse 
mutants based on the mentioned hypothesis, only very few, if any, can be considered valid 
genetic depression models, but rather represent models of predisposition to depression 
(Cryan and Mombereau, 2004). Some of the seminal genetic models will be discussed in 
more detail below.  

3.3.1 Models based on the monoamine hypothesis of depression  
Several knockout mice of candidate genes related to the monoamine hypothesis were 
generated in the past. The main ones included the serotonin-(SERT), noradrenaline 
(NAT)-, and dopamine (DAT) transporters, which represent major targets of 
antidepressants and psychostimulants such as cocaine and 3,4-methylendioxy-N-
methylamphetamine (MDMA/ecstasy). The monoamine transporters (MATs) are 
localized at the presynaptic mebranes of monoaminergic neurons where they modulate 
the fate and restrict the lifetime of the released monoamines (Haenisch and Bonisch, 2011). 
Most classical antidepressants act via MAT inhibition thereby increasing the availability 
of monoamines in the synaptic cleft. Thus one would speculate that MAT knockouts 
would show a similar phenotype to that observed after antidepressant treatment. 
Interestingly, SERT knockout mice show a strong anxiety-like phenotype and are not 
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monoamine theory of depression, which assumes that an elevation of serotonin and 
norepinephrine levels will improve depressive symptomatology. However, they are limited 
in their value as effective models of depression given the ever expanding impact of genetic 
and environmental models. 

3.3 Genetic mouse models  
Genetically engineered mice represent a powerful tool to study candidate genes thought 
to participate in a particular disease. In general, scientists discriminate between forward 
and reverse genetics. Forward genetics allows the identification of relevant genes without 
any prior knowledge of genetic or mechanistic underpinnings of a phenotype of interest. 
Classically, forward genetics involves larger scale random mutagenesis screens such as 
ENU-(N-ethyl-N-nitrosourea) or gene-trap-based approaches which have resulted in a 
great number of mutants displaying aspects of depression-like behaviour. On the other 
hand, reverse genetics involves genetic manipulations that result in loss- or gain-of-
function mutants. These include classical transgenic mice that have additional copies of 
certain genes in their genome, which results in a gain-of-function. Similarly, knock-in 
techniques are frequently applied to generate gain-of-function animals. However, 
transgenes can also be used to induce a loss-of-function if the inserted transgene produces 
an antisense mRNA of the target gene. Similarly, short hairpin RNAs directed against the 
gene of interest have also been widely used (Kleinhammer et al., 2010). However, 
disruption of specific target genes is most commonly achieved via generation of knockout 
mice. Embryonic stem (ES) cell technology has been widely used to produce null mutants 
or ‘conventional’ knockouts (Capecchi, 2005). In that case, the targeting vector is 
constructed to allow the precise disruption of a gene resulting in the complete ablation of 
protein and/or mRNA production within every cell. Such conventional knockout mice 
were of immense importance in identifying candidate genes involved in depression and 
other mood disorders (see below). However, they were limited in their ability to further 
uncover specific brain regions and neural circuitries involved in disease etiology. In many 
cases, homozygous knockouts were not viable or induced developmental and peripheral 
changes such as reduced weight or organ dysfunction. Since then, technologies in this 
field have expanded rapidly, introducing sophisticated conditional strategies (Branda and 
Dymecki, 2004). This progress has allowed an increasingly refined control of spatial and 
temporal gene expression. In particular, the propagation of site-specific recombinases 
makes it possible to address gene function in a spatially and temporally restricted 
manner. For example, mouse lines expressing Cre recombinases selectively in neurons of 
a specific neurotransmitter type allow for gene targeting of specific populations of 
neurons. Moreover, increasing availability of mouse lines expressing the tamoxifen-
inducible Cre recombinase variant CreERT2 (Branda and Dymecki, 2004) offers additional 
temporal control and avoids obscurities due to developmental functions of targeted genes. 
In addition, conditional strategies such as RNAi technology or virus-mediated genetic 
manipulation also enable the control over spatial and temporal gene expression, and are 
thus becoming increasingly important. 
Currently, three main theories try to conceptualize the molecular mechanisms underlying 
depression. These include the monoamine and neurotrophic hypothesis, and the HPA 
system. Thus, most genetic approaches aim at altering the expression of genes that are 
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involved in these systems and thereby analyse their respective role in animal behaviour, 
neuroendocrine and molecular parameters (Urani et al., 2005). The monoamine hypothesis 
postulates that depression is caused by an impairment of serotonergic, noradrenergic or 
dopaminergic neurotransmission. The monoaminergic deficiency can be due to several 
factors including decreased synthesis or early degradation of neurotransmitters, altered 
expression or function of neurotransmitter receptors and impairment of signal transduction 
systems activated by post-synaptic neurotransmitter receptors (Berton and Nestler, 2006).  
The neurotrophic hypothesis of depression assumes that the cAMP responsive element-
binding protein (CREB) – brain derived neurotrophic factor (BDNF) – tyrosine kinase B 
receptor (TRKB) pathway is involved in the pathophysiology of depression and action of 
antidepressants. Originally the theory was based on findings in rodents, demonstrating that 
acute or chronic stress decreases BDNF expression in the hippocampus and that diverse 
classes of antidepressants produce the opposite effect and can prevent the actions of stress 
(Berton and Nestler, 2006).  
A dysregulation of the HPA axis, the major neuroendocrine stress system in mammals, has 
also been postulated to play a role in human depression. Hyperactivity of the HPA axis is 
observed in the majority of patients with depression, as manifested by increased expression 
of CRH in the hypothalamus, increased levels of CRH in the cerebrospinal fluid (CSF) and 
reduced feedback inhibition of the axis by CRH and glucocorticoids (Sapolsky, 2000;Barden, 
2004;de Kloet et al., 2005;Deussing and Wurst, 2005;Muller and Holsboer, 2006). 
Although the above mentioned systems are commonly accepted, other neuromodulatory 
systems have also been implicated in depression, e.g. substance P, neuropeptide Y, 
aquaporines, and the immune system, in particular the activation of cytokines (Rosenkranz, 
2007;Kong et al., 2009;Morales-Medina et al., 2010;Blume et al., 2011). Most likely, neither of 
the theories will ever hold true on its own in explaining all underlying mechanisms of 
depression. An interaction of these systems, combining dysregulations of more than one 
neuronal circuit with environmental factors, is probably more likely to explain the etiology 
of depression. Nevertheless, these theories represented initial starting points for the 
generation of possibly valid “depression-models”. Among many of the generated mouse 
mutants based on the mentioned hypothesis, only very few, if any, can be considered valid 
genetic depression models, but rather represent models of predisposition to depression 
(Cryan and Mombereau, 2004). Some of the seminal genetic models will be discussed in 
more detail below.  

3.3.1 Models based on the monoamine hypothesis of depression  
Several knockout mice of candidate genes related to the monoamine hypothesis were 
generated in the past. The main ones included the serotonin-(SERT), noradrenaline 
(NAT)-, and dopamine (DAT) transporters, which represent major targets of 
antidepressants and psychostimulants such as cocaine and 3,4-methylendioxy-N-
methylamphetamine (MDMA/ecstasy). The monoamine transporters (MATs) are 
localized at the presynaptic mebranes of monoaminergic neurons where they modulate 
the fate and restrict the lifetime of the released monoamines (Haenisch and Bonisch, 2011). 
Most classical antidepressants act via MAT inhibition thereby increasing the availability 
of monoamines in the synaptic cleft. Thus one would speculate that MAT knockouts 
would show a similar phenotype to that observed after antidepressant treatment. 
Interestingly, SERT knockout mice show a strong anxiety-like phenotype and are not 
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resistant to depression. Although they display an excess of extracellular 5HT during 
embryonic development, marked depletion of 5HT was shown in several regions of the 
adult mouse brain (Bengel et al., 1998). This favoured the assumption that life-long 
absence of SERT can lead to chronic serotonin depletion resulting in depression-like 
behaviour (Gross et al., 2000;Gross et al., 2002).  
In order to study the endophenotypes of dopaminergic dysregulation Caron and co-workers 
(Giros et al., 1996) developed conventional DAT knockout (DAT-KO) mice. These animals 
show persistent hyperdopaminergia, resulting in a downregulation of pre- and postsynaptic 
dopamine receptors (Gainetdinov et al., 1999;Jones et al., 1999). Concerning the behavioural 
phenotype, DAT-KO mice show very pronounced hyperlocomotion (Giros et al., 
1996;Gainetdinov et al., 1999;Pogorelov et al., 2005), decreased immobility in the FST 
(Spielewoy et al., 2000), increased sucrose preference (Perona et al., 2008), impairments in 
cognitive function (Gainetdinov et al., 1999) and deficits in reversal learning (Morice et al., 
2007). These observations support a certain role of the dopamine transporter in mediating 
an antidepressant-like phenotype. 
In contrast, the phenotype of conventional NAT knockouts fits the profile of 
antidepressant efficacy of drugs that antagonize the noradrenalin transporter (Xu et al., 
2000). These mice behave like antidepressant-treated animals, exhibiting decreased 
immobility in the FST and TST (Xu et al., 2000) as well as increased sucrose consumption 
(Haenisch et al., 2009). In addition, NAT knockout mice show less susceptibility towards 
acute and chronic stress (Haenisch et al., 2009). Thus, NAT knockout animals seem to be a 
good model to obtain more in-depth knowledge on the pathophysiology of depression 
and antidepressant action.  
MAT deficient mice represent interesting tools to study human genetic conditions in which 
these transporters are downregulated, but render them less useful for investigating their 
normal role in the adult brain. It should also be noted that monoamine transporters can 
often compensate for each other if they are completely knocked out (Haenisch and Bonisch, 
2011). For example, noradrenaline can be taken up and stored in striatal dopaminergic 
neurons (Gobert et al., 2004). These compensatory processes represent an additional 
difficulty in understanding the transporter role in the adult brain. In this regard, the 
conventional SERT and DAT knockout mice rendered insights into the brain serotonergic 
and dopaminergic systems, but could not fully address the involvement of these 
monoamines in a depression-like state.  A conditional knockout of SERT and DAT within 
the CNS serotonergic and dopaminergic neurons, respectively, would greatly aid in this 
undertaking. Unfortunately, until now, no tissue-specific conditional knockouts of the SERT 
and DAT have been generated. However, SERT knockdown via siRNA led to a reduction of 
SERT mRNA levels in the dorsal and medial raphe nuclei as well as immobility in the FST, 
which was identical to the response obtained from wildtype mice treated with the 
antidepressant citalopram (Hoyer et al., 2006). Knockdown of the dopamine transporter 
within the ventral tegmental area led to behavioural alterations also found in patients with 
bipolar disorder (Young et al., 2010;Young et al., 2011). These models represent interesting 
and valuable pharmacological tools and stress the importance of developing conditional 
monoamine-transporter knockouts in the future.  
In addition to MATs, conventional monoamine receptor mutant mice also mimic some 
aspects of depression-like behaviour. Fourteen subtypes of 5HT receptors have been 
identified so far (Hoyer and Martin, 1997) many of which have been targeted genetically 
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(Holmes, 2001). However, it is far from clear which receptors are mediating specific aspects 
of emotional behaviour. So far, the 5HT1A receptor (5HT1A-R) has been investigated in 
greater detail. 5HT1A-R knockouts display increased anxiety-related behaviour (Heisler et 
al., 1998;Ramboz et al., 1998;Sibille et al., 2000)  and HPA axis dysregulation (Gross et al., 
2000). Most of the other serotonin receptor knockout mice show no behavioural alterations. 
Although the behavioural effects in 5HT1A-R knockout mice were rather small, they still 
represent a valuable pharmacological model to study pharmacodynamical, biochemical and 
behavioural characteristics of serotonergic antidepressants (Urani et al., 2005). Similarly, 
there are hardly any pharmacological tools available that are selective enough to 
discriminate between the different subtypes of 2 adrenergic receptors. Thus, mice carrying 
deletions for these receptors could help to better understand receptor function and improve 
drug specificity. Mutant 2A adrenergic receptor mice show an increase in anxiety-like 
behaviour (Lahdesmaki et al., 2002), increased immobility in the FST and have a disrupted 
circadian rhythm (Schramm et al., 2001), a symptom often observed in human depression.  
Although monoamine receptor KOs represent valuable pharmacological tools, they are 
limited in their value as an animal model of depression. This is mostly due to the fact that 
deletion of a signal receptor is probably not sufficient to induce reliable depression-like 
phenotypes. In addition, compensatory mechanisms in early embryogenesis can lead to 
misinterpretations of receptor function pointing out once more the importance of 
conditional KOs.  

3.3.2 Models based on the neurotrophic factor-related hypothesis of depression 
The neurotrophin hypothesis of depression has also been addressed in the mouse by 
targeting neurotrophic factors such as BDNF and the respective TRKB receptors. However, 
conventional BDNF and TRKB receptor KOs are not viable (Conover et al., 1995). Thus, most 
of the earlier studies were conducted with heterozygous knockout mice. These were 
behaviourally indistinguishable from control littermates, consequently not representing a 
genetic model of depression (MacQueen et al., 2001). In contrast, forebrain-specific BDNF 
deletion leads to hyperactivity, obesity and increased anxiety-like behaviour (Rios et al., 
2001). In addition, inducible knockout of BDNF from the hippocampus and other forebrain 
regions prevented the antidepressant effects of certain reuptake inhibitors (Monteggia et al., 
2004). These animal models were of great value in linking the role of BDNF in the adult 
brain with antidepressant-like activity of certain drugs. However, complications arise from 
the fact that BDNF seems to exert quite opposite effects in different neural circuits. Although 
it shows antidepressant-like effects at the level of the hippocampus, BDNF infusion into the 
ventral tegmental area induces a prodepression-like effect (Eisch et al., 2003;Berton and 
Nestler, 2006). Conversely, conditional forebrain deletion of the BDNF receptor TRKB 
induced only a few behavioural changes, many of which are inconsistent (Zorner et al., 
2003). Nevertheless, the conditional BDNF knockouts significantly contributed to the 
dissection of the role of BDNF in depression-related behaviours and responses to 
antidepressant drugs.  

3.3.3 Models based on alterations of the HPA axis  
3.3.3.1 The CRH/CRHR1 System 
The generation and analysis of numerous constitutive mouse mutants affecting different 
parts of the HPA axis is another example where genetically modified mice have 
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resistant to depression. Although they display an excess of extracellular 5HT during 
embryonic development, marked depletion of 5HT was shown in several regions of the 
adult mouse brain (Bengel et al., 1998). This favoured the assumption that life-long 
absence of SERT can lead to chronic serotonin depletion resulting in depression-like 
behaviour (Gross et al., 2000;Gross et al., 2002).  
In order to study the endophenotypes of dopaminergic dysregulation Caron and co-workers 
(Giros et al., 1996) developed conventional DAT knockout (DAT-KO) mice. These animals 
show persistent hyperdopaminergia, resulting in a downregulation of pre- and postsynaptic 
dopamine receptors (Gainetdinov et al., 1999;Jones et al., 1999). Concerning the behavioural 
phenotype, DAT-KO mice show very pronounced hyperlocomotion (Giros et al., 
1996;Gainetdinov et al., 1999;Pogorelov et al., 2005), decreased immobility in the FST 
(Spielewoy et al., 2000), increased sucrose preference (Perona et al., 2008), impairments in 
cognitive function (Gainetdinov et al., 1999) and deficits in reversal learning (Morice et al., 
2007). These observations support a certain role of the dopamine transporter in mediating 
an antidepressant-like phenotype. 
In contrast, the phenotype of conventional NAT knockouts fits the profile of 
antidepressant efficacy of drugs that antagonize the noradrenalin transporter (Xu et al., 
2000). These mice behave like antidepressant-treated animals, exhibiting decreased 
immobility in the FST and TST (Xu et al., 2000) as well as increased sucrose consumption 
(Haenisch et al., 2009). In addition, NAT knockout mice show less susceptibility towards 
acute and chronic stress (Haenisch et al., 2009). Thus, NAT knockout animals seem to be a 
good model to obtain more in-depth knowledge on the pathophysiology of depression 
and antidepressant action.  
MAT deficient mice represent interesting tools to study human genetic conditions in which 
these transporters are downregulated, but render them less useful for investigating their 
normal role in the adult brain. It should also be noted that monoamine transporters can 
often compensate for each other if they are completely knocked out (Haenisch and Bonisch, 
2011). For example, noradrenaline can be taken up and stored in striatal dopaminergic 
neurons (Gobert et al., 2004). These compensatory processes represent an additional 
difficulty in understanding the transporter role in the adult brain. In this regard, the 
conventional SERT and DAT knockout mice rendered insights into the brain serotonergic 
and dopaminergic systems, but could not fully address the involvement of these 
monoamines in a depression-like state.  A conditional knockout of SERT and DAT within 
the CNS serotonergic and dopaminergic neurons, respectively, would greatly aid in this 
undertaking. Unfortunately, until now, no tissue-specific conditional knockouts of the SERT 
and DAT have been generated. However, SERT knockdown via siRNA led to a reduction of 
SERT mRNA levels in the dorsal and medial raphe nuclei as well as immobility in the FST, 
which was identical to the response obtained from wildtype mice treated with the 
antidepressant citalopram (Hoyer et al., 2006). Knockdown of the dopamine transporter 
within the ventral tegmental area led to behavioural alterations also found in patients with 
bipolar disorder (Young et al., 2010;Young et al., 2011). These models represent interesting 
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(Holmes, 2001). However, it is far from clear which receptors are mediating specific aspects 
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demonstrated their enormous potential. The genetic dissection of the organism’s major 
stress-integrating system in the mouse has confirmed a major role of corticosteroid receptors 
and of the CRH system in the pathogenesis of affective disorders including depression 
(Deussing and Wurst, 2005). Therefore it seemed obvious to target the major player of the 
system, CRH. However, homozygous CRH knockout mice are viable and show no 
behavioural abnormalities compared to control littermates (Muglia et al., 1995). Basal 
pituitary ACTH secretion is compensated by an increased expression of the co-secretagogue 
neuropeptide vasopressin (AVP), thus CRH deficiency impairs but does not fully block 
pituitary-adrenal responses to diverse stressors (Venihaki and Majzoub, 1999). In contrast, 
conventional CRH receptor 1 knockouts display a severe impairment of stress-induced HPA 
axis activation and marked glucocorticoid deficiency (Muller and Holsboer, 2006). In 
addition, they demonstrate increased locomotor activity and decreased anxiety-like 
behaviour, both under basal conditions and after ethanol withdrawal (Timpl et al., 
1998;Sillaber et al., 2002). As a result, conventional CRHR1 deletion was shown to affect 
behaviour as well as neuroendocrine regulation, which obstructs the analyses of the role of 
CRH as a neuromodulator independent of HPA axis activation. By generating forebrain-
specific CRHR1 knockouts, this problem was overcome (Muller et al., 2003). These animals 
demonstrated a marked decrease in anxiety-related behaviour, which was not influenced by 
central nervous system effects of circulating stress hormones. In addition, forebrain CRHR1 
deficiency has been shown to attenuate chronic stress-induced cognitive deficits and 
dendritic remodelling (Wang et al., 2011). However, it remains a matter of debate which 
brain structures and circuits are mediating anxiety-like behaviour in mice. So far, most of 
the results provide evidence that amygdalar CRHR1 is responsible for the observed 
phenotypes (Liebsch et al., 1995;Sztainberg et al., 2010). Thus it would be of great 
importance to further dissect the origin of these effects by generating mice with deletions of 
CRHR1 in certain neuronal subpopulations and/or specific brain regions.  
Taking into account that depression is often accompanied with excessive glucocorticoids 
and elevated CRH levels in the cerebrospinal fluid, the generation of mice overexpressing 
CRH was of utter importance. Different lines of CRH-overexpressing mice consistently 
display an increase in anxiety-related behaviour (Stenzel-Poore et al., 1996;Kolber et al., 
2010). However, in all cases unrestricted CRH overexpression resulted in elevated 
corticosterone levels accompanied by symptoms of Cushing-like syndrome, complicating 
the interpretation of stress-related behavioural results. This problem was circumvented by 
designing mutants overexpressing CRH under the CNS-specific Nestin and the forebrain-
specific Camk2a promotors (Lu et al., 2008). In both lines, the basal HPA axis activity 
remained unaltered. CRH overexpression in the whole CNS, but not when expressed in 
specific forebrain regions, resulted in stress-induced hypersecretion of corticosterone and 
decreased immobility in the FST and TST (Lu et al., 2008). These changes were probably due 
to acute effects of overexpressed CRH as they were normalized by CRH-R1 antagonist 
treatment. However, forebrain-specific CRH overexpression during postnatal development 
was shown to cause long-lasting anxiogenic and despair-like phenotypes (Kolber et al., 
2010). This supports the hypothesis that CRH in limbic regions such as the amygdala, 
hippocampus and prefrontal cortex can induce anxiety-like changes. This further coincides 
with results obtained from conditional forebrain-specific CRHR1 knockout animals, which 
demonstrate decreased anxiety-like behaviour. However, the problems concerning ectopic 
expression cannot be neglected and thus it remains unclear whether CRH overexpressing 
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mouse mutants show sufficient, if any, construct validity.  The best way to address this issue 
would be to generate a CRH overexpressing mouse under the control of its endogenous 
promoter, thereby restricting the overexpression to its actual expression sites. 

3.3.3.2 Glucocorticoids and glucocorticoid receptors 
Excessive stimulation of the HPA axis, implicated in depression, is mostly reflected by 
excessive glucocorticoids. Conventional glucocorticoid receptor knockouts have thus been 
developed in order to address the function of the GR in depression. Initially, a GR-
antisense transgenic mouse was developed (Pepin et al., 1992), which demonstrated 
behavioural and neuroendocrine signs and symptoms common among depressed 
patients. These included reduced negative feedback sensitivity to dexamethasone (Stec et 
al., 1994) and enhanced stress hormone response (Pepin et al., 1992). Most importantly, 
this model showed good predictive validity evident in an antidepressant response which 
induced numerous changes including increased GR mRNA, reduced HPA axis activity 
(Montkowski et al., 1995) and enhanced hippocampal LTP (Steckler et al., 2001). A few 
years later, conventional GR knockouts were developed (Cole et al., 1995). These showed 
a similar phenotype to that observed in GR-antisense transgenic mice. In addition, they 
exhibited increased helplessness after stress exposure and reduced hippocampal BDNF 
content (Ridder et al., 2005). Forebrain-specific GR deletion produces non-suppression of 
corticosterone following dexamethasone administration, altered circadian HPA axis 
activity, and increased hypothalamic vasopressin expression, which are all hallmarks of 
depression. Interestingly, they also exhibited a robust despair-like phenotype, which was 
reverted by antidepressant treatment (Boyle et al., 2005). Taking into account the 
observations from the conventional GR knockouts, it does not seem surprising that GR 
antagonists are being considered and currently tested as possible non-monoamine-based 
antidepressants.  
Conditional, forebrain-restricted overexpressing GR mutants were also developed in 
order to address the function of the receptor in the pathophysiology of depression. 
However, increased GR expression specifically in the forebrain is unlikely to occur under 
normal circumstances (Muller and Holsboer, 2006). Nevertheless, some important insights 
into how the GR modulates emotional responsiveness have been obtained (Wei et al., 
2004). Increased anxiety-related behaviour was observed in conditional GR 
overexpressing mice, which was reverted by desipramine treatment. However, the HPA 
axis remained unchanged, rendering this line a model of “increased emotional lability”. In 
contrast, when GR overexpression was achieved by means of inserting two additional 
copies of the gene using a yeast artificial chromosome, the animals demonstrated a stress-
resistant HPA system and showed reduced helplessness after stress exposure (Reichardt 
et al., 2000). However, it should be noted that in this case the GR overexpression was not 
restricted to the central nervous system. In this regard, both transgenic lines provided 
some insights concerning stress responsiveness, but are not very suitable as a model for 
depression. 
It becomes quite clear that no single model fulfils all the criteria necessary to be coined 
“depression-model”. Future technologies, such as constitutive and conditional RNAi 
transgenesis, zinc-finger and optogenetic approaches will have a great impact on the 
development of more suitable models for depression and other psychiatric disorders.  
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4. Next generation of genetic models – new techniques and strategies 
4.1 Models based on Genome-Wide Association Studies (GWAS) 
In a genome-wide association study (GWAS) a large number of genetic polymorphisms 
across the whole genome is examined to identify genetic associations with an observable 
trait or disease. The power of a GWAS is restricted by the sample size and the technical 
properties of the genotyping platform used with regard to the coverage of genomic 
locations. GWASs can be used to detect case-control- or family-based associations 
(Craddock et al., 2008). The great advantage of this method compared to classical candidate 
gene studies is that it allows genetic investigation of a disease in a non-hypothesis-driven 
manner. Using this unbiased approach increases the possibility to find new and even 
unexpected genes associated with a certain disease. A key factor for this kind of study is a 
preferably large sample size in order to detect even small effect sizes. There is evidence that 
for psychiatric disorders most of the heritable risk is due to interactions of combinations of 
genetic risk variants each with a relatively small effect on the general outcome (Cichon et al., 
2009). An obvious challenge concerning the genetic investigation of psychiatric disorders in 
comparison to non-psychiatric diseases is that the phenotype and the clinical picture of 
mood disorders are more difficult to define. Therefore, the patient samples used for a 
GWAS are often rather heterogeneous with regard to sex, age, symptoms, environmental 
factors and other issues. To increase the statistical power of GWAS studies a so-called meta-
analysis can be performed by pooling all GWAS data available for a certain disease and 
subsequent statistical evaluation in order to increase the sample size. Associations for 
several candidate genes have been identified in a meta-analysis of genetic studies on major 
depression, including apolipoprotein E (APOE), dopamine receptor D4 (DRD4), guanine 
nucleotide-binding protein (GNB3), methylenetetrahydrofolate reductase (MTHFR), 
dopamine transporter (SLC6A3) and serotonin transporter (SLC6A4) (Lopez-Leon et al., 
2008). Additionally, several associations with immune-related genes have been reported, for 
instance P2RX7 which is a purinergic ATP-gated calcium channel that modulates 
macrophage-induced inflammatory responses and is also expressed in neurons and glia cells 
in the brain. A non-synonymous coding SNP in the P2RX7 gene (rs2230912) leading to an 
amino acid substitution (Gln460Arg) has been found to be associated with major depression 
and bipolar disorder in several independent studies (Barden et al., 2006;Lucae et al., 
2006;McQuillin et al., 2009;Hejjas et al., 2009;Soronen et al., 2011). These data highlight 
P2RX7 as a new interesting candidate gene for mood disorders even though these findings 
need further investigation. The proper way to validate the biological significance of such 
implicated risk variations is the generation of an appropriate in vivo model. Using knock-in 
mouse models, human association data can be validated and pharmacological compounds 
can be tested in vivo. In a study of Chen et al (Chen et al., 2006) a common single-nucleotide 
polymorphism (SNP) in the brain-derived neurotrophic factor (BDNF) gene, leading to a 
substitution of methionine for valine at codon 66 (Val66Met) was investigated in a mouse 
model carrying the BDNF variant. This SNP was shown to be associated with alterations in 
brain anatomy and memory, but its relevance for psychiatric disorders has been unclear. In 
response to stress these mutant mice exhibited increased anxiety-related behaviour 
suggesting that this genetic predisposition combined with an environmental challenge may 
increase the risk to develop anxiety and depressive disorders (Chen et al., 2006). 
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4.2 Generating models using optogenetics 
The use of traditional electrophysiological, pharmacological and genetic methods goes along 
with considerable deficits, which make them partly unsuitable to study neural circuits with 
fine spatial and temporal resolution in vivo (Carter and de, 2011). To overcome these 
limitations, a new technology termed optogenetics (Deisseroth et al., 2006) has been 
developed to precisely stimulate, inhibit or alter the activity of specific cells and their 
processes with high temporal accuracy and rapid reversibility. The special feature of this 
approach are effectors which can be activated by light and are genetically encoded allowing 
direct control of specific cell populations in vitro and in vivo. The most commonly used 
optogenetic effectors are genetically engineered variants of natural opsins, light-sensitive 
ion channels that can be stimulated in response to specific wavelengths of light leading 
either to membrane depolarisation, hyperpolarisation or change in intracellular signalling 
(Carter and de, 2011). The first class includes channelrhodopsin-2 (ChR2), isolated from the 
green algae Chlamydomonas reinhardtii which is sensitive to blue light and has already 
successfully been used in transgenic mice (Arenkiel et al., 2007;Tsai et al., 2009;Huber et al., 
2008). Photons are absorbed by the all-trans-retinal cofactor of ChR2 that is endogenously 
expressed at sufficient levels in the central nervous system of vertebrates (Li et al., 2005;Bi et 
al., 2006;Ishizuka et al., 2006;Zhang et al., 2006). ChR2 can be activated and closed very 
rapidly upon light on- and offset, respectively, allowing stimulation of neurons within 
milliseconds (Boyden et al., 2005;Li et al., 2005). The inhibitory counterpart of ChR2, the 
chloride pump halorhodopsin (NpHR), was isolated from the bacteria Natronomonas 
pharaoni and possesses an activation spectrum in the yellow range, complementary to that of 
channelrhodopsin. Similarly to ChR2, NpHR uses all-trans retinal as chromophore and can 
therefore be applied in vertebrate organisms without exogenous cofactors. By expressing 
both proteins in the same cell, one can either activate or silence it by illumination with 
different wavelengths (Fiala et al., 2010). A third strategy is to design artificial rhodopsin-
GPCR chimeras that combine the light responsive elements of rhodopsin with the 
biochemical signalling functionality of specific GPCRs termed Opto-XRs (Kramer et al., 
2009;Airan et al., 2009). Recently, this method was used to develop an Opto-XR that controls 
serotonin signalling via the 5-HT(1A) receptor (Oh et al., 2010). 
Several studies have used optogenetic techniques to investigate the neural circuitries and 
molecular mechanisms underlying mammalian behaviour and the etiology of neurological 
disorders (Carter and de, 2011). For instance, recent studies used optogenetics to dissect the 
neural circuitry within basal ganglia underlying Parkinson´s disease (Gradinaru et al., 
2009;Kravitz et al., 2010). It was also shown that optogenetic stimulation of the locus 
coeruleus (LC) leads to an immediate shift from sleep to wakefulness whereas optogenetic 
inhibiton causes a decrease in wakefulness (Carter and de, 2011). However, sustained 
stimulation of the LC produces a behavioural state resembling cataplexy, a transient loss of 
muscle tone which is a hallmark of narcolepsy. These results suggest that overstimulation 
can cause behavioural arrests similar to those seen in neuropsychiatric disorders. In 
addition, using optogenetics, selective phasic photostimulation of dopaminergic neurons in 
the ventral tegmental area (VTA) was able to trigger behavioural conditioning whereas tonic 
activity was not (Tsai et al., 2009). Stimulation of dopaminergic neurons in the VTA led to 
secretion of glutamate into the nucleus accumbens in addition to dopamine, suggesting that 
mesolimbic reward signalling may involve glutamatergic transmission (Tecuapetla et al., 
2010;Stuber et al., 2010). Many other studies using optogenetic probes have been performed, 
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inhibiton causes a decrease in wakefulness (Carter and de, 2011). However, sustained 
stimulation of the LC produces a behavioural state resembling cataplexy, a transient loss of 
muscle tone which is a hallmark of narcolepsy. These results suggest that overstimulation 
can cause behavioural arrests similar to those seen in neuropsychiatric disorders. In 
addition, using optogenetics, selective phasic photostimulation of dopaminergic neurons in 
the ventral tegmental area (VTA) was able to trigger behavioural conditioning whereas tonic 
activity was not (Tsai et al., 2009). Stimulation of dopaminergic neurons in the VTA led to 
secretion of glutamate into the nucleus accumbens in addition to dopamine, suggesting that 
mesolimbic reward signalling may involve glutamatergic transmission (Tecuapetla et al., 
2010;Stuber et al., 2010). Many other studies using optogenetic probes have been performed, 
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including associative fear memory (Ciocchi et al., 2010;Johansen et al., 2010;Haubensak et 
al., 2010), epilepsy (Tonnesen et al., 2009) and others. Thus, optogenetics represents an 
uprising and promising technique in molecular brain research, which will certainly aid in 
the development and analysis of new mouse models of depression.  

4.3 Mouse engineering by means of zinc finger nucleases 
Another new promising technique called genome editing enables efficient and precise 
genetic modification by induction of a double-strand break in a specific target sequence in 
the genome using zinc finger nucleases (ZFN), followed by the generation of genetic 
modifications during subsequent DNA repair. These zinc finger nucleases are sequence-
specific endonucleases that can be modified to cleave a desired DNA target. This method 
was initially applied to Drosophila melanogaster (Bibikova et al., 2002) and has already been 
used to disrupt endogenous loci in rats (Geurts and Moreno, 2010), by using this technique, 
basically any eukaryote can be genetically modified.  
Genetic disruption using this technology is achieved by taking advantage of errors 
introduced during DNA repair to destroy the function of a gene or genomic region in a 
single step without selection for the desired event (Urnov et al., 2010). This process is called 
non-homologous end-joining, a template-independent and therefore imperfect repair 
mechanism resulting in deletions or insertions. For gene disruption in rats, engineered zinc 
finger nucleases with extended recognition sites were used to produce knockout animals for 
two different endogenous genes, and transmission of the disrupted alleles occurred at a 
frequency of 10–100% (Geurts and Moreno, 2010). The great advantage of this ZFN-driven 
knockout approach is that only one generation is needed, and compares favourably with 
others strategies such as classical gene targeting in mouse embryonic stem cells considering 
duration and screening effort.  
A second, more complex approach using a ZFN-induced double-strand break which is 
recombinogenic in higher eukaryotes is called homology-based genome editing. This 
technique requires the simultaneous provision of an appropriately designed, homology-
containing donor DNA molecule along with the locus-specific ZFNs. This enables the study 
of gene function and modelling of disease-causing mutations through the creation of a point 
mutation that is characteristic of a known disease-predisposing allele or that disables a motif 
that is thought to be crucial for function (Urnov et al., 2010). This method was applied to 
three different genes in D. melanogaster, and in up to 90% the offspring of treated animals 
carried the donor-specific alleles of the target gene (Beumer et al., 2006). 
Meyer and colleagues have recently explored whether gene targeting can be directly 
performed in murine zygotes by the use of zinc-finger nucleases. They reported that gene 
targeting could be successfully achieved in murine one-cell embryos upon the coinjection of 
targeting vectors with zinc-finger nucleases, without preselection (Meyer et al., 2010).  
Using the ZFN technology will enable to identify and validate genes involved in complex 
diseases such as depression. Especially for the validation of candidate genes for disease 
susceptibility identified in linkage and association studies this method could provide a 
powerful tool in the future (Geurts and Moreno, 2010). 
Furthermore, other types of nucleases based on engineered transcription activator-like 
effectors (TALEs) are currently under development (Christian et al., 2010). TAL effector 
nucleases have the advantage that they are very simple to engineer and have already been 
used to target endogenous loci in human cells (Miller et al., 2011). Up to now, no transgenic 
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organisms based on TALE nuclease technology have been reported yet, but this certainly is 
just a matter of time. 

5. Mouse models based on environmental challenges 
Besides genetic risk factors, many studies have implicated environmental alterations 
including stressful life events with the development of affective disorders (Pezawas et al., 
2005;Ising and Holsboer, 2006). Exposure to stress or to traumatic life experiences has a 
strong impact on the manifestation of depression, suggesting an impairment of proper 
stress-coping strategies in depressed patients (Kessler, 1997;de Kloet et al., 2005). Therefore, 
depression is also regarded as a stress-related disorder, and, accordingly, many of the 
animal models of depression are based on the exposure to various types of acute or chronic 
stressors. However, up to now little consensus exists on the definition of stress. Many 
studies interpret the presence of a stress response, evident in a sudden increase of 
corticosterone, as an indicator of stress exposure. However, appetitive and rewarding 
situations such as sexual behaviour and winning a social interaction elicit HPA axis 
responses that are similar in magnitude as highly aversive situations like social defeat 
(Koolhaas et al., 2011). This points out that the physiological response per se does not 
necessarily indicate a state of stress. In other words, when is a stimulus a stressor and what 
makes a response a stress response? Koolhaas and colleagues agreed on the view that stress 
should be considered as a cognitive perception of uncontrollability and/or unpredictability 
that is expressed in a physiological and behavioural response. Hence, an unpredictable 
situation should be characterized by the absence of an anticipatory response, whereas 
uncontrollability can be defined as a reduced recovery of the neuroendocrine reaction 
(Koolhaas et al., 2011). In that regard the most prominent models will be explained below.  

5.1 Chronic stress models 
The chronic character of stressors is generally considered an important factor in the 
development of various forms of stress-related pathologies. Several chronic stress 
procedures have been employed in the past, trying to achieve a measure of construct and 
face validity. Chronic mild or chronic unpredictable stress involves exposing rodents to a 
series of repeated physical stressors, including foot shock, restraint, low temperatures, loud 
music etc, over a period of weeks or longer (Willner, 2005;Nestler and Hyman, 2010). 
Towards the end of the stress procedure the animals develop signs of anhedonia, which can 
be reverted by chronic, but not acute, administration of antidepressants. Although this 
model shows aspects of construct and face validity, it is not easily reproduced across 
laboratories. This is probably caused by repeated exposure to a certain stimulus, which 
eventually renders it predictable. Thus, stimuli which have been perceived as stressors at 
the beginning cease to be perceived as such after a while. This holds especially true for 
repeated restraint (immobilization) stress in view of the strong decline of the physiological 
response upon its repetition (Grissom et al., 2008). In this regard, some commonly used 
animal models of chronic stress may represent models of adaptation rather than models of 
stress-related pathology (Koolhaas et al., 2011). A means of circumventing this problem is to 
use stressors with a certain degree of ecological validity. These stressors should be 
unpredictable, uncontrollable and challenge the natural defence mechanisms of the animal. 
So far only a few models seem to meet these criteria including chronic social defeat stress. 
Here, an animal is repeatedly exposed to an aggressive dominant animal, leading to social 
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including associative fear memory (Ciocchi et al., 2010;Johansen et al., 2010;Haubensak et 
al., 2010), epilepsy (Tonnesen et al., 2009) and others. Thus, optogenetics represents an 
uprising and promising technique in molecular brain research, which will certainly aid in 
the development and analysis of new mouse models of depression.  

4.3 Mouse engineering by means of zinc finger nucleases 
Another new promising technique called genome editing enables efficient and precise 
genetic modification by induction of a double-strand break in a specific target sequence in 
the genome using zinc finger nucleases (ZFN), followed by the generation of genetic 
modifications during subsequent DNA repair. These zinc finger nucleases are sequence-
specific endonucleases that can be modified to cleave a desired DNA target. This method 
was initially applied to Drosophila melanogaster (Bibikova et al., 2002) and has already been 
used to disrupt endogenous loci in rats (Geurts and Moreno, 2010), by using this technique, 
basically any eukaryote can be genetically modified.  
Genetic disruption using this technology is achieved by taking advantage of errors 
introduced during DNA repair to destroy the function of a gene or genomic region in a 
single step without selection for the desired event (Urnov et al., 2010). This process is called 
non-homologous end-joining, a template-independent and therefore imperfect repair 
mechanism resulting in deletions or insertions. For gene disruption in rats, engineered zinc 
finger nucleases with extended recognition sites were used to produce knockout animals for 
two different endogenous genes, and transmission of the disrupted alleles occurred at a 
frequency of 10–100% (Geurts and Moreno, 2010). The great advantage of this ZFN-driven 
knockout approach is that only one generation is needed, and compares favourably with 
others strategies such as classical gene targeting in mouse embryonic stem cells considering 
duration and screening effort.  
A second, more complex approach using a ZFN-induced double-strand break which is 
recombinogenic in higher eukaryotes is called homology-based genome editing. This 
technique requires the simultaneous provision of an appropriately designed, homology-
containing donor DNA molecule along with the locus-specific ZFNs. This enables the study 
of gene function and modelling of disease-causing mutations through the creation of a point 
mutation that is characteristic of a known disease-predisposing allele or that disables a motif 
that is thought to be crucial for function (Urnov et al., 2010). This method was applied to 
three different genes in D. melanogaster, and in up to 90% the offspring of treated animals 
carried the donor-specific alleles of the target gene (Beumer et al., 2006). 
Meyer and colleagues have recently explored whether gene targeting can be directly 
performed in murine zygotes by the use of zinc-finger nucleases. They reported that gene 
targeting could be successfully achieved in murine one-cell embryos upon the coinjection of 
targeting vectors with zinc-finger nucleases, without preselection (Meyer et al., 2010).  
Using the ZFN technology will enable to identify and validate genes involved in complex 
diseases such as depression. Especially for the validation of candidate genes for disease 
susceptibility identified in linkage and association studies this method could provide a 
powerful tool in the future (Geurts and Moreno, 2010). 
Furthermore, other types of nucleases based on engineered transcription activator-like 
effectors (TALEs) are currently under development (Christian et al., 2010). TAL effector 
nucleases have the advantage that they are very simple to engineer and have already been 
used to target endogenous loci in human cells (Miller et al., 2011). Up to now, no transgenic 
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organisms based on TALE nuclease technology have been reported yet, but this certainly is 
just a matter of time. 

5. Mouse models based on environmental challenges 
Besides genetic risk factors, many studies have implicated environmental alterations 
including stressful life events with the development of affective disorders (Pezawas et al., 
2005;Ising and Holsboer, 2006). Exposure to stress or to traumatic life experiences has a 
strong impact on the manifestation of depression, suggesting an impairment of proper 
stress-coping strategies in depressed patients (Kessler, 1997;de Kloet et al., 2005). Therefore, 
depression is also regarded as a stress-related disorder, and, accordingly, many of the 
animal models of depression are based on the exposure to various types of acute or chronic 
stressors. However, up to now little consensus exists on the definition of stress. Many 
studies interpret the presence of a stress response, evident in a sudden increase of 
corticosterone, as an indicator of stress exposure. However, appetitive and rewarding 
situations such as sexual behaviour and winning a social interaction elicit HPA axis 
responses that are similar in magnitude as highly aversive situations like social defeat 
(Koolhaas et al., 2011). This points out that the physiological response per se does not 
necessarily indicate a state of stress. In other words, when is a stimulus a stressor and what 
makes a response a stress response? Koolhaas and colleagues agreed on the view that stress 
should be considered as a cognitive perception of uncontrollability and/or unpredictability 
that is expressed in a physiological and behavioural response. Hence, an unpredictable 
situation should be characterized by the absence of an anticipatory response, whereas 
uncontrollability can be defined as a reduced recovery of the neuroendocrine reaction 
(Koolhaas et al., 2011). In that regard the most prominent models will be explained below.  

5.1 Chronic stress models 
The chronic character of stressors is generally considered an important factor in the 
development of various forms of stress-related pathologies. Several chronic stress 
procedures have been employed in the past, trying to achieve a measure of construct and 
face validity. Chronic mild or chronic unpredictable stress involves exposing rodents to a 
series of repeated physical stressors, including foot shock, restraint, low temperatures, loud 
music etc, over a period of weeks or longer (Willner, 2005;Nestler and Hyman, 2010). 
Towards the end of the stress procedure the animals develop signs of anhedonia, which can 
be reverted by chronic, but not acute, administration of antidepressants. Although this 
model shows aspects of construct and face validity, it is not easily reproduced across 
laboratories. This is probably caused by repeated exposure to a certain stimulus, which 
eventually renders it predictable. Thus, stimuli which have been perceived as stressors at 
the beginning cease to be perceived as such after a while. This holds especially true for 
repeated restraint (immobilization) stress in view of the strong decline of the physiological 
response upon its repetition (Grissom et al., 2008). In this regard, some commonly used 
animal models of chronic stress may represent models of adaptation rather than models of 
stress-related pathology (Koolhaas et al., 2011). A means of circumventing this problem is to 
use stressors with a certain degree of ecological validity. These stressors should be 
unpredictable, uncontrollable and challenge the natural defence mechanisms of the animal. 
So far only a few models seem to meet these criteria including chronic social defeat stress. 
Here, an animal is repeatedly exposed to an aggressive dominant animal, leading to social 
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subordination, after which the mice show a range of depression-like symptoms, including 
anhedonia, social withdrawal and cognitive impairments (Berton et al., 2006;Wang et al., 
2011). Most of these are reversible by chronic, but not acute, antidepressant treatment 
(Berton et al., 2006). In addition, chronic social defeat was shown to induce a metabolic 
syndrome in mice characterized by weight gain, insulin and leptin resistance (Chuang et al., 
2010), consistent with homeostatic abnormalities observed in depressed patients. In 
addition, experience of social defeat leads to changes in the state of the serotonergic and 
noradrenergic systems of various parts of the brain (Berton et al., 1998). A further advantage 
of chronic social defeat is the potential to segregate defeated subjects into susceptible and 
unsusceptible populations on the basis of considerable individual variance to social defeat 
behavioural outcomes (Krishnan et al., 2007). Thus, the social defeat procedure exhibits 
features of construct, face and predictive validity, although the intensity of the stress used is 
more severe than that seen in humans. The main drawback of chronic stress paradigms is 
that the evoked phenotypes often “resemble social anxiety” and not depression. It is difficult 
to identify the required stress duration which induces depression-like symptoms rather than 
sole anxiety responses. Kudryavtseva and colleagues propose that longer sessions of social 
stress (at least 20 days) are required to induce depression-like phenotypes, whereas Nestler 
and colleagues claim to observe such behavioural alterations already after 10 days (Berton et 
al., 2006). Additional studies will help to further elaborate on this aspect and possibly pave 
the road for improved strategies in modelling depression.  

5.2 Early life stress models 
Similar validity compared to the chronic social defeat model was achieved for early life 
stress, including prenatal stress, early postnatal handling, and most of all maternal 
separation (Francis et al., 1996;Ladd et al., 2000;Caldji et al., 2000;Meaney, 2001). Traumatic 
life events in childhood have been shown to result in an increased sensitivity to the effects of 
stress later in life and alter the individual’s vulnerability to stress-related psychiatric 
disorders such as depression (Graham et al., 1999;Heim and Nemeroff, 2001). Early life 
stress in mice produces neuroendocrine and behavioural changes that persist into 
adulthood, some of which can be reverted by antidepressants (Meaney, 2001). The most 
widely used model is the maternal separation paradigm of early life deprivation, in which 
pups are separated from the dam for 1-24 h per day during the first two postnatal weeks. 
This results in increased anxiety-like and despair-based behaviour as well as increased HPA 
axis response, all of which can be observed in adulthood (de Kloet et al., 2005). It is 
important to mention that shorter periods of separation tend to produce opposite effects. 
Thus early life challenges may conversely induce changes that prepare an individual for life 
in a more hostile environment and therefore be predominantly beneficial. Hence, it has be 
proposed that adult diseases such as depression might not be promoted by early life 
adversity per se, but by a mismatch of the programmed and the later actual environment in 
combination with a more vulnerable or resilient genetic predisposition (Schmidt, 2011). 
Although the exact physiological nature of the effects of postnatal maternal separation is not 
fully understood, the paradigm demonstrated its value for studying the neurobiological 
basis of the impact of early life stress on emotional behaviour (Cryan and Holmes, 2005).  
More recently, a new early life stress model based on similar principles has been developed. 
The main difference is that the new model omits the separation from the mother and 
thereby avoids metabolic disturbances, exhaustion, or hypothermia of the pups. This is 
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evoked by means of fragmented maternal care, generated by reducing the amount of nesting 
and bedding material available to the dam (Rice et al., 2008).  

6. Gene-environment interactions 
Although chronic stress has been implicated in the onset of psychiatric disorders, it has to be 
kept in mind that not all individuals exposed to severe stress will progress to disease. In that 
sense, it is also quite unlikely that a single genetic variant is responsible for a specific 
disorder. Therefore, it is of great necessity to understand the cause of individual differences 
and the consequences of variation in vulnerability, with regard to disease progression. It is 
clear that major efforts should be directed towards the combination of genetic modifications 
and environmental challenges in the same subject. Such stimulation of gene-environment 
interactions is more likely to reflect the pathophysiological mechanisms of depression. Many 
studies have already applied this concept by subjecting transgenic lines to chronic social 
stress procedures (Berton et al., 2006;Wagner et al., 2010;Wang et al., 2011). These studies 
provide further evidence that disease-associated genetic alterations do not have to be 
pathological/beneficial under normal conditions, but in combination with chronic stress can 
either cause vulnerability or resilience towards the development of depression-like 
phenotypes.  

7. Classical antidepressants – limitations and future prospects 
The majority of antidepressant drug discovery efforts during the past decades have focused 
on finding more selective serotonin- or noradrenaline-based agonists or antagonists having 
modes of action similar to already available drugs, only with the ability to act more quickly 
and safely. However, until now this approach has not lead to improved treatment. There are 
some novel drugs known as atypical antidepressants which have ascribed monoamine-
based mechanisms, but there is only weak evidence that their implied mechanisms actually 
account for their clinical efficacy. In parallel, non-monoamine systems that might contribute 
to the pathophysiology of depression have been analyzed in the past, revealing potential 
biomarkers for depression, such as CRH, P2RX7, BDNF, etc. (see above). However, none of 
these discoveries has been translated into a new bona fide treatment for depression so far. 
Ironically, the search for non-monoamine-based antidepressants has often relied on the 
actions of monoamine-based drugs. This highlights the necessity to develop improved 
animal models of depression. Applying the techniques and approaches mentioned above 
should aid in this undertaking and hopefully translate into the development of new 
treatment modalities apart from classical antidepressants.  

8. Conclusion 
The major problem in the establishment of a suitable animal model of depression is that the 
development of such a model requires a better understanding of the etiology of the disorders. 
The current state of clinical knowledge lacks objective diagnostic tests and validated 
biomarkers of such a highly heterogeneous illness. However, such models are of great 
necessity for understanding disease pathophysiology and for hastening the development of 
treatments based on new molecular targets. We have given a general overview of the current 
mouse models of depression and outlined some of the difficulties in the generation and 



 
Psychiatric Disorders – Trends and Developments 

 

206 

subordination, after which the mice show a range of depression-like symptoms, including 
anhedonia, social withdrawal and cognitive impairments (Berton et al., 2006;Wang et al., 
2011). Most of these are reversible by chronic, but not acute, antidepressant treatment 
(Berton et al., 2006). In addition, chronic social defeat was shown to induce a metabolic 
syndrome in mice characterized by weight gain, insulin and leptin resistance (Chuang et al., 
2010), consistent with homeostatic abnormalities observed in depressed patients. In 
addition, experience of social defeat leads to changes in the state of the serotonergic and 
noradrenergic systems of various parts of the brain (Berton et al., 1998). A further advantage 
of chronic social defeat is the potential to segregate defeated subjects into susceptible and 
unsusceptible populations on the basis of considerable individual variance to social defeat 
behavioural outcomes (Krishnan et al., 2007). Thus, the social defeat procedure exhibits 
features of construct, face and predictive validity, although the intensity of the stress used is 
more severe than that seen in humans. The main drawback of chronic stress paradigms is 
that the evoked phenotypes often “resemble social anxiety” and not depression. It is difficult 
to identify the required stress duration which induces depression-like symptoms rather than 
sole anxiety responses. Kudryavtseva and colleagues propose that longer sessions of social 
stress (at least 20 days) are required to induce depression-like phenotypes, whereas Nestler 
and colleagues claim to observe such behavioural alterations already after 10 days (Berton et 
al., 2006). Additional studies will help to further elaborate on this aspect and possibly pave 
the road for improved strategies in modelling depression.  

5.2 Early life stress models 
Similar validity compared to the chronic social defeat model was achieved for early life 
stress, including prenatal stress, early postnatal handling, and most of all maternal 
separation (Francis et al., 1996;Ladd et al., 2000;Caldji et al., 2000;Meaney, 2001). Traumatic 
life events in childhood have been shown to result in an increased sensitivity to the effects of 
stress later in life and alter the individual’s vulnerability to stress-related psychiatric 
disorders such as depression (Graham et al., 1999;Heim and Nemeroff, 2001). Early life 
stress in mice produces neuroendocrine and behavioural changes that persist into 
adulthood, some of which can be reverted by antidepressants (Meaney, 2001). The most 
widely used model is the maternal separation paradigm of early life deprivation, in which 
pups are separated from the dam for 1-24 h per day during the first two postnatal weeks. 
This results in increased anxiety-like and despair-based behaviour as well as increased HPA 
axis response, all of which can be observed in adulthood (de Kloet et al., 2005). It is 
important to mention that shorter periods of separation tend to produce opposite effects. 
Thus early life challenges may conversely induce changes that prepare an individual for life 
in a more hostile environment and therefore be predominantly beneficial. Hence, it has be 
proposed that adult diseases such as depression might not be promoted by early life 
adversity per se, but by a mismatch of the programmed and the later actual environment in 
combination with a more vulnerable or resilient genetic predisposition (Schmidt, 2011). 
Although the exact physiological nature of the effects of postnatal maternal separation is not 
fully understood, the paradigm demonstrated its value for studying the neurobiological 
basis of the impact of early life stress on emotional behaviour (Cryan and Holmes, 2005).  
More recently, a new early life stress model based on similar principles has been developed. 
The main difference is that the new model omits the separation from the mother and 
thereby avoids metabolic disturbances, exhaustion, or hypothermia of the pups. This is 
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evoked by means of fragmented maternal care, generated by reducing the amount of nesting 
and bedding material available to the dam (Rice et al., 2008).  

6. Gene-environment interactions 
Although chronic stress has been implicated in the onset of psychiatric disorders, it has to be 
kept in mind that not all individuals exposed to severe stress will progress to disease. In that 
sense, it is also quite unlikely that a single genetic variant is responsible for a specific 
disorder. Therefore, it is of great necessity to understand the cause of individual differences 
and the consequences of variation in vulnerability, with regard to disease progression. It is 
clear that major efforts should be directed towards the combination of genetic modifications 
and environmental challenges in the same subject. Such stimulation of gene-environment 
interactions is more likely to reflect the pathophysiological mechanisms of depression. Many 
studies have already applied this concept by subjecting transgenic lines to chronic social 
stress procedures (Berton et al., 2006;Wagner et al., 2010;Wang et al., 2011). These studies 
provide further evidence that disease-associated genetic alterations do not have to be 
pathological/beneficial under normal conditions, but in combination with chronic stress can 
either cause vulnerability or resilience towards the development of depression-like 
phenotypes.  

7. Classical antidepressants – limitations and future prospects 
The majority of antidepressant drug discovery efforts during the past decades have focused 
on finding more selective serotonin- or noradrenaline-based agonists or antagonists having 
modes of action similar to already available drugs, only with the ability to act more quickly 
and safely. However, until now this approach has not lead to improved treatment. There are 
some novel drugs known as atypical antidepressants which have ascribed monoamine-
based mechanisms, but there is only weak evidence that their implied mechanisms actually 
account for their clinical efficacy. In parallel, non-monoamine systems that might contribute 
to the pathophysiology of depression have been analyzed in the past, revealing potential 
biomarkers for depression, such as CRH, P2RX7, BDNF, etc. (see above). However, none of 
these discoveries has been translated into a new bona fide treatment for depression so far. 
Ironically, the search for non-monoamine-based antidepressants has often relied on the 
actions of monoamine-based drugs. This highlights the necessity to develop improved 
animal models of depression. Applying the techniques and approaches mentioned above 
should aid in this undertaking and hopefully translate into the development of new 
treatment modalities apart from classical antidepressants.  

8. Conclusion 
The major problem in the establishment of a suitable animal model of depression is that the 
development of such a model requires a better understanding of the etiology of the disorders. 
The current state of clinical knowledge lacks objective diagnostic tests and validated 
biomarkers of such a highly heterogeneous illness. However, such models are of great 
necessity for understanding disease pathophysiology and for hastening the development of 
treatments based on new molecular targets. We have given a general overview of the current 
mouse models of depression and outlined some of the difficulties in the generation and 
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validation of such models. In addition, new strategies and technologies have been discussed, 
which will greatly contribute to our understanding of disease pathology. Nevertheless, it is 
very unlikely that mice will ever recapitulate all of the salient features of a human mental 
illness. Above all, models are meant to serve as investigative tools. In that regard, researchers 
should critically judge construct, face and predictive validity and not simply assume that 
behavioural alterations in one or more tests are sufficient to render a model of depression. In 
addition, differences between males and females are often not addressed in preclinical 
research. Extensive literature reports that mood disorders are more frequent in women than in 
men, but the great majority of basic research has focussed on male rodents as animal models 
(Palanza, 2001). This emphasizes the need for reliable depression models in females. In 
addition other endophenotypes of depression, such as alterations in sleep, should also be 
addressed more consistently in mice. To accomplish the goal of creating more appropriate 
animal models of depression, it will be necessary to implement and combine all recent 
advances in genetics, pharmacology and electrical stimulation with environmental challenges 
(Fig. 1). This will hopefully initiate the development of new treatment modalities which are 
based on knowledge and not serendipity.  
 

 
Fig. 1. Towards an ideal mouse model of depression. 
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In order to generate more suitable depression models with strong construct validity, major 
efforts should be directed towards the combination of genetic modification and 
environmental challenges in the same subject. This would simulate gene-environment 
interactions that more plausibly reflect the pathophysiological mechanisms of depression. 
Such models should show sufficient face validity, as assessed by behavioural and/or 
physiological parameters and respond to classical and/or novel drugs (predictive validity).  
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validation of such models. In addition, new strategies and technologies have been discussed, 
which will greatly contribute to our understanding of disease pathology. Nevertheless, it is 
very unlikely that mice will ever recapitulate all of the salient features of a human mental 
illness. Above all, models are meant to serve as investigative tools. In that regard, researchers 
should critically judge construct, face and predictive validity and not simply assume that 
behavioural alterations in one or more tests are sufficient to render a model of depression. In 
addition, differences between males and females are often not addressed in preclinical 
research. Extensive literature reports that mood disorders are more frequent in women than in 
men, but the great majority of basic research has focussed on male rodents as animal models 
(Palanza, 2001). This emphasizes the need for reliable depression models in females. In 
addition other endophenotypes of depression, such as alterations in sleep, should also be 
addressed more consistently in mice. To accomplish the goal of creating more appropriate 
animal models of depression, it will be necessary to implement and combine all recent 
advances in genetics, pharmacology and electrical stimulation with environmental challenges 
(Fig. 1). This will hopefully initiate the development of new treatment modalities which are 
based on knowledge and not serendipity.  
 

 
Fig. 1. Towards an ideal mouse model of depression. 
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In order to generate more suitable depression models with strong construct validity, major 
efforts should be directed towards the combination of genetic modification and 
environmental challenges in the same subject. This would simulate gene-environment 
interactions that more plausibly reflect the pathophysiological mechanisms of depression. 
Such models should show sufficient face validity, as assessed by behavioural and/or 
physiological parameters and respond to classical and/or novel drugs (predictive validity).  
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1. Introduction 
According to the World Health Organization, depression is among the leading cause of 
disability worldwide with approximately 121 million people affected 
(http://www.who.int). It is estimated that 5% of men and 9% of women will experience 
depression in a given year (Kessler et al., 2005). Major Depressive Disorder (MDD) is 
characterized by persistent depressed mood or loss of interest or pleasure from daily 
activities.  Additionally, patients may experience feelings of guilt or worthlessness, as well 
as psychomotor, physiological, and cognitive disturbances (DSM IV). Given that the 
etiology of depression is unclear, current antidepressant treatments are ineffective for most 
patients. Presently, less than 30% of patients achieve response or remission (Trivedi et al., 
2006).  Depression is a clinically and genetically heterogeneous disorder, which complicates 
efforts to identify causative factors of disease and replicate findings. In addition, diagnosis 
and therapeutic assessment are primarily based on subjective measures, making patient 
selection and outcome measures amenable to inconsistencies and irreproducibility.  
Biomarkers that objectively establish diagnosis, prognosis, and antidepressant response can 
facilitate research and clinical management of patients with depression. Many analytes, 
including brain-derived neurotrophic factor (BDNF), serotonin transporter, and 
monoamines, have been linked with depressive symptoms and response to antidepressant 
therapy (Manji et al., 2001; Nestler et al., 2002; Thase, 2007). Although much progress has 
been made in identifying neurobiological correlates of depression, it is unclear whether 
these alterations are causally linked or are due to disease and/or treatment.  With the goal 
of facilitating the search for depression biomarkers, this chapter will discuss several key 
molecular and neurochemical alterations that have been linked with depressive disorder.  

2. Genetic studies 
The role of genetics in the development of MDD is supported by findings from family, twin, 
and adoption studies. Studies that compared the prevalence of depression in monozygotic 
versus dizygotic twins indicate a heritability estimate of 35-50% (Bierut et al., 1999; Kendler 
et al., 1993; Sullivan et al., 2000). There is a two-to-threefold increased risk of developing 
MDD among first degree relatives of depressed individuals (Kelsoe, 2004; Sullivan et al., 
2000), indicating that genetic variants can be used as prognostic and diagnostic markers. 
There are two widely used approaches to determine genetic markers of depression. 
Candidate gene analysis examines the frequency of genetic alleles between cases and 
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controls. Hypotheses are generated a priori based on the likelihood that the gene affects the 
risk of depression. Alternatively, advances in genotyping capabilities and more recently, 
gene sequencing, have enabled scientists to look for unbiased genome-wide associations 
between common single nucleotide polymorphisms (SNPs) and behavior.  Genes that confer 
risk to depression have been primarily identified using candidate gene analysis approaches, 
while recent efforts to uncover genetic markers of antidepressant response include the 
Sequenced Treatment Alternatives to Relieve Depression (STAR*D) trial and Genome-Based 
Therapeutic Drugs for Depression (GENDEP) study, which looked at genome-wide 
associations of common variants with antidepressant response. Genetic studies of 
depression (Levinson, 2006; Lohoff, 2010; Shyn & Hamilton, 2010) and antidepressant 
response (Crisafulli et al., 2011; Kato & Serretti, 2010; Porcelli et al., 2010)  are reviewed in 
this chapter with a focus on several genes.  

2.1 Genetic predictors of depression and antidepressant response 
Antidepressant medications primarily work on altering neurotransmitters in the brain, thus 
much attention has been given to genes within the monoaminergic pathway (Kato & 
Serretti, 2010). An insertion/deletion polymorphism on the 5’ promoter region of the 
serotonin transporter gene (5-HTTLPR) produces a long (L) allele or a short (S) lower-
expressing allele. The 5-HTTLPR variant alters expression of the serotonin transporter in 
vitro (Lesch et al., 1996) and has been linked with MDD (Caspi et al., 2010; Goldman et al., 
2010; Uher & McGuffin, 2010), neuroticism (Lesch et al., 1996), affective disorder (Collier et 
al., 1996; Lasky-Su et al., 2005), suicidality (Anguelova et al., 2003; P. Y. Lin & Tsai, 2004), 
and anxiety related personality traits (Schinka et al., 2004; Sen et al., 2004). Patients with the 
low expressing allele exhibited increased amygdala activation in response to sad faces 
(Hariri et al., 2002), reduced gray matter volume in amygdala and perigenual cingulate 
cortex (Pezawas et al., 2005), as well as altered functional coupling in both regions (Pezawas 
et al., 2005), thus supporting the role of the serotonin transporter in the development of the 
amygdala-cingulate feedback circuitry. Carriers of the S allele who experienced stressful life 
events in the past were more vulnerable to depression and suicidality (Caspi et al., 2003; 
Kendler et al., 2005). However, several groups did not find an association between 
depression and 5-HTTLPR alone (Middeldorp et al., 2010; Munafo & Flint, 2009; Risch et al., 
2009) or in interaction with stressful life events (Risch et al., 2009).  Homozygous carriers of 
the L allele showed higher response and remission rates (Serretti et al., 2005) and more 
favorable side effect profiles (Kato & Serretti, 2010; Kraft et al., 2007; Murphy et al., 2004), 
which did not replicate to a recent large clinical trial that did not find a link between 5-
HTTLPR and treatment response (Kraft et al., 2007). Altogether, these findings indicate that 
environment must be taken into account when evaluating the potential use of 5-HTTLPR as 
a genetic marker of depression.   
Other genes in the monoamine pathway have been studied for their link with depressive 
behavior. The serotonin-1A receptor (HTR1A) is located in the serotonergic neurons and on 
their post-synaptic targets. In the pre-synaptic neuron, 5HT1A auto-inhibits raphe firing and 
5-HT synthesis. The -1019C/G variant (rs6295) found in the promoter region of HTR1A 
results in higher expression of serotonin-1A auto-receptor (5-HT1A), which leads to 
reduction in serotonergic neurotransmission (Stahl, 1994). The -1019C/G mutation is 
correlated with anxiety and depression (Gross et al., 2002; Lemonde et al., 2004; Strobel et 
al., 2003). In Asians, the G allele is associated with improved treatment outcomes (Hong et 
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al., 2006; Kato et al., 2009).  However, this finding was not observed in Caucasians 
(Lemonde et al., 2004; Serretti et al., 2004), suggesting a confounding effect of race. The 
relationship between HTR2A and antidepressant response is unclear due to conflicting 
results (reviewed in Kato 2010). A recent meta-analysis did not find any association between 
HTR1A and HTR2A and treatment response; however, a polymorphism within HTR2A was 
correlated with tolerability(Kato & Serretti, 2010).  No association has been established 
between HTR2A and MDD (Anguelova et al., 2003).  
The tryptophan hydroxylases 1 and 2 (TPH1 and TPH2) catalyze the rate-limiting step in 5-
HT biosynthesis. A functional variant in TPH2 (Arg441His) results in 80% reduction of 5-HT 
in the brain (X. Zhang et al., 2004) and was found to be more frequent in patients with MDD 
(X. Zhang et al., 2005). However, other studies failed to replicate this finding (Delorme et al., 
2006). Furthermore, the TPH 218A allele is associated with poor antidepressant response 
(Serretti et al., 2001a; Serretti et al., 2001b), a finding that was supported by a meta-analysis 
study (Kato & Serretti, 2010). Patients with the 218 C/C genotype were more likely to 
respond to antidepressant therapy (Kato & Serretti, 2010). Interestingly, the significant 
pooled odds ratio score (OR) was primarily influenced by the sum of the three studies that 
looked at the association between remission rates and the 218 genotype, suggesting that the 
TPH gene may be important in regulating long-term antidepressant response. Of interest is 
the recent correlation between TPH2 haplotype markers and suicidality (De Luca et al., 2004; 
Lopez et al., 2007), suggesting that TPH2 may mediate a subset of depressive symptoms like 
suicidal thoughts and feelings of guilt and worthlessness.  
Enzymes that mediate clearance of catecholamines including, monoamine oxidase A (MAO-
A) and catechol-O-methyl transferase (COMT) have been linked to antidepressant response. 
Higher transcription efficiency is observed with the variable number tandem repeat (VNTR) 
sequence located 1.2kb upstream of the MAO-A gene (Sabol et al., 1998). Alternatively, the 
Val to Met substitution at codon 158 for membrane-bound COMT protein (codon 108 for 
soluble COMT) has been linked to lower enzymatic activity(Mannisto & Kaakkola, 1999) 
and improved response to citalopram (Arias et al., 2006) and mirtazapine (Szegedi et al., 
2005) but not paroxetine (Arias et al., 2006; Szegedi et al., 2005).  
A locus on Chr. 12 has been linked with MDD (Abkevich et al., 2003; McGuffin et al., 2005) 
and anxiety (Erhardt et al., 2007). Within this putative region lies the purinergic ATP-
binding calcium channel gene (P2X7). A non-synonymous coding SNP within P2X7 
(Gln460Arg) is associated with MDD risk (Lucae et al., 2006). P2X7 protein is required for 
IL-1 (interleukin-1) processing and secretion (Ferrari et al., 2006), highlighting the potential 
role of immune function in depressive behavior. Moreover, the FK506 binding protein 5 
(FKBP5) in complex with Hsp90 regulates glucocorticoid receptor sensitivity. A functional 
variant within FKBP5 that results in increased intracellular concentration of FKBP5 has been 
linked with recurrence of depressive episodes (Binder et al., 2004) and antidepressant 
response (Binder et al., 2004; Lekman et al., 2008b). FKBP5 activates glucocorticoid receptors 
and the hypothalamic-pituitary-adrenal axis, which regulate response to stress (Binder et al., 
2004). Additionally, the corticotropin releasing hormone 1 (CRH1) variant is correlated with 
early onset of depressive symptoms (Papiol et al., 2007). CRH activates the HPA axis, thus 
supporting the role of the HPA axis in mediating depressive behavior.  
Small low-powered studies were combined in a meta-analysis to clarify the associations of 
several genes with depression, which were unclear due to inconsistent or non-replicated 
findings. Lopez-Leon et al. found a protective effect for the APOE 2 allele (combined OR, 
0.51; CI, 0.27-0.97) with no evidence of between-study heterogeneity (Lopez-Leon et al., 
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2008). Alternatively, an increased risk were found for the methylenetetrahydrofolate 
reductase MTHFR C677T polymorphism (pooled OR, 1.36),  the guanine nucleotide binding 
protein 3 GNB3 C825T variant (pooled OR, 1.38; CI, 1.13-1.69), and the dopamine transporter 
SLC6A3 40 bp VNTR (pooled OR, 2.06; CI, 1.25-3.40)  (Lopez-Leon et al., 2008).   
Pharmacogenetic studies of antidepressants in the STAR*D trial have identified genes 
associated with treatment response (Hu et al., 2007; Lekman et al., 2008a; McMahon et al., 
2006; Paddock, 2008), treatment resistance (Perlis et al., 2008), and treatment-emergent 
suicidal ideation (Laje et al., 2009; Laje et al., 2007; Perlis et al., 2007). In addition, 
polymorphisms in genes that encode drug-metabolizing enzymes and transporters have 
been tested for correlation with treatment response (Peters et al., 2008). Genes that were 
significantly associated with response to citalopram include FKBP5 (Lekman et al., 2008a), 
glutamate receptor, ionotropic kainite 1 (GRIK1), N-methyl d-aspartate 2A (GRIN2A), 5-
hydrxytryptamine receptor 2A (HTR2A), potassium channel, subfamily K, member 2 
(KCNK2), phosphodiesterase (PDE), and solute carrier family 6 member 4 (SLC6A4) (E. Lin 
& Chen, 2008). 
A link between genes and depression exists, however, putative genes identified to date do 
not significantly account for the phenotypic variance observed (Mann & Currier, 2006).  
Although these initial results may seem disappointing, they indicate that the genetics of 
depression is far from simple. It is likely that multiple genes with minor effect sizes interact 
with environmental factors to affect mood, making identification of genetic biomarkers 
challenging.  Efforts to investigate gene by environmental effects can further delineate the 
contribution of each gene on disease and treatment outcomes (Lesch, 2004; Wermter et al., 
2010). 

3. Biochemical alterations 
Several mechanisms are altered in depression and these include neurotransmission, 
neuroendocrine signaling, and neuroimmune functions. It is unclear whether these 
biochemical alterations are products or causative factors of depression. This section will 
discuss common biological alterations that have been observed in depression, facilitating 
identification of candidate biochemical markers for depression and antidepressant response. 

3.1 Monoamines 
The monoamine theory of depression developed following the observation that iproniazid, a 
drug that inhibits the metabolism of monoamines by blocking MAO, improved the mood of 
patients who are taking the drug (Delay et al., 1952).   In addition, depletion of monoamines 
by agents like reserpine was found to induce depression (Goodwin & Bunney, 1971). This 
theory led to the development of antidepressant drugs that elevate monoamine levels at the 
synapse by blocking uptake transporters, catabolic enzymes or inhibitory pre-synaptic auto- 
or hetero-receptors. The monoamines provided a biochemical basis for depression, whereby 
depression is thought to result from a ‘chemical imbalance’ of monoamines in the brain 
(Schildkraut, 1965).  However, several observations have cast doubt on the major role of 
monoamines in MDD. In addition to the untimely manner in which elevation of monoamines 
occur with respect to symptom resolution (Baldessarini, 1989), treatments that do not elevate 
monoamine levels like electroconvulsive therapy (ECT) have been effectively shown to treat 
depression (Pagnin et al., 2004). The monoamine theory of depression was then modified to 
indicate that elevation of monoamines is the first step in a cascade of molecular events that 
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ultimately leads to symptom improvement (Pineyro & Blier, 1999). Research focus began to 
shift towards evaluating the long-term adaptive changes that result from increased 
monoamines in the synapse. It was hypothesized that elevation in monoamines leads to 
reduction in the sensitivity and/or number of monoamine receptors. Although desensitization 
and internalization of monoamine receptors have been observed in several animal and post-
mortem studies, results were often inconsistent and conflicting (Elhwuegi, 2004). Effective 
antidepressant agents that do not act by inhibiting monoamine reuptake proteins or 
metabolizing enzymes can still facilitate receptor internalization despite the absence of pre-
synaptic input (Fishman & Finberg, 1987; Kientsch et al., 2001). More recently, it has been 
shown that monoamine elevation may lead to cellular genesis. Various antidepressant agents 
including, specific serotonin reuptake inhibitor (fluoxetine), monoamine oxidase inhibitor 
(tranylcypromine), specific norepinephrine reuptake inhibitor (reboxetine), and 
serotonin/norepinephrine uptake inhibitor (tricyclic antidepressants) have been shown to 
induce cell proliferation and neurogenesis (Santarelli et al., 2003), which suggests that 
monoamine elevation leads to other downstream molecular effects that can alter behavior.   
Despite decades of research aimed to evaluate the relationship between depression and 
monoamine alteration, direct evidence supporting the causative role of monoamines in 
MDD is lacking (Nestler, 1998), thus prompting efforts to study other pathways that may 
underlie depressive behavior.  

3.2 Hypothalamic Pituitary Adrenal (HPA) axis 
Dysregulation in the HPA axis, which is characterized by elevated plasma cortisol and CRH 
is a common finding in depressed patients (Holsboer, 2000; Raison & Miller, 2003). In 
response to stress, the parvocellular neurons in the hypothalamus secrete CRH, stimulating 
the release of adenocorticotropin releasing hormone (ACTH) from the anterior pituitary. 
ACTH, in turn, activates the synthesis and release of glucocorticoids (cortisol from humans 
and corticosterone in rodents) from the adrenal cortex. Glucocorticoids negatively regulate 
the HPA axis by inhibiting the synthesis and release of CRH from the hypothalamus.  
Activation of the HPA axis mediates physiologic adaptation to stress, however, persistent 
stimulation can lead to glucocorticoid receptor (GR) desensitization (de Kloet et al., 2005).  
Patients with depression typically exhibit high levels of cortisol in plasma, saliva, and urine, 
as well as an increase in the size and activity of the pituitary and adrenal glands (Nemeroff 
& Vale, 2005). Impairment of the HPA axis, which is primarily characterized by the inability 
to suppress cortisol levels following pharmacologic stimulation of GR by dexamethasone, 
has been observed in depressed patients (Ising et al., 2005; Kunzel et al., 2003; Sher, 2006). 
HPA alterations normalize with antidepressant therapy (Holsboer, 2000) and this is 
associated with less relapse (Ising et al., 2007). Glucocorticoids not only exhibit immune and 
metabolic functions but it also regulates neurogenesis, neuronal survival, hippocampal size 
and structure, and acquisition of new memories (Herbert et al., 2006). Reduced maternal 
handling increases CRH signaling (Ladd et al., 1996) and sustains HPA hyperactivity, 
inducing depressive-like behavior in the pups (Francis et al., 1999; Meaney, 2001). In 
humans, early stressful life event is associated with dysregulated HPA axis (Heim et al., 
2002) and development of depressive symptoms (Chapman et al., 2004; McCauley et al., 
1997). One of the mechanisms by which antidepressants induce hippocampal neurogenesis 
is by activating GR (Anacker et al., 2011), thus implicating a direct relationship between 
HPA axis and neural brain signaling.   



 
Psychiatric Disorders – Trends and Developments 

 

226 

2008). Alternatively, an increased risk were found for the methylenetetrahydrofolate 
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3. Biochemical alterations 
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monoamines in MDD. In addition to the untimely manner in which elevation of monoamines 
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depression (Pagnin et al., 2004). The monoamine theory of depression was then modified to 
indicate that elevation of monoamines is the first step in a cascade of molecular events that 
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ultimately leads to symptom improvement (Pineyro & Blier, 1999). Research focus began to 
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(tranylcypromine), specific norepinephrine reuptake inhibitor (reboxetine), and 
serotonin/norepinephrine uptake inhibitor (tricyclic antidepressants) have been shown to 
induce cell proliferation and neurogenesis (Santarelli et al., 2003), which suggests that 
monoamine elevation leads to other downstream molecular effects that can alter behavior.   
Despite decades of research aimed to evaluate the relationship between depression and 
monoamine alteration, direct evidence supporting the causative role of monoamines in 
MDD is lacking (Nestler, 1998), thus prompting efforts to study other pathways that may 
underlie depressive behavior.  

3.2 Hypothalamic Pituitary Adrenal (HPA) axis 
Dysregulation in the HPA axis, which is characterized by elevated plasma cortisol and CRH 
is a common finding in depressed patients (Holsboer, 2000; Raison & Miller, 2003). In 
response to stress, the parvocellular neurons in the hypothalamus secrete CRH, stimulating 
the release of adenocorticotropin releasing hormone (ACTH) from the anterior pituitary. 
ACTH, in turn, activates the synthesis and release of glucocorticoids (cortisol from humans 
and corticosterone in rodents) from the adrenal cortex. Glucocorticoids negatively regulate 
the HPA axis by inhibiting the synthesis and release of CRH from the hypothalamus.  
Activation of the HPA axis mediates physiologic adaptation to stress, however, persistent 
stimulation can lead to glucocorticoid receptor (GR) desensitization (de Kloet et al., 2005).  
Patients with depression typically exhibit high levels of cortisol in plasma, saliva, and urine, 
as well as an increase in the size and activity of the pituitary and adrenal glands (Nemeroff 
& Vale, 2005). Impairment of the HPA axis, which is primarily characterized by the inability 
to suppress cortisol levels following pharmacologic stimulation of GR by dexamethasone, 
has been observed in depressed patients (Ising et al., 2005; Kunzel et al., 2003; Sher, 2006). 
HPA alterations normalize with antidepressant therapy (Holsboer, 2000) and this is 
associated with less relapse (Ising et al., 2007). Glucocorticoids not only exhibit immune and 
metabolic functions but it also regulates neurogenesis, neuronal survival, hippocampal size 
and structure, and acquisition of new memories (Herbert et al., 2006). Reduced maternal 
handling increases CRH signaling (Ladd et al., 1996) and sustains HPA hyperactivity, 
inducing depressive-like behavior in the pups (Francis et al., 1999; Meaney, 2001). In 
humans, early stressful life event is associated with dysregulated HPA axis (Heim et al., 
2002) and development of depressive symptoms (Chapman et al., 2004; McCauley et al., 
1997). One of the mechanisms by which antidepressants induce hippocampal neurogenesis 
is by activating GR (Anacker et al., 2011), thus implicating a direct relationship between 
HPA axis and neural brain signaling.   
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3.3 Other neuroendocrine markers 
It was discovered that hypothyroidism elicits depressive behavior and that these symptoms 
can be reversed by thyroxine therapy (Asher, 1949). Similar symptoms are observed in 
depression and hypothyroidism, which include dysphoric mood, fatigue, anhedonia, and 
alteration in weight (Jackson, 1998). Low levels of thyroid hormones (T3 and T4) stimulate 
the release of thyrotropin releasing hormone (TRH) from the hypothalamus to the anterior 
pituitary. The pituitary, in turn, releases thyrotropin-stimulating hormone (TSH), which 
leads to the release of triiodothyronine (T3) and thyroxine (T4) from the thyroid. Thyroid 
hormones primarily regulate metabolism but may also be involved in neurotransmission 
(Dratman & Gordon, 1996). Although not all depressed patients display abnormalities in 
thyroid function, alterations have been observed including, elevation in T4 (Baumgartner et 
al., 1988; Kirkegaard & Faber, 1991), lower TSH levels (Maes et al., 1989), as well as blunted 
response of TSH to TRH (Hein & Jackson, 1990; Maes et al., 1989). Type-II deiodinase (D-II) 
catalyzes deiodination of T4 to T3. Psychotropic medications like lithium (Baumgartner et al., 
1994b), desipramine (Campos-Barros et al., 1994), carbamezapine (Baumgartner et al., 
1994a), and fluoxetine (Baumgartner et al., 1994c) stimulate the activity of D-II, indicating 
that mood regulatory agents indirectly regulate T3 levels. Others, however, did not find any 
effects of antidepressant on thyroid function (Brambilla et al., 1982). Interestingly, one study 
found that morning and nocturnal changes in TSH may predict antidepressant response 
(Duval et al., 1996). 
There is increasing evidence implicating the involvement of stress-responsive neuropeptide 
systems in depression and anxiety. The involvement of various neuropeptides has been 
reviewed (Alldredge, 2010; Holmes et al., 2003) and a number of them will be described 
here. Administration of neuropeptide antagonists/agonists results in altered responses in 
rodent models of anxiety and depression (Rotzinger et al., 2010). Stress stimulates the 
release of vasopressin, which in turn enhances the effects of CRH on ACTH (G. Aguilera et 
al., 2003; Engelmann et al., 2004; J. N. Zhou et al., 2001). Depressed patients display altered 
levels of vasopressin in the suprachiasmatic nucleus (SCN) (J. N. Zhou et al., 2001), 
paraventricular nucleus (Purba et al., 1996), and supraoptic nucleus (Meynen et al., 2006). A 
polymorphism in the vasopressin receptor (V1B) may be protective against MDD (Overstreet 
& Griebel, 2005; Salome et al., 2006). Antagonism of the V1B receptor reduced depressive-like 
behavior (Griebel et al., 2002), which was comparable to treatment with antidepressant 
agents (Salome et al., 2006). This effect was mainly due to inhibition of the V1B receptors in 
the lateral septum and amygdala (Stremmelin 2005). Similar to vasopressin, neuropeptide Y 
(NPY) is released under stress. NPY is abundantly expressed in the brain and is co-localized 
with noradrenaline, somatostatin, and GABA (γ-aminobutyric acid) (Kask et al., 2002). 
Reduction in NPY is associated with increased sensitivity to depression and stress, 
indicating that NPY agonists may exhibit antidepressive effects (Redrobe et al., 2002). A 
variant in the promoter region of Npy alters the expression of NPY in vivo and is linked with 
anxiety behavior and neural responses to stress (Z. Zhou et al., 2008). Substance P (SP), a 
known modulator of pain signaling, has been shown to interact with serotonergic signaling 
(Schwarz et al., 1999). Substance P binds to neurokinin-1 (NK1) receptors found in the brain 
and in the periphery. Genetic ablation or pharmacologic antagonism of NK1 receptors 
promotes monoaminergic activity (Froger et al., 2001; Maubach et al., 2002; Santarelli et al., 
2001) and reduces anxiety-like behavior (Santarelli et al., 2001).  Depressed patients have 
higher SP levels in the serum (Bondy et al., 2003). Interestingly, NK1 antagonists activate the 
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serotonergic system similarly to serotonin reuptake inhibitor (escitalopram)(Guiard et al., 
2004), indicating  that NK1 antagonists may have antidepressive effects. Galanin is a 29-30 
amino acid peptide that regulates various physiological responses like metabolism and food 
intake. Galanin binds to several galanin receptors (GALR), which in turn interacts with 
different G proteins, activating various signal transduction pathways (K. E. Smith et al., 
1998; Wang et al., 1998).  Galanin administration in rodents produces a variety of effects 
including, nerve regeneration, nociception, and alteration in sexual and feeding behavior 
(Wrenn & Crawley, 2001; Yoshitake et al., 2003). Galanin mediates 5-HT and norepinephrine 
levels (Ogren et al., 2006) and antagonism of GALR can enhance or reduce depressive-like 
behavior depending on which GALR subtype is being inhibited (Barr et al., 2006; X. Lu et al., 
2005).  
Many years of research implicate the role of the neuroendocrine system in depression. Most 
neuroendocrine regulatory mechanisms occur through the bidirectional communication 
between the hypothalamus and pituitary. These findings indicate that the neural circuitry, 
neuronal signaling, and structural plasticity within this region are likely to be critical in 
behavioral responses.  

4. Metabolic alterations 
Metabolic syndrome is comprised of several features including, central obesity and insulin 
resistance, which, in concert, increases risk for developing cardiovascular disease and 
diabetes. Compared to healthy controls, depressed individuals are more likely to develop 
obesity, diabetes, and hypertension (Lindley et al., 2009), indicating potential overlap 
between depressive symptoms and metabolic syndrome. Independent of the criteria used to 
define metabolic syndrome (Raikkonen et al., 2007), a strong bidirectional association 
between depression and metabolic syndrome exists in women (Gil et al., 2006; Kinder et al., 
2004; Raikkonen et al., 2007). The correlation between depressive symptoms and metabolic 
syndrome is slightly higher in monozygotic twins than dizygotic twins, suggesting that 
genetics play a critical role in both disorders (McCaffery et al., 2003). Resistance to insulin, 
which is a risk factor for developing metabolic syndrome, is a common occurrence in 
depressed patients (Koslow et al., 1982; Okamura et al., 2000; Winokur et al., 1988), which 
suggests that insulin links depression with metabolic syndrome. Insulin exerts dose-
dependent effects on food intake and energy regulation. Ablation of insulin receptors on 
neuronal cells leads to an increased in body fat disposition, suggesting that insulin 
negatively regulates adiposity (Bruning et al., 2000). Additionally, insulin regulates 
monoamine uptake and metabolism, phosphoinositol turnover, as well as norepinephrine 
and dopamine transporter mRNA levels (Craft & Watson, 2004). It has been shown that 
insulin can recruit GABA receptors (Wan et al., 1997) and promote internalization of α-
amino-3-hydroxy-5-methylisoxazole-4-propionic acid (AMPA) receptors, which suggests 
that insulin plays a critical role in neuronal signaling and synaptic plasticity (Huang et al., 
1998). Interestingly, brain volume abnormalities and neurocognitive deficits commonly 
found in MDD patients have been observed in individuals with diabetes mellitus (DM), 
suggesting overlapping pathophysiology between MDD and DM (McIntyre et al., 2010). 
Insensitivity to insulin likely develops due to HPA axis hyperactivity (Rizza et al., 1982), 
impaired immune system (Fernandez-Real et al., 2001; Maes, 1995; Moller, 2000), and altered 
central serotonergic signaling (Goodnick et al., 1995; Horacek et al., 1999), all of which are 
common findings in depressed patients (Belmaker, 2008; Krishnan & Nestler, 2008). 
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3.3 Other neuroendocrine markers 
It was discovered that hypothyroidism elicits depressive behavior and that these symptoms 
can be reversed by thyroxine therapy (Asher, 1949). Similar symptoms are observed in 
depression and hypothyroidism, which include dysphoric mood, fatigue, anhedonia, and 
alteration in weight (Jackson, 1998). Low levels of thyroid hormones (T3 and T4) stimulate 
the release of thyrotropin releasing hormone (TRH) from the hypothalamus to the anterior 
pituitary. The pituitary, in turn, releases thyrotropin-stimulating hormone (TSH), which 
leads to the release of triiodothyronine (T3) and thyroxine (T4) from the thyroid. Thyroid 
hormones primarily regulate metabolism but may also be involved in neurotransmission 
(Dratman & Gordon, 1996). Although not all depressed patients display abnormalities in 
thyroid function, alterations have been observed including, elevation in T4 (Baumgartner et 
al., 1988; Kirkegaard & Faber, 1991), lower TSH levels (Maes et al., 1989), as well as blunted 
response of TSH to TRH (Hein & Jackson, 1990; Maes et al., 1989). Type-II deiodinase (D-II) 
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1994b), desipramine (Campos-Barros et al., 1994), carbamezapine (Baumgartner et al., 
1994a), and fluoxetine (Baumgartner et al., 1994c) stimulate the activity of D-II, indicating 
that mood regulatory agents indirectly regulate T3 levels. Others, however, did not find any 
effects of antidepressant on thyroid function (Brambilla et al., 1982). Interestingly, one study 
found that morning and nocturnal changes in TSH may predict antidepressant response 
(Duval et al., 1996). 
There is increasing evidence implicating the involvement of stress-responsive neuropeptide 
systems in depression and anxiety. The involvement of various neuropeptides has been 
reviewed (Alldredge, 2010; Holmes et al., 2003) and a number of them will be described 
here. Administration of neuropeptide antagonists/agonists results in altered responses in 
rodent models of anxiety and depression (Rotzinger et al., 2010). Stress stimulates the 
release of vasopressin, which in turn enhances the effects of CRH on ACTH (G. Aguilera et 
al., 2003; Engelmann et al., 2004; J. N. Zhou et al., 2001). Depressed patients display altered 
levels of vasopressin in the suprachiasmatic nucleus (SCN) (J. N. Zhou et al., 2001), 
paraventricular nucleus (Purba et al., 1996), and supraoptic nucleus (Meynen et al., 2006). A 
polymorphism in the vasopressin receptor (V1B) may be protective against MDD (Overstreet 
& Griebel, 2005; Salome et al., 2006). Antagonism of the V1B receptor reduced depressive-like 
behavior (Griebel et al., 2002), which was comparable to treatment with antidepressant 
agents (Salome et al., 2006). This effect was mainly due to inhibition of the V1B receptors in 
the lateral septum and amygdala (Stremmelin 2005). Similar to vasopressin, neuropeptide Y 
(NPY) is released under stress. NPY is abundantly expressed in the brain and is co-localized 
with noradrenaline, somatostatin, and GABA (γ-aminobutyric acid) (Kask et al., 2002). 
Reduction in NPY is associated with increased sensitivity to depression and stress, 
indicating that NPY agonists may exhibit antidepressive effects (Redrobe et al., 2002). A 
variant in the promoter region of Npy alters the expression of NPY in vivo and is linked with 
anxiety behavior and neural responses to stress (Z. Zhou et al., 2008). Substance P (SP), a 
known modulator of pain signaling, has been shown to interact with serotonergic signaling 
(Schwarz et al., 1999). Substance P binds to neurokinin-1 (NK1) receptors found in the brain 
and in the periphery. Genetic ablation or pharmacologic antagonism of NK1 receptors 
promotes monoaminergic activity (Froger et al., 2001; Maubach et al., 2002; Santarelli et al., 
2001) and reduces anxiety-like behavior (Santarelli et al., 2001).  Depressed patients have 
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serotonergic system similarly to serotonin reuptake inhibitor (escitalopram)(Guiard et al., 
2004), indicating  that NK1 antagonists may have antidepressive effects. Galanin is a 29-30 
amino acid peptide that regulates various physiological responses like metabolism and food 
intake. Galanin binds to several galanin receptors (GALR), which in turn interacts with 
different G proteins, activating various signal transduction pathways (K. E. Smith et al., 
1998; Wang et al., 1998).  Galanin administration in rodents produces a variety of effects 
including, nerve regeneration, nociception, and alteration in sexual and feeding behavior 
(Wrenn & Crawley, 2001; Yoshitake et al., 2003). Galanin mediates 5-HT and norepinephrine 
levels (Ogren et al., 2006) and antagonism of GALR can enhance or reduce depressive-like 
behavior depending on which GALR subtype is being inhibited (Barr et al., 2006; X. Lu et al., 
2005).  
Many years of research implicate the role of the neuroendocrine system in depression. Most 
neuroendocrine regulatory mechanisms occur through the bidirectional communication 
between the hypothalamus and pituitary. These findings indicate that the neural circuitry, 
neuronal signaling, and structural plasticity within this region are likely to be critical in 
behavioral responses.  

4. Metabolic alterations 
Metabolic syndrome is comprised of several features including, central obesity and insulin 
resistance, which, in concert, increases risk for developing cardiovascular disease and 
diabetes. Compared to healthy controls, depressed individuals are more likely to develop 
obesity, diabetes, and hypertension (Lindley et al., 2009), indicating potential overlap 
between depressive symptoms and metabolic syndrome. Independent of the criteria used to 
define metabolic syndrome (Raikkonen et al., 2007), a strong bidirectional association 
between depression and metabolic syndrome exists in women (Gil et al., 2006; Kinder et al., 
2004; Raikkonen et al., 2007). The correlation between depressive symptoms and metabolic 
syndrome is slightly higher in monozygotic twins than dizygotic twins, suggesting that 
genetics play a critical role in both disorders (McCaffery et al., 2003). Resistance to insulin, 
which is a risk factor for developing metabolic syndrome, is a common occurrence in 
depressed patients (Koslow et al., 1982; Okamura et al., 2000; Winokur et al., 1988), which 
suggests that insulin links depression with metabolic syndrome. Insulin exerts dose-
dependent effects on food intake and energy regulation. Ablation of insulin receptors on 
neuronal cells leads to an increased in body fat disposition, suggesting that insulin 
negatively regulates adiposity (Bruning et al., 2000). Additionally, insulin regulates 
monoamine uptake and metabolism, phosphoinositol turnover, as well as norepinephrine 
and dopamine transporter mRNA levels (Craft & Watson, 2004). It has been shown that 
insulin can recruit GABA receptors (Wan et al., 1997) and promote internalization of α-
amino-3-hydroxy-5-methylisoxazole-4-propionic acid (AMPA) receptors, which suggests 
that insulin plays a critical role in neuronal signaling and synaptic plasticity (Huang et al., 
1998). Interestingly, brain volume abnormalities and neurocognitive deficits commonly 
found in MDD patients have been observed in individuals with diabetes mellitus (DM), 
suggesting overlapping pathophysiology between MDD and DM (McIntyre et al., 2010). 
Insensitivity to insulin likely develops due to HPA axis hyperactivity (Rizza et al., 1982), 
impaired immune system (Fernandez-Real et al., 2001; Maes, 1995; Moller, 2000), and altered 
central serotonergic signaling (Goodnick et al., 1995; Horacek et al., 1999), all of which are 
common findings in depressed patients (Belmaker, 2008; Krishnan & Nestler, 2008). 
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Association between depression and obesity has been identified in several cross sectional 
studies (de Wit et al., 2010; Faith et al., 2002; Scott et al., 2008). A recent meta-analysis looked 
at the association between obesity and depression in a community-based setting and found 
that obese patients have an 18% increased risk of developing depressive symptoms (overall 
OR, 1.18) (de Wit et al., 2010). Subsequent sub-group analyses showed that the association 
with obesity holds true for depressed women but not for men, which suggests that 
comorbidity is likely to be affected by sex (de Wit et al., 2010).  Similarly, a meta-analysis of 
longitudinal studies showed that baseline obesity increased the risk of depression (pooled 
OR, 1.57) and that depression increased the odds for developing obesity (pooled OR, 1.40). 
Prospective analysis of the cause-effect relationship between obesity and depression indicate 
reciprocal findings, whereby obesity was found to be a predictor of depression in eight out 
of the ten studies reviewed, while 53% of the studies found that depression predicts obesity 
(Faith et al., 2011). Interestingly, the positive association between depression and obesity is 
only detected in studies conducted in the United States but not in other European countries, 
indicating a strong contributory effect of environment (Atlantis & Baker, 2008). It is 
increasingly recognized that similar neural circuitry that regulate memory, reward, mood, 
and emotion also controls appetite, body weight, and energy homeostasis (Dallman, 2009; 
Zheng et al., 2009). Food induces olfactory and visual sensory inputs, which stimulate the 
orbitofrontal cortex, where acquisition, storage, and processing of memory and experiences 
associated with food is thought to occur (Verhagen, 2007). Stimulation of the mu-opioid 
receptor in the nucleus accumbens and ventral pallidum results in further intake of 
pleasurable foods (Will et al., 2003; M. Zhang & Kelley, 2000). The ventral tegmental area 
and the nucleus accumbens are part of the mesolimbic dopaminergic system, which 
regulates behavioral response (motivation) towards favorable stimuli (Berridge, 1996, 2007; 
Pecina et al., 2006), indicating that food intake and motivation are, at least partly, co-
regulated by similar circuitry. The hypothalamus regulates homeostatic responses to altered 
nutrient levels and adiposity levels (Berthoud, 2002; Xue & Kahn, 2006) through various 
endocrine hormones including, leptin (Farooqi et al., 2002; Friedman, 1999; O'Rahilly, 2002) 
and NPY (Luquet et al., 2005). Although leptin is primarily known for its role in appetite 
suppression and energy expenditure, leptin also mediates reproduction and cognition 
(Chehab, 2000; Farr et al., 2006). Independent of body mass, depressed patients show lower 
plasma levels of leptin (Jow et al., 2006; Kraus et al., 2001) although other studies did not 
find similar results (Antonijevic et al., 1998; Deuschle et al., 1996; Rubin et al., 2002). Rodents 
exposed to chronic unpredictable stress showed reduction in sucrose preference and higher 
depressive-like behavior, which was reversed by leptin administration, indicating that leptin 
exhibits antidepressive effects likely through innervations of the limbic brain circuitry (X. Y. 
Lu et al., 2006). In response to stressful events, leptin suppresses CRH, ACTH, and 
corticosterone secretion, suggesting a direct impact of leptin on the HPA axis (Ahima et al., 
1996; Heiman et al., 1997; Huang et al., 1998). In addition, leptin-deficient ob/ob mice display 
altered Slc6a4 expression (Collin et al., 2000), decreased neuronal and glial cells, and 
reduced brain weight and cortical volume (Ahima 1999, Stepan 1999), further supporting the 
role of leptin in MDD.  
A common thread between MDD, DM, and heart disease exists. The co-occurrence and 
pathophysiologic overlap between metabolic syndrome, obesity, and depression may 
explain the significant association between depression, diabetes, and cardiovascular disease 
(Frasure-Smith et al., 1993; Goldney et al., 2004; Paile-Hyvarinen et al., 2007).     
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5. Neuroimmune 
An interaction between behavior and the immune system was first recognized in 200 AD, 
when Galen observed that melancholic women were more susceptible to cancer (Leonard, 
1988). Depressed patients exhibit reduced neutrophil phagocytosis, natural killer cell 
activity, and mitogen stimulated lymphocyte proliferation (Irwin et al., 1990). Furthermore, 
patients with MDD show increased cytokine secretion from activated macrophages and 
elevated acute phase proteins in the liver (Sluzewska et al., 1996), indicating dysregulation 
in immune response. Antidepressants inhibit the ability of lipopolysaccharide (LPS) to 
induce the synthesis and the release of pro-inflammatory cytokines, likely through elevation 
of cyclic adenosine monophosphate (cAMP) levels (Xia et al., 1996). It has been 
hypothesized that abnormal secretion of macrophage monokines leads to depressive 
behavior (R. S. Smith, 1991). Macrophages secrete neuroendocrine and immune modulators, 
including, interleukins (IL), tumor necrosis factors (TNF), ACTH, and endorphins (Nathan, 
1987), thus indicating a regulatory role for macrophages in mediating the neuro-endocrine-
immune interface. 
A bidirectional relationship between the brain, neuroendocrine, and immune systems exists, 
particularly in response to stress. Overactivity of the HPA axis, which is a common finding 
in depressed individuals (Holsboer, 2000; Raison & Miller, 2003), results in 
hypercortisolemia and suppression of the immune system. Conversely, persistent stress can 
result in fewer B cells, T cells, and lymphocytes (Olff, 1999), which can confer susceptibility 
to infections and cancer (Garssen & Goodkin, 1999; Kiecolt-Glaser et al., 1995; Reiche et al., 
2005). Stressful events like separation or divorce are correlated with increased cancer risk, 
low proportions of NK and T cells, impairment of DNA repair, and abnormal immune 
response (Kiecolt-Glaser et al., 1987). The presence of reactive oxygen species has been 
detected in depressed patients (Irie et al., 2005). Levels of 8-hydroxydeoxyguanosine (8-OH-
dG), a biomarker of cancer-related oxidative DNA damage, is positively correlated with 
depressive symptoms (Irie et al., 2005), which suggests that depression may be associated 
with cancer.  
In 1987, Wagner-Jauregg demonstrated that activation of the immune system can affect 
various mental states (Raju, 1998). Cytokines regulate growth, differentiation, and function 
of many cells (Turnbull & Rivier, 1999). They can be broadly classified as pro-inflammatory 
or anti-inflammatory cytokines. Pro-inflammatory cytokines like interleukin-1 (IL-1), 
interleukin-6 (IL-6), and TNF-α stimulate immune cell production, activation, and 
proliferation. On the other hand, anti-inflammatory cytokines including, interleukin-4 (IL-4), 
interleukin-10 (IL-10), and interleukin-13 (IL-13) dampen the immune response. The role of 
cytokines in depression was identified following observation that interferon treatment 
induces ‘sickness behavior,’ which mimics depressive symptoms such as dysphoric mood, 
fatigue, anorexia, weight loss, and altered sleep patterns (Papanicolaou et al., 1998; Yirmiya, 
2000). Depression is characterized by elevation of pro-inflammatory markers IL-6, c-reactive 
protein (CRP) (Maes, 1995), IL-1, and IL-2 (Dunn et al., 2005; Song et al., 1994). Treatment 
with LPS stimulated depressive-like behavior and cytokine secretion, which were reversed 
by antidepressants or cytokine antagonists (Yirmiya, 2000). Administration of IL-6 and IL-1 
results in elevation of vasopressin, cortisol, CRH, and ACTH (Brebner et al., 2000; Harbuz et 
al., 1992; Xu et al., 1999), which suggests a pivotal role of cytokines in HPA axis activation 
(Dentino et al., 1999). In rodents, treatment with IL-1 resulted in increased DA, NE, and 5-
HT activity in the brain (Dunn & Swiergiel, 1999; Merali et al., 1997; Song et al., 1999). 
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Association between depression and obesity has been identified in several cross sectional 
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and emotion also controls appetite, body weight, and energy homeostasis (Dallman, 2009; 
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endocrine hormones including, leptin (Farooqi et al., 2002; Friedman, 1999; O'Rahilly, 2002) 
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plasma levels of leptin (Jow et al., 2006; Kraus et al., 2001) although other studies did not 
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depressive-like behavior, which was reversed by leptin administration, indicating that leptin 
exhibits antidepressive effects likely through innervations of the limbic brain circuitry (X. Y. 
Lu et al., 2006). In response to stressful events, leptin suppresses CRH, ACTH, and 
corticosterone secretion, suggesting a direct impact of leptin on the HPA axis (Ahima et al., 
1996; Heiman et al., 1997; Huang et al., 1998). In addition, leptin-deficient ob/ob mice display 
altered Slc6a4 expression (Collin et al., 2000), decreased neuronal and glial cells, and 
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A common thread between MDD, DM, and heart disease exists. The co-occurrence and 
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5. Neuroimmune 
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cytokines in depression was identified following observation that interferon treatment 
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results in elevation of vasopressin, cortisol, CRH, and ACTH (Brebner et al., 2000; Harbuz et 
al., 1992; Xu et al., 1999), which suggests a pivotal role of cytokines in HPA axis activation 
(Dentino et al., 1999). In rodents, treatment with IL-1 resulted in increased DA, NE, and 5-
HT activity in the brain (Dunn & Swiergiel, 1999; Merali et al., 1997; Song et al., 1999). 
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Cytokines acutely stimulate 5-HT neurotransmission and reduce its production by 
stimulating indoleamine 2,3-dioxygenase (IDO), an enzyme that converts the precursor of 5-
HT (tryptophan) into kynurenine (Wichers & Maes, 2002). Pro-inflammatory cytokines have 
been shown to up-regulate serotonin transporter (Morikawa et al., 1998; Mossner & Lesch, 
1998; Wichers & Maes, 2002), while anti-inflammatory cytokines like IL-4 reduces 5-HT 
uptake (Mossner et al., 2001). Together, these findings suggest that cytokines affect 
depressive behavior likely through regulation of monoamines and the HPA axis.  
The symptom heterogeneity observed in depressed patients suggests that biological 
abnormalities are likely to be patient-dependent and disease-specific. Collectively, these 
results indicate that biochemical mechanisms likely interact to mediate a complex behavior 
like mood and anhedonia. It is therefore unlikely that a single biological marker will 
characterize a heterogeneous disorder like depression. Significant benefits can be rendered 
in evaluating the behavioral effects of a panel of biological markers or biochemical 
signatures, particularly since reciprocal communication between nervous, endocrine, and 
immune systems have been noted (Cserr & Knopf, 1992; Felten, 1991; Reichlin, 1993). For 
most cases, when associations between biochemical alterations and depression are detected, 
the causal relationship is often poorly understood. 

6. Brain and molecular correlates  
Direct and indirect evidence from neurostructural, neurofunctional, and molecular studies 
indicate impairments in neural circuitry, structural plasticity, and cellular resilience. These 
abnormalities reflect the molecular neurobiological underpinnings of depression as 
discussed below. 

6.1 Neurostructural and neurofunctional studies  
The cortical-limbic circuitry is implicated to mediate emotional processing in depressed 
patients (Davidson et al., 2002; Dougherty & Rauch, 1997; Mayberg, 1997). Results from 
positron emission tomography (PET) studies indicate that unmedicated patients with MDD 
exhibit increased activity and cerebral blood flow (CBF) to the amygdala, orbital cortex, and 
medial thalamus, as well as decreased CBF to the pre-frontal cortex (PFC) and anterior 
cingulate cortex (ACC) (Drevets, 2000a; Drevets et al., 1999).  Meta-analyses of structural 
neuroimaging studies indicate that MDD is characterized by reduction of gray matter 
volumes in the ACC (Koolschijn et al., 2009), subgenual cingulate cortex (Hajek et al., 2008), 
and hippocampus (McKinnon et al., 2009). Post-mortem neuropathological studies have 
shown that patients with MDD show reduced cortex volume, decreased number of glial 
cells, and/or reduced neuron sizes (Ongur et al., 1998; Rajkowska, 2000; Rajkowska et al., 
1999). Given the functional roles of specific brain regions in emotional processing, 
neuropathological abnormalities observed in depression suggest that areas that mediate 
autonomic and neuroendocrine responses (amygdala) is associated with increased activity 
and cerebral blood flow, while reduction in activity is observed in brain regions that control 
emotional processing (cortex) (Manji et al., 2001). Antidepressant treatment reduces CBF 
and metabolism in the amygadala (Drevets, 2000b; Drevets et al., 1999), attenuating 
hyperresponsiveness to stress (Rosenkranz et al., 2010). Similarly, larger hippocampal 
volume (Frodl et al., 2008; Kronmuller et al., 2008; MacQueen et al., 2008) and gray matter 
density in the ACC (Costafreda et al., 2009) were positively correlated with antidepressant 
response.   
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Inferences regarding the structural integrity of neural tracts can be made through diffusion 
tensor imaging (DTI), which measures the diffusion properties of water through brain 
tissues, in vivo. Patients that did not respond to 12 weeks of escitalopram (Alexopoulos et al., 
2008) or citalopram (Alexopoulos et al., 2002) treatment showed microstructural 
abnormalities in white matter pathways connecting the cortex with the limbic and 
paralimbic areas, which indicates that poor therapeutic outcome is related to impaired 
cortical-limbic connectivity (Mayberg, 2003). Patients with prior exposure to parental verbal 
abuse (Choi et al., 2009) or have genetic polymorphisms (5-HTTLPR) (Alexopoulos et al., 
2009) exhibit microstructural white matter abnormalities, suggesting that neural brain 
structure is subject to genetic and environmental control. Of note, impairment in brain 
morphology, neural circuitry, and brain function have been linked with monoaminergic and 
non-monoaminergic genetic variants (Scharinger et al., 2010).  In addition to evaluating the 
structural integrity of neural brain circuits, functional activity within the limbic-cortical 
circuitry has been investigated. Brain activity can be evaluated by measuring blood oxygen 
level-dependent (BOLD) signals while patients are resting (intrinsic activity) or when 
performing a task (task-related activity). BOLD signaling is associated with changes in blood 
flow and tissue oxygen concentration, which are markers of brain activity. Depressed 
individuals have reduced activity in the limbic and cortical regions (Anand et al., 2005), 
which normalizes as symptoms resolve (Anand et al., 2005). Patients with MDD show 
hyperactivity in the amygdala (Surguladze et al., 2005) and reduced co-activation of the 
dorsal ACC (Matthews et al., 2008) when viewing negative facial expressions. These changes 
in brain activity are ameliorated with chronic antidepressant treatment (Chen et al., 2008; Fu 
et al., 2004; Sheline et al., 2001).  
Similar to the electrocardiogram (ECG), unfiltered electrical activity generated by the brain 
can be measured by an electroencephalogram (EEG). EEG signals can be converted to show 
a topographical representation of the distribution of the EEG waveforms across the cortex 
known as the quantitative electroencephalograph (QEEG) brain map. The QEEG image is 
used to assess brain activity and metabolism in real-time, providing a global assessment of 
brain activity. Brain electrical activity can be measured using cordance, low-resolution brain 
electromagnetic tomography (LORETA), and antidepressant treatment (ATR) index. 
Cordance, which uses QEEG measurements conducted from a full scalp electrode array, 
assesses perfusion of cerebral cortex and brain activity on cortical convexities like PFC 
(Cook et al., 1998; Leuchter et al., 1999). Several groups have demonstrated the usefulness of 
cordance in characterizing antidepressant response (Bares et al., 2008; Cook et al., 2002). 
Responders and non-responders differ in QEEG measurements at rest and during task-
oriented activities (Bruder et al., 2008).  LORETA, which assesses activity of deeper cortical 
regions like ACC and orbitofrontal cortex (Pizzagalli et al., 2001), identifies cortical 
alterations in relation to depression and antidepressant response (Anderer et al., 2002; Saletu 
et al., 2010). Both cordance and LORETA require whole-head electrode montages for data 
collection, which entails up to 75 minutes of QEEG recording, limiting its clinical utility. On 
the other hand, the ATR only uses a five-electrode montage placed on the frontal brain 
regions, which limits QEEG recording to 10 minutes (Leuchter et al., 2009a; Leuchter et al., 
2009b). The largest study that evaluated the use of ATR in predicting antidepressant 
response is the Biomarkers for Rapid Identification of Treatment Effectiveness trial in Major 
Depression (BRITE-MD) trial. In this study, positive ATR predicted response and remission 
to escitalopram. Patients with negative ATR values were either switched to bupropion or 
continued to be treated with escitalopram. In comparison to patients who stayed on 
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escitalopram, patients who switched to bupropion were 1.9 times more likely to respond to 
treatment (Leuchter et al., 2009a; Leuchter et al., 2009b). These results support the use of 
ATR as a biomarker for monitoring treatment response and clinical progression. 

6.2 Cellular and molecular markers 
Lower hippocampal volume (Videbech & Ravnkilde, 2004), which is commonly found in 
post-mortem brain tissues of depressed individuals (MacQueen et al., 2003), results in 
reduced hippocampal plasticity. Reduction in neurogenesis, brain volume, and thickness is 
likely due to decreased neurotrophins and/or changes in neuroplasticity (Geuze et al., 
2005). Neurotrophins, including brain-derived neurotrophic factor (BDNF), have been 
repeatedly implicated in the pathogenesis and treatment of MDD (Duman & Monteggia, 
2006). Administration of BDNF induces cell proliferation and neurogenesis (Pencea et al., 
2001; Zigova et al., 1998), and leads to lower  depressive-like behavior (Shirayama et al., 
2002; Siuciak et al., 1997). Neurogenesis, resulting from either antidepressant treatment or 
cell implantation, attenuates depressive behavior (Tfilin et al., 2009). Depressed patients 
show reduced BDNF levels (Sen et al., 2008), which can result in lower number of dendrites 
in the synapse (Manji et al., 2003; Nestler et al., 2002). Antidepressants stimulate BDNF 
synthesis (Duman, 2004) and normalizes  reduced BDNF levels in depressed patients 
(Brunoni et al., 2008; Sen et al., 2008). A functional variant at codon 66, resulting in a 
valanine to methionine change (Val66Met), is reported to correspond with drug response. 
Carriers of the Met allele were reported to have better treatment outcomes (Gratacos et al., 
2008; Kato & Serretti, 2010), however, others did not find any correlation between the 
Val66Met variant and treatment response (Kato & Serretti, 2010; Tsai et al., 2003; Wilkie et 
al., 2007). Furthermore, genetic susceptibility to depression was not associated with the 
BDNF Val166Met variant (Gratacos et al., 2007; Lopez-Leon et al., 2008). The Met allele is 
associated with impaired intra-cellular packaging and activity dependent secretion of 
BDNF, which disrupts hippocampal function (Egan et al., 2003). Impaired suppression of 
the HPA axis following dexamethasone treatment was also observed in the BDNF Met 
carriers (Schule et al., 2006). Of note, mouse lines that did not express Bdnf during fetal 
development or post-natal development were hyperactive, hyperaggressive, and showed 
higher depressive-like behavior compared to transgenic mice that were conditioned to 
express Bdnf during post-natal development (Chan et al., 2006), suggesting that the 
behavioral effects of BDNF are region and time-dependent. Interestingly, an interaction 
between the BDNF G196A variant, the serotonin transporter gene, and stressful life events 
has been observed (M. Aguilera et al., 2009; Pezawas et al., 2008). 
BDNF is activated by cyclic-AMP response element-binding protein (CREB). The cAMP-
CREB cascade has been extensively studied for its involvement in cell survival and neural 
plasticity (D'Sa & Duman, 2002; Duman et al., 1997). The cAMP-CREB pathway is 
upregulated following chronic antidepressant treatment (Duman et al., 1999). Activation of 
the CREB pathway is thought to result in neurogenesis. Activated or phosphorylated CREB 
is found in actively dividing neural progenitor cells in the hippocampal subgranular zone 
(SGZ) (Nakagawa et al., 2002a). Mice lacking Creb show markedly reduced cell proliferation 
(Nakagawa et al., 2002b) and administration of a phosphodiesterase inhibitor, which 
activates the cAMP cascade, increases neurogenesis and improve depressive behavior 
(Takahashi et al., 1999).  Although CREB plays a critical role in neurogenesis, CREB is not 
necessary to elicit antidepressant effects. After antidepressant treatment, no difference in 
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depressive-like responses was observed between Creb deficient mice and wild-type controls, 
indicating that the behavioral effects of antidepressant drugs may occur through other 
CREB-independent mechanisms.   
Given that depressed patients exhibit reduced neuronal and glial cells, molecular 
mechanisms that stimulate neurogenesis (activation of CREB and BDNF synthesis) are likely 
to be critical in MDD. Presently, the clinical significance of cellular genesis in depression is 
largely unknown. It is likely that cellular proliferative and survival processes interact to 
facilitate remodeling of synaptic connections that can lead to altered mood. It is noteworthy 
to consider, however, that in the absence of stress, the neural circuitry underlying 
depression may be different (Krishnan & Nestler, 2008). There is a possibility that  reversal 
of stress-induced neural plasticity changes is not required for antidepressive effects (Nestler 
et al., 2002).    

7. Depression signatures 
7.1 Gene expression signatures 
Gene expression profiling studies provide an unbiased look at the relationship between 
gene expression and depressive disorder, which is useful in identifying novel targets for 
antidepressant therapy (for a detailed review see Sequeira & Turecki, 2006). Bernard and 
colleagues collected gene expression data from the locus coeruleus of healthy, depressed, 
and bipolar patients. In this study, they found significant alterations in patients with MDD 
but not bipolar subjects. Gene expression alterations were detected in the glutamate 
signaling genes (SLC1A2, SLC1A3 and GLUL), growth factor genes (FGFR3 and TrkB), and 
several astroglial genes (Bernard et al., 2010). Similarly, dysregulation of fibroblast growth 
factor genes (FGF1, FGF2, FGFR2, and, FGF3) were detected in cortical regions of depressed 
patients, irrespective of previous antidepressant treatment (Evans et al., 2004). Consistent 
with previous findings, expression of genes involved in signal transmission of glutamate 
and GABA were found to be dysregulated in depressed patients (Choudary et al., 2005) and 
in suicide victims with and without depression (Sequeira et al., 2009). Alteration in genes 
regulating oligodendrocyte function (Sequeira & Turecki, 2006) and cell-cell communication 
(Sequeira et al., 2009) were altered in MDD, suggesting impairment in brain circuitry. 
Notably, reduced oligodendrocyte expression and neuronal changes in amygdala were 
detected in both depressed individuals and in rodents exposed to unpredictable chronic 
mild stress (Sibille et al., 2009), indicating a connection between stress response and neural 
circuitry.  
For biomarkers to be clinically useful, putative analytes must be detected in easily accessible 
samples like plasma or serum.  Using LPS-stimulated blood samples, Spijker et al. compared 
gene expression profiles between healthy and unmedicated patients with MDD. A 
significant difference in gene expression pattern was observed in a subset of genes, all of 
which have not been previously associated with depression (Spijker et al., 2010). 
Transcriptome changes in the leukocyte mRNA is correlated with response to 
antidepressant agents or lithium therapy (Iga et al., 2008). The authors found that 
normalization in gene expression pattern correlates with antidepressant response (Iga et al., 
2008).  In addition to analyzing global changes in the brain or plasma transcriptome, genetic 
regulatory elements of depression or antidepressant response can be identified using 
quantitative trait loci (QTL) mapping analysis. In this approach, DNA variants that regulate 
gene expression locally or distally (cis or trans-regulatory elements) are analyzed for 
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escitalopram, patients who switched to bupropion were 1.9 times more likely to respond to 
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Psychiatric Disorders – Trends and Developments 

 

236 

correlation with depressive behavior, thereby facilitating analysis for regulatory genes 
underlying depressive behavior. This approach has been used to detect regulatory genetic 
elements for several behaviors (Bryant et al., 2009; Radcliffe et al., 2006).  

7.2 Protein signatures 
Other efforts to identify depression signatures include protein expression profiling. Plasma 
samples from control, depressed, and schizophrenic patients were analyzed for 79 plasma 
protein biomarkers including, cytokines, neurotrophins, and chemokines (Domenici et al., 
2010). Interestingly, insulin and matrix metallopeptidase 9 (MMP-9) displayed the biggest 
difference between control and depressed patients (Domenici et al., 2010). Efforts to expand 
the panel of protein markers to include peripheral and neuropsychological markers are 
currently underway (Tadic et al., 2011). The global analysis of protein expression is still in its 
infancy although several groups have performed proteomic analysis in the  cerebrospinal 
fluid (CSF) (Raedler & Wiedemann, 2006) and in discrete brain regions collected post-
mortem (Beasley et al., 2006). In order to characterize the cause-effect relationship between 
biological alterations, treatment, and behavior, protein profiling studies in human samples 
should be complemented with proteomic studies in animals, which are more amenable for 
determination of disease and treatment effects.    

8. Other mechanisms 
8.1 Epigenetics 
Discordance of depression between monozygotic twins suggests other non-genetic factors 
are involved (Mill & Petronis, 2007). Alteration in gene expression can occur without 
changes in the DNA sequence through epigenetic mechanisms like histone modification and 
methylation of DNA CpG islands. Deacytelation of histones results in DNA coiling, which 
prevents binding of transcription factors to the DNA, suppressing gene transcription. 
Alternatively, methylation alters DNA chemistry, which blocks gene transcription. 
Epigenetic mechanisms can explain how genetically weak signals of risk combined with 
environmental factors predispose patients to depression (Caspi & Moffitt, 2006).  
Adverse childhood experiences confer risk to depressive behavior (Heim & Nemeroff, 2001) 
likely through epigenetic alteration.  Offspring who received minimal maternal care had 
higher DNA methylation at the glucocorticoid receptor (GR) promoter region and were 
more responsive to stress compared to control animals (Liu et al., 1997; Weaver et al., 2004). 
Methylation in the GR promoter region leads to reduced binding of the nerve growth factor 
induced protein-A (NGF-1A), affecting GR regulation (Weaver et al., 2004; Weaver et al., 
2007). Notably, low levels of maternal care led to epigenetic repression of the estrogen-alpha 
receptor that resulted in transmission of maternal behavior to offspring (Champagne et al., 
2006; Champagne et al., 2003), thus indicating transgenerational phenotypic transfer 
through epigenetic alterations.   
Mice that are deficient in Hdac5 display enhanced vulnerability to stress, suggesting that 
stress reduces histone deacytelase activity leading to down-regulation of gene expression 
(Renthal et al., 2007). The adverse effect of stress on Hdac5 activity is reversed by chronic 
antidepressant treatment (Renthal et al., 2007).  Antidepressant treatment increases histone 
acetylation at the Bdnf promoter region, activating Bdnf expression (Tsankova et al., 2006). 
BDNF mediates formation and differentiation of new neurons, facilitating long-term 
potentiation and memory development.  
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RNA-mediated modifications through non-coding RNAs (ncRNA) and microRNAs 
(miRNA) can activate or silence gene transcription. The role of miRNA in regulating 
serotonergic transmission has been reviewed (Millan, 2011). MicroRNAs are short RNAs 
(22-24 nucleotides) that bind to complementary sequences on target mRNAs, typically 
leading to gene silencing (Bartel, 2009; Carthew & Sontheimer, 2009; Winter et al., 2009). A 
recent study by Baudry et al. shows that miR-16 negatively regulates the expression of 
serotonin transporter (SERT). Fluoxetine treatment stimulates the release of S100 calcium 
binding protein B (S100β) in the raphe, leading to elevation of miR-16 and reduction in SERT 
(Baudry et al., 2010). MiR-16 also represses the expression of anti-apoptotic protein (B-cell 
lymphoma 2) Bcl-2 (Cimmino et al., 2005), indicating a critical role of miR-16 in 
neurotransmission as well as cell proliferation. In addition, genetic studies using seahare 
(Aplysia) identified miR-124 as a translational repressor of CREB, which suggests that 
microRNAs indirectly regulate secondary messenger pathways by modulating CREB 
expression (Rajasethupathy et al., 2009). Overexpression of ncRNA was found in 
Alzheimer’s patients (Faghihi et al., 2010), however, an association between ncRNA and 
depression is yet to be established.   
Consistent with the notion that genes are interconnected within a network, it is conceivable 
that an epigenetic regulatory network exists.  Efforts to identify epigenomic signatures are 
underway (Akbarian & Huang, 2009) and this data should be integrated with other data sets 
like the brain transcriptome and behavior to identify causative pathways in depression. Of 
great interest is the assessment of epigenetic transgenerational transmission of a trait and 
genomic imprinting (epigenetic alteration on gene expression is based on whether the gene 
is inherited from the father or the mother). These epigenetic phenomena facilitate our 
understanding of how environment and genetics interact to mediate behavior, ultimately 
providing a comprehensive picture of the molecular mechanisms underlying depression.   

8.2 Sleep and circadian rhythm 
It was previously thought that insomnia is a risk factor for depression (Breslau et al., 1996; 
Ford & Kamerow, 1989; Hohagen et al., 1993) and years of research did not clarify the exact 
relationship between insomnia and depression (Riemann, 2007; Riemann et al., 2001). In an 
EEG, normal sleep can be partitioned into several stages. The first is progression from light 
sleep (N1 stage), followed by an “intermediate” level of sleep (stage N2) that leads to the 
“deep” sleep, which is characterized by slow delta waves on the EEG (stage N3). Stages N1-
N3 are part of non-rapid eye movement sleep, which alternates with rapid eye movement 
(REM) sleep throughout the night (Benca & Peterson, 2008). Depression is characterized by 
abnormal sleep (difficulty falling asleep, nocturnal awakenings, early-morning awakenings), 
decreased slow-wave sleep, shortened rapid eye movement (REM) latency, and increased 
REM density (Thase et al., 1997; Tsuno et al., 2005). Interestingly, total sleep deprivation 
improves symptoms in 40-60% of depressed patients (Giedke & Schwarzler, 2002; Wirz-
Justice & Van den Hoofdakker, 1999), which is thought to be due to activation of the limbic 
dopaminergic pathways (Ebert et al., 1994; Ebert et al., 1996). Additionally, the slow-wave 
sleep is marginally affected by antidepressant therapy (Sharpley & Cowen, 1995; Tsuno et 
al., 2005), indicating partial involvement of monoamines in sleep regulation.   
In addition to disruption in sleep pattern, depressed patients also exhibit alteration in 
biological rhythms, including appetite and hormone levels. Patients with seasonal affective 
disorders (SAD) have depressive symptoms during the winter months when daylight is 
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induced protein-A (NGF-1A), affecting GR regulation (Weaver et al., 2004; Weaver et al., 
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receptor that resulted in transmission of maternal behavior to offspring (Champagne et al., 
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shorter. The bright light therapy has been effectively used to treat SAD (Lam, 2006) and non-
seasonal depression (Terman & Terman, 2005) and is thought to work by shifting the 
circadian clock (Wirz-Justice et al., 2005). Similar to 5-HT, melatonin is derived from 
tryptophan and is a critical regulator of circadian rhythm. Depressed patients display 
altered melatonin release and abnormal melatonin levels (Rubin et al., 1992; Wetterberg, 
1999), particularly in the acute phase of depressive illness (Srinivasan et al., 2006). 
Antidepressant therapy increases melatonin (Srinivasan et al., 2006; Thompson et al., 1985). 
Of note, a pilot study that looked at the use of melatonin in addition to cortisol as a 
prognostic marker for depression found promising results (Buckley & Schatzberg, 2010).   
Genetic regulators of the molecular clock (Clock, Bmal1, Npas2, GSK3β, and Timeless) have 
been linked with various mood disorders (McClung, 2007). Mutant mouse models 
exhibiting point mutations on the Clock gene display anxiety-like and depressive-like 
behavior (Roybal et al., 2007) and increased dopamine transmission in the ventral tegmental 
area (VTA) (McClung et al., 2005; Nestler & Carlezon, 2006), suggesting  that the Clock gene 
regulates dopamine signaling. Interestingly, there is circadian rhythm with regards to 
concentration, release, and synthesis of 5-HT, norepinephrine, and dopamine (Barassin et 
al., 2002; Shieh et al., 1997; Weiner et al., 1992), as well as in the expression and activity of 
monoamine receptors (Kafka et al., 1983; Wesemann & Weiner, 1990; Witte & Lemmer, 
1991), indicating a link between monoamine signaling and circadian rhythm.  

9. Future directions: Moving towards a systems biology approach 
Based on these findings, it is unlikely that a single biomarker can describe a multifactorial 
disorder like depression. Data from the last decades indicate that alterations in MDD are 
interconnected (Figure 1). This figure illustrates that there are neuroanatomical, 
neurobiochemical, neuroimmune, neuroendocrine, genetic, and metabolic mechanisms 
underlying MDD. Given the involvement of various biological systems, it is no surprise that 
depression is characterized by heterogeneous molecular and clinical manifestations, which 
complicate the search for depressive biomarkers.  Therefore, uncovering the etiology and 
mechanism underlying depression necessitates modification of clinical and pre-clinical 
study designs and the use of combinatorial approaches to assess multiple phenotypic 
variances.    
To obtain an in-depth clinical and biological assessment of depression, methodological 
aspects that should be considered when conducting clinical studies include obtaining a 
detailed family, medical, drug, and experiential history, performing longer patient follow-
up (6 months to 1 year), assessing for metabolic, psychosomatic, and behavioral symptoms, 
and collecting blood samples for biological assessment of disease or changes in symptoms. 
This information can aid in identifying genetic, environmental, and biological factors that 
contribute to patient-specific depressive behavior, which can further delineate behavioral 
and biological alterations that differ or overlap between depressed patients.  
Animal studies offer several advantages including lower cost, subject availability, and ease 
in brain and blood sample accessibility. In addition, the behavioral effects of drugs, genetics, 
and environment are more feasible to investigate in animal models of depression since the 
genome and the environment can be easily manipulated. Despite apparent advantages in 
using animals for depression studies, pre-clinical models of depression suffer from lack of 
face and construct validity (Nestler & Hyman, 2010). Depressive symptoms are challenging 
to model in animals given that diagnosis and prognosis are based on empirical clinical 
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observations and patients’ phenomenological accounts. In an effort to better assess clinical 
depressive measures in pre-clinical studies, the National Institute of Mental Health has 
adopted a set of constructs, known as the Research Domain Criteria (RDoC) 
(http://www.nimh.nih.gov), that are useful in conducting animal studies. The RDoC 
provides a framework in which scientific approaches like genomics and neuroscience can be 
used to interrogate for specific domains including negative affect and cognition. It remains 
to be seen if the use of RDoC will result in definitive findings that are likely to be replicated 
and validated.  
 
 

 
Fig. 1. Biological Alterations in Depression. Impairment in the HPA axis, neural circuitry, 
neuroendocrine, neuroimmune, neuronal signaling, neurogenesis, and metabolic functions 
have been observed in depressed patients, resulting in symptom heterogeneity. As shown, 
bidirectional communication among several pathways exists (i.e. crosstalk between 
sympathetic nervous system and inflammatory markers). Cellular (genetic) and molecular 
(proteomic) alterations in depression can be identified by performing global gene and 
protein expression analyses between healthy controls and depressed individuals (bottom 
left), leading to identification of depression molecular signatures. 
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Advancements in methodologies and information technology have facilitated identification 
of molecular and neurochemical correlates of MDD. Optogenetics helps elucidate the inter-
relationship between neural circuitry, brain signaling, and biological response. Genomics, 
proteomics, epigenomics, and metabolomics provide an unbiased way to characterize 
biological alterations that underlie depressive behavior. In light of the many biological 
systems that are affected in depression, combinatorial approaches should be used to 
examine changes in various (cellular, molecular, biochemical, and behavioral) phenotypes, 
providing us with a comprehensive disease model.   
Research studies conducted over the last forty years have not led to a detailed 
understanding of the mechanisms underlying MDD. Although this may seem disappointing 
at first, advances in technology and scientific approach indicate that the road to elucidating 
depression is one filled with hope and excitement. 
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1. Introduction 
Contrary to general belief, gestation is not always characterized by joy and 
accomplishments.  Many women experience sadness or anxiety in these periods of their 
lives. Gestation and postpartum (puerperium) are periods of woman´s life which involve 
many physical, hormonal, psychic and social insertion changes which can have a direct 
effect on her mental health (Camacho et al., 2006). The changes caused by the newborn 
arrival are not limited to psychological and biochemical variables but also involve 
socioeconomic factors, especially in societies in which women are active in the labor market, 
contributing to the family income,  and pursuing  diverse professional and social interests 
(Maldonado, 1997). 
The scientific literature indicates that in the gestational-postpartum period is the phase with 
the highest prevalence of mental disorders of women´s life, particularly in the first and third 
quarters of gestation and during the first 30 days of postpartum (Botega & Dias, 2006). The 
intensity of these mental health alterations depend and are regulated by interaction of multiple 
factors, including organic, family, marital, social, cultural aspects and the pregnant woman’s 
personality (Falcone et al., 2005). Approximately one fifth of pregnant women and women in 
puerperium present symptoms of depression (Limlomwongse & Liabsuetrakul, 2006). Most of 
these women are not diagnosed neither adequately treated (Andersson et al, 2003). 
Depression is the most prevalent mental disorder during pregnancy and the puerperium 
period (Bennett et al., 2004) and is associated with risk factors such as a psychiatric history, 
financial hardships, low education level, teenage pregnancy, lack of social support, stressful 
events and a history of domestic violence. There is evidence that pre-natal depression is not 
only more common, but it constitutes the main risk factor for postpartum depression. 
Indeed, in many cases  it is the continuation of the depression that started during pregnancy 
(Alami et al., 2006; Andersson et al., 2006; Da Costa et al., 2000; Heron et al., 2004; Josefsson 
et al., 2001; Lovisi et al., 2005; Patel et al., 2003; Rich-Edwards et al., 2006; Ryan et al., 2005). 
Current studies suggest that gestational depression needs to be addressed in a more 
consistent manner. Although there is a consensus that the factors that affect the relationship 
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between mother and fetus begin in the prenatal period, there has been little research 
addressing this issue. Most studies focus on postpartum depression. Gestational depression 
needs to be considered as an important public health issue since it constitutes a strong risk 
factor that may lead to postpartum depression. Within this context, there is need to 
implement preventive interventions prior to childbirth.  Some studies suggest that 
gestational depression is related to low birth weight, premature births and other problems 
in the development of the child (Patel & Prince, 2006; Rahman et al., 2004). 
The belief that the pregnant woman’s feelings may affect the baby’s health is very old but only 
recently it has aroused scientific interest (Allister et al., 2001; Andersson et al., 2004; Chung et 
al., 2001; Dayan et al., 2006; Diego et al., 2004; Hoffman & Hatch, 2000; Patel & Prince, 2006; 
Patel et al., 2004; Rahman et al., 2002; Rahman et al., 2004). It is known that the mother’s 
nutritional, hormonal, metabolic, psychological and social environment during gestation is 
related to the newborn’s health. A woman suffering from gestational depression can be less 
concerned with her health in general. This can lead her to not follow through with prenatal 
care, to abuse alcohol, tobacco and other drugs, suffer from insomnia and diminished appetite, 
which results in a decrease in the quantity and quality of her nutrition. Furthermore, the 
literature indicates that there is also a relationship between maternal psycho-social stress and 
low fetal growth. Women with depression have higher cortisol rates which may lead to 
prematurity and low birth weight (Hobel et al., 1999; Wadhwa et al., 1996). 
In developing countries, premature birth and low birth weight are the main causes of infant 
morbimortality. Studies suggest that depressive states that are not treated during pregnancy 
tend to decrease the frequency of prenatal consultations, which has been closely associated 
with neonatal mortality (Carvalho et al., 2007). Studies carried out in developed countries 
indicate that maternal depression is linked to long term emotional, cognitive and behavioral 
problems in children (Huot et al., 2004; Motta et al., 2005; Newport et al., 2002). In addition, 
the prevalence rates of depression during pregnancy have been significantly higher in 
developing countries than developed ones (Patel & Kleinman, 2003).  
Within this context, the main objective of this chapter is to present a systematic review of 
epidemiological studies that investigated the prevalence and risks factors associated with 
depression during pregnancy in developing and developed countries. 

2. Systematic review of epidemiological studies on the prevalence and 
factors associated with gestational depression  
We carried out a literature review of epidemiological research on the prevalence of 
gestational depression or depression symptoms and their associated risk factors, including 
longitudinal research that estimated this prevalence before and after birth, in developed and 
low income countries. 

2.1 Methods 
The following bibliographical databases were consulted: PubMed/MEDLINE, ISIWEB, 
Scopus, LILACS, SciELO, with the last two databases used primarily to retrieve Latin 
American publications. The criteria for inclusion were: published articles in the last 10 years 
(from 2000 to April 2011) in English, Spanish or Portuguese with an observational 
epidemiological study design (cross-sectional, case-control, and cohort). 
In searching the databases LILACS and SciELO used the following descriptors, according to 
their definition in DeCS (Health Descriptors): “depression” or “depressive disorder” or “mood 

Depression During Pregnancy: Review of Epidemiological  
and Clinical Aspects in Developed and Developing Countries 

 

269 

disorders” and “pregnancy” and “prevalence” and “risk factors”. In searching the databases 
PubMed/MEDLINE, ISIWEB and Scopus, we used keywords defined according to their 
description in MeSH (Medical Subject Headings): “depression” or “depressive disorder” or 
“unipolar depression” or “mood disorders” and “pregnancy” and “prevalence” and “risk 
factors”. Different keywords were used in each database according to the definition that each 
database proposed in the descriptors. With this process, it was possible to find a greater 
number of articles related to the topic of interest in each database. Also, we also reviewed the 
bibliographical references of the principal articles found and specialized books on the subject. 
The articles were evaluated and chosen according to methodological criteria proposed by 
Downs & Black (Downs & Black, 1998), applicable for the delineation of articles for the 
evaluation of their quality. These criteria evaluate the quality of information, the internal 
validity (bias and confounding), external validity and the ability of the study to detect a 
significant effect. The present article used the original version made up of 27 items, only 
excluding the item associated with experimental studies.  Hence, in the end, 17 items were 
used for the cohort and case control studies, adding up to a maximum 18 points. Of these, 13 
items referred to cross-sectional studies and represented at the most 14 points.  These 
criteria were used by authors in national review articles (Araujo et al., 2010; Rossi & 
Vasconcelos, 2010). 
The analysis of the methodological quality of the articles took the following items into 
consideration: clearly described hypotheses or objectives; an endpoint that was clearly 
described in the introduction or methodology; characteristics of the participants; 
distribution of main confounding variables; main results clearly described; information on 
estimates of the random variability of data; characteristics of losses; information on 
probability values of  outcomes; representativeness of individuals included in the study; 
clear information on results that were not based on hypotheses established a priori; 
information on adjustments of the analysis for different follow-up durations in cohort 
studies; same amount of time allowed between intervention and the endpoint for cases and 
controls in case-control studies;  adequacy of statistical tests; accuracy of the measures used 
for the main outcomes; recruitment of participants in different groups from the same 
population and in the same period of time; adequate inclusion of confounding  factors in the 
analysis; and consideration of participant drop out during follow-up. 
The study only included articles that obtained at least 50% of the maximum score on the 
Downs & Black scale (Downs & Black, 1998) - that is 9 points for cohort and case-control 
studies and 7 points for cross-sectional studies. Selected articles were compared on the 
following methodological aspects: year of publication, study location (developed or 
developing countries), study design, sample size, instruments used for assessment of 
depression, prevalence of depression during pregnancy, related factors (epidemiological 
and clinical aspects) and methodological assessment score (Downs & Black Scale). 

2.2 Results and discussion  
A total of 543 studies were identified in the database searches. However, only 51 articles met 
the pre-established criteria and were selected for inclusion in this comparison (Figure 1). 
Excluded studies were literature review and qualitative research reports and studies that 
had been repeated in different databases or because they were not associated with the 
subject.  Thirty-seven studies were excluded for obtaining a score below the 50% of the 
maximum score on the Downs and Black methodological evaluation scale. 
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Fig. 1. Flowchart of inclusion and exclusion of original articles in the systematic review 

The selected studies were divided into two categories:  studies in developed countries 
(Chart 1) and studies in developing countries (Chart 2). This division was made with the 
purpose of observing possible variations in the prevalence of gestational depression and 
associated factors, since an unfavorable economic situation seems to be an important risk 
factor in the development of minor mental disorders such as depression, including 
depression during pregnancy (Patel & Kleinman, 2003). Together with the main methods 
and instruments used in collecting the comparison data in this study, this procedure 
allowed for the analysis of variations in depression frequency rates and associated factors 
reported in studies carried out in developed countries when compared to those carried out 
in developing countries. 

2.2.1 Studies on the prevalence of gestational depression in developed countries  
The prevalence of gestational depression reported in studies included in this review, 
originating in developed countries, showed a broad variation- oscillating from 5% to 30%. 
Few studies found prevalence rates above 20%. Prevalence rates were more frequently 
reported in the 10% to 15% range. Among the risk factors elucidated by these studies were 
psychiatric histories, use of substances, negative attitude towards pregnancy, lack of social 
support, presence of stressful events and marital conflicts (Chart 1). These factors were 
assessed through standardized questionnaires, including questions developed  raised by the 
authors, and scales such as Stressful Life Event Scale (Holmes & Rahe, 1967), Intimate Bond 
Measure (Wilhelm & Parker, 1988), Parental Bonding Instrument (Parker et al., 1979), Index 
of Marital Satisfaction – IMS (Hudson, 1982), Social Desirability Scale (Crowne & Marlowe, 
1960), Medical Outcome Studies Social Support Survey – SSS (Sherbourne & Stewart, 1991), 
Social Support Questionnaire – SSQ (Sarason et al., 1983) and TWEAK – Tolerance Worry 
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Eye-opener Annoyed Cut-down (Russell, 1994) - this latter scale  being measures 
problematic alcohol use and  risk of alcohol drinking during pregnancy.  
Among the instruments used to evaluate gestational depression, more than half of these 
investigations used the Edinburgh Postnatal Depression Scale– EPDS (Cox et al., 1987), a 
self-administered questionnaire that evaluates the intensity of postpartum depression 
symptoms – which has also been validated to measure depression during pregnancy 
(Ortega et al., 2001; Murray & Cox, 1990).  Standardized diagnostic interviews used 
included the Clinical Interview Schedule – CIS-R (Lewis et al., 1992), the Mini 
International Neuropsychiatric Interview – MINI (Sheehan et al., 1997), the Structure 
Clinical Interview – SCID (First et al., 1994) and the Composite International Diagnostic 
Interview – CIDI, based on DSM-III-R and DSM-IV diagnostic criteria (APA, 1987, 1994). 
Others administered instruments were The Primary Care Evaluation of Mental Disorders 
– PRIME-MD (Spitzer et al., 1994) and the Center for Epidemiologic Studies Depression 
(CES-D) Scale (Radloff, 1977). This latter was developed by the National Institute of 
Mental Health to assess depression symptoms using self-administered questionnaires. 
Another utilized instrument was the Beck Depression Inventory – BDI (Beck et al., 1998), 
which is also a self-administered questionnaire and measures the severity of depression 
symptoms.  
Most of these studies had a longitudinal design.  The majority of them were carried out in 
the USA and in European countries like England, Switzerland, Italy and Spain. There was a 
considerable variation in the size of the samples included in these investigations.  However, 
many studies reported on samples that were relatively large, over 1000 women. Only one 
study used a sample below 100 women.  Prenatal services and maternities were the most 
frequently selected research sites. A few studies were carried out at the participants’ homes, 
usually using self-administered questionnaires sent by correspondence. The average score 
obtained on the Downs & Black scale by these studies was 14 points but four of them 
obtained the scale´s maximum score. 

2.2.2 Studies on the prevalence of gestational depression in developing countries  
Most gestational depression prevalence rates found in studies in developing countries were 
around 20%.   Among the risk factors elucidated by these studies, most were associated with 
poverty such as low income, unemployment, financial hardships and poor educational 
backgrounds. Other reported factors associated with gestational depression were being 
single or divorced, having violence and psychiatry histories, stressful events and lack of 
social support (Chart 2). In order to evaluate these factors, most studies used structured 
questions and questionnaires developed by the authors. However, some scales were used 
such as the Krause-Markides Index (Krause & Markides, 1990) to evaluate social support 
received and the Paykel Life Events (Paykel, 1983) to assess stressful events during 
pregnancy and the puerperium period. 
For the assessment of depression, half of these investigations used the Edinburgh Postnatal 
Depression Scale – EPDS (Cox et al., 1987). Some of these studies used standardized 
interviews to corroborate positive cases detected by this scale. This included the use the 
Mini International Neuropsychiatry Interview – MINI (Sheehan et al., 1997) that aims at 
reaching a diagnosis of Axis I mental disorder according to DSM-IV (APA, 1994) criteria. 
The Brazilian studies mainly used the Composite International Diagnostic Interview – CIDI 
(Wittchen et al., 1991), a standardized WHO instrument, and to a lesser extend  the used 
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Fig. 1. Flowchart of inclusion and exclusion of original articles in the systematic review 
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(Chart 1) and studies in developing countries (Chart 2). This division was made with the 
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Eye-opener Annoyed Cut-down (Russell, 1994) - this latter scale  being measures 
problematic alcohol use and  risk of alcohol drinking during pregnancy.  
Among the instruments used to evaluate gestational depression, more than half of these 
investigations used the Edinburgh Postnatal Depression Scale– EPDS (Cox et al., 1987), a 
self-administered questionnaire that evaluates the intensity of postpartum depression 
symptoms – which has also been validated to measure depression during pregnancy 
(Ortega et al., 2001; Murray & Cox, 1990).  Standardized diagnostic interviews used 
included the Clinical Interview Schedule – CIS-R (Lewis et al., 1992), the Mini 
International Neuropsychiatric Interview – MINI (Sheehan et al., 1997), the Structure 
Clinical Interview – SCID (First et al., 1994) and the Composite International Diagnostic 
Interview – CIDI, based on DSM-III-R and DSM-IV diagnostic criteria (APA, 1987, 1994). 
Others administered instruments were The Primary Care Evaluation of Mental Disorders 
– PRIME-MD (Spitzer et al., 1994) and the Center for Epidemiologic Studies Depression 
(CES-D) Scale (Radloff, 1977). This latter was developed by the National Institute of 
Mental Health to assess depression symptoms using self-administered questionnaires. 
Another utilized instrument was the Beck Depression Inventory – BDI (Beck et al., 1998), 
which is also a self-administered questionnaire and measures the severity of depression 
symptoms.  
Most of these studies had a longitudinal design.  The majority of them were carried out in 
the USA and in European countries like England, Switzerland, Italy and Spain. There was a 
considerable variation in the size of the samples included in these investigations.  However, 
many studies reported on samples that were relatively large, over 1000 women. Only one 
study used a sample below 100 women.  Prenatal services and maternities were the most 
frequently selected research sites. A few studies were carried out at the participants’ homes, 
usually using self-administered questionnaires sent by correspondence. The average score 
obtained on the Downs & Black scale by these studies was 14 points but four of them 
obtained the scale´s maximum score. 

2.2.2 Studies on the prevalence of gestational depression in developing countries  
Most gestational depression prevalence rates found in studies in developing countries were 
around 20%.   Among the risk factors elucidated by these studies, most were associated with 
poverty such as low income, unemployment, financial hardships and poor educational 
backgrounds. Other reported factors associated with gestational depression were being 
single or divorced, having violence and psychiatry histories, stressful events and lack of 
social support (Chart 2). In order to evaluate these factors, most studies used structured 
questions and questionnaires developed by the authors. However, some scales were used 
such as the Krause-Markides Index (Krause & Markides, 1990) to evaluate social support 
received and the Paykel Life Events (Paykel, 1983) to assess stressful events during 
pregnancy and the puerperium period. 
For the assessment of depression, half of these investigations used the Edinburgh Postnatal 
Depression Scale – EPDS (Cox et al., 1987). Some of these studies used standardized 
interviews to corroborate positive cases detected by this scale. This included the use the 
Mini International Neuropsychiatry Interview – MINI (Sheehan et al., 1997) that aims at 
reaching a diagnosis of Axis I mental disorder according to DSM-IV (APA, 1994) criteria. 
The Brazilian studies mainly used the Composite International Diagnostic Interview – CIDI 
(Wittchen et al., 1991), a standardized WHO instrument, and to a lesser extend  the used 
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other scales such as the Beck Depression Inventory (Beck et al., 1998), the Hospital Anxiety 
and Depression Scale (Zigmond & Snaith, 1983) and the Primary Care Evaluation of Mental 
Disorders – PRIME-MD (Spitzer et al., 1994). 
The majority of these investigations were carried out in Brazil and the rest in other low 
income countries such as Turkey, India, Nigeria and Mexico. Research with a cross-
sectional design was more common among these studies in developing countries, 
particularly in the case of Brazilian studies. The sample size of these studies was mostly in 
the range of 100 to 500 women. There were only a few investigations with samples over 
1000 women.  Prenatal services and maternities were the predominant research sites and 
no study was carried out in residence of participants. The average score obtained through 
these studies on the Downs & Black scale was 12 points and few were close to the 
maximum score of the scale. 
 
Authors Country/  

Publication
year 

Type of 
Study 

Sample Research 
Sites 

Instruments Prevalence Risk Factors Evaluation 
Score 

Marcus  
et al 

United 
States, 
2011 

Longitudinal 154 Hospital / 
Maternity

EPDS1; 
GHQ2; 
SCID  
(DSM IV)3; 
BDI4 

8.0% Development 
of the  
infant limbic-
hypothalamic
-pituitary 
axis  
(LHPA) 

12 

Wojcicki 
et al 

United 
States, 
2011 

Longitudinal 201 Hospital / 
Maternity

EPDS;  
CES-D; 
MINI5  

28.9% Reduced 
weight  
gain in  
the first  
two  
years  
of life  
and greater 
risk for 
failure  
to thrive 

12 

Banti 
et al 

Italy,  
2010 

Longitudinal 1066 Pre-natal 
service 

EPDS; 
GHQ; SCID 
(DSM IV); 
BDI 

12.4% Not 
mentioned  

14 

Dhillon & 
MacArthur 

England, 
2010 

Sectional 300 Pre-natal 
service 

EPDS 30.7% Unplanned 
pregnancy; 
history of 
anxiety and 
depression 

12 

                                                 
1 Edinburgh Postpartum Depression Scale 
2 General Health Questionnaire 
3 Structural Clinical Interview for DSM IV 
4 Beck Depression Inventory 
5 Mini International Neuropsychiatric Interview 
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Authors Country/  
Publication
year 

Type of 
Study 

Sample Research 
Sites 

Instruments Prevalence Risk Factors Evaluation 
Score 

Gavin  
et al. 

United 
States, 
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Longitudinal 1997 Pre-natal 
service 
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educational 
backgrounds; 
single or 
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stress; 
domestic 
violence; 
health 
problems 

16 

Micali  
et al. 

England, 
2010 

Longitudinal 10887 Household EPDS 6.3% History  
of anxiety 
and 
depression 

15 

Price & 
Proctor 

United 
States, 
2009 

Sectional 1086 Pre-natal 
service 

PRIME-
MD7; PHQ 

13%  Low-income 13 

Skouters 
et al 

Australia, 
2009 

Longitudinal 207 Pre-natal 
service 

BDI 28.3% Anxiety 
disorder 

16 

Spoozak 
et al 

United 
States, 
2009 

Sectional 783 Hospital / 
Maternity

CIDI8 9.0% Poor 
educational 
background; 
low income, 
over 35 years  

13 

Leigh & 
Milgrom 
 

Australia, 
2008 

Longitudinal 367 Hospital / 
Maternity

BDI 16,9% Anxiety 
disorders; 
stressful 
events; low 
income and 
sexual abuse 
history 

15 

Martinéz 
et al 

Spain, 2008 Sectional 200 Pre-natal 
service 

EPDS 15,0% Low income, 
poor 
educational 
background; 
over 35 years; 
large  
number of 
children 

14 

Rodriguez 
et al 

United 
States, 
2008 

Sectional 210 Pre-natal 
service 

BDI 41,0% Domestic 
violence; 
stressful 
events 

14 

                                                 
6 Patient Health Questionnaire 
7 Primary Care Evaluation of Mental Disorders 
8 Composite International Diagnostic Interview 
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other scales such as the Beck Depression Inventory (Beck et al., 1998), the Hospital Anxiety 
and Depression Scale (Zigmond & Snaith, 1983) and the Primary Care Evaluation of Mental 
Disorders – PRIME-MD (Spitzer et al., 1994). 
The majority of these investigations were carried out in Brazil and the rest in other low 
income countries such as Turkey, India, Nigeria and Mexico. Research with a cross-
sectional design was more common among these studies in developing countries, 
particularly in the case of Brazilian studies. The sample size of these studies was mostly in 
the range of 100 to 500 women. There were only a few investigations with samples over 
1000 women.  Prenatal services and maternities were the predominant research sites and 
no study was carried out in residence of participants. The average score obtained through 
these studies on the Downs & Black scale was 12 points and few were close to the 
maximum score of the scale. 
 
Authors Country/  

Publication
year 

Type of 
Study 

Sample Research 
Sites 

Instruments Prevalence Risk Factors Evaluation 
Score 

Marcus  
et al 

United 
States, 
2011 

Longitudinal 154 Hospital / 
Maternity

EPDS1; 
GHQ2; 
SCID  
(DSM IV)3; 
BDI4 

8.0% Development 
of the  
infant limbic-
hypothalamic
-pituitary 
axis  
(LHPA) 

12 

Wojcicki 
et al 

United 
States, 
2011 

Longitudinal 201 Hospital / 
Maternity

EPDS;  
CES-D; 
MINI5  

28.9% Reduced 
weight  
gain in  
the first  
two  
years  
of life  
and greater 
risk for 
failure  
to thrive 

12 

Banti 
et al 

Italy,  
2010 

Longitudinal 1066 Pre-natal 
service 

EPDS; 
GHQ; SCID 
(DSM IV); 
BDI 

12.4% Not 
mentioned  

14 

Dhillon & 
MacArthur 

England, 
2010 

Sectional 300 Pre-natal 
service 

EPDS 30.7% Unplanned 
pregnancy; 
history of 
anxiety and 
depression 

12 

                                                 
1 Edinburgh Postpartum Depression Scale 
2 General Health Questionnaire 
3 Structural Clinical Interview for DSM IV 
4 Beck Depression Inventory 
5 Mini International Neuropsychiatric Interview 

Depression During Pregnancy: Review of Epidemiological  
and Clinical Aspects in Developed and Developing Countries 

 

273 
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Authors Country/  
Publication
year 

Type of 
Study 

Sample Research 
Sites 

Instruments Prevalence Risk Factors Evaluation 
Score 

Kitamura 
et al 

Japan,  
2006 

Longitudinal 290 Hospital / 
Maternity

SDI  
(DSM-III-
R)9  

5.6% Being young. 
negative 
attitude 
towards 
pregnancy  

14 

Rich-
Edwards 
et al 

USA,  
2006 

Longitudinal 1662 Pre-natal 
service 

EPDS 9.0% Psychiatric 
history; 
financial 
hardships; 
unwanted 
pregnancy  

16 

Chee  
et al 

Singapore, 
2005 

Longitudinal 559 Hospital / 
Maternity

EPDS; 
SCID-IV 
(DSM-IV) 

12.2% Psychiatric 
history; 
unwanted 
pregnancy; 
low social 
support; 
family 
conflicts  

18 

Rubertsso
n et al 

Sweden, 
2005 

Longitudinal 2430 Pre-natal 
service 

EPDS 13.7% Stressful 
events 

15 

Heron  
et al 

England, 
2004 

Longitudinal 8323 Househol
d 

EPDS 11.4% Pre-natal 
anxiety 

16 

Lee  
et al 

Hong 
Kong,  
2004 

Longitudinal 157 Househol
d and 
Maternity

BDI; SCID 
(DSM-IV) 

6.4% Not 
mentioned  

15 

Andersson 
et al 

Sweden, 
2003 

Sectional 1795 Pre-natal 
service 

PRIME-MD 6.9% Not 
mentioned  

12 

Felice  
et al 

Malta, 
2003 

Longitudinal 239 Hospital / 
Maternity

EPDS;  
CIS-R10 

11.1%  Single;  
low social 
support; 
psychiatric 
history; 
unwanted 
pregnancy; 
marital 
conflicts  

13 

Marcus  
et al 

USA,  
2003 

Sectional 3472 Pre-natal 
service 

CES-D 20.4% Psychiatric 
history; 
negative 
health 
perception ; 
substance 
abuse 

12 

                                                 
9 Structure Diagnostic Interview (DSM-III-R) 
10 Clinical Interview Schedule – revised edition (DSM-IV) 
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Authors Country/  
Publication
year 

Type of 
Study 

Sample Research 
Sites 

Instruments Prevalence Risk Factors Evaluation 
Score 

Wu  
et al 

USA,  
2002 

Longitudinal 1697 Hospital / 
Maternity

CES-D 15.6% Age; race; 
marital status 

16 

Evans  
et al 

England, 
2001 

Longitudinal 13.799 Househol
d 

EPDS 13.5% Not 
mentioned  

15 

Josefsson 
et al 

Sweden, 
2001 

Longitudinal 1558 Hospital / 
Maternity

EPDS 17.0% Postpartum 
depression 

15 

Pajulo  
et al 

Finland, 
2001 

Sectional 391 Pre-natal 
service 

EPDS  7.7% Substance 
abuse; 
difficulties 
with social 
relationships 

14 

Da Costa 
et al 

Canada, 
2000 

Longitudinal 80 Pre-natal 
service 

EPDS 25.0% Coping 
strategies; 
anxiety; 
stress 

15 

Johanson 
et al 

UK,  
2000 

Longitudinal 417 Hospital / 
Maternity

EPDS 9.8% Marital 
conflicts; 
postpartum 
depression 

16 

Kurki  
et al 

Finland, 
2000 

Longitudinal 623 Pre-natal 
service 

BDI 30.0% Not 
mentioned  

15 

Chart 1. Studies on the prevalence of gestational depression in developed countries 

 
Authors Country/ 

Publication
year 

Type of 
Study 

Sample Research 
Sites 

Tools 
used 

Prevalence Associated 
Factors 

Evaluation 
Score 

Benute  
et al 

Brazil, 
2010 

Sectional 326 Pre-natal 
service 

PRIME-
MD 

9.0% Unplanned 
pregnancy 

11 

Fisher  
et al 

Vietnam, 
2010 

Sectional 364 Pre-natal 
service 

SCID 
(DSM-IV)

10.0% Rural 
household; 
violence and 
sexual abuse; 
stressful life 
events; 
poverty 

12 

Golbasi  
et al 

Turkey, 
2010 

Sectional 258 Pre-natal 
service 

EPDS 27.5% Maternal age; 
multiparity; 
history of 
stillbirth; 
nuclear family; 
number of 
living 
children;  
social  
support 

10 
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Authors Country/  
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Authors Country/ 
Publication
year 

Type of 
Study 

Sample Research 
Sites 

Tools 
used 

Prevalence Associated 
Factors 

Evaluation 
Score 

Mohammad 
et al 

Jordan, 
2010 

Sectional 353 Hospital / 
Maternity

EPDS 19% Stress; anxiety; 
financial 
hardships; low 
social support; 
unplanned 
pregnancy; 
low self-
esteem 

13 

Silva  
et al 

Brazil, 
2010 

Sectional 1264 Pre-natal 
services 
 

EPDS 21.1% Advanced age; 
poor 
educational 
background; 
not living with 
companion; 
idealize 
abortion; 
previous 
psychological/
psychiatric 
treatment; 
tobacco and 
alcohol use 
during 
pregnancy; 
stressful 
events; 
multiparous; 
having 
planned the 
pregnancy 

11 

Karaçam & 
Ançel 

Turkey, 
2009 

Sectional 1039 Hospital / 
Maternity

BDI 27.9% Marital 
dissatisfaction; 
being a 
housewife; 
having an 
unwanted 
pregnancy; 
having a 
formal 
marriage. 

12 

Marcus  
et al 

Peru,  
2009 

Sectional 222 Hospital / 
Maternity

EPDS 40.1% Unplanned 
pregnancy; 
health 
problems 
during 
pregnancy 

10 

Mitsuhiro 
et al 

Brazil, 
2009 

Sectional 1000 Hospital / 
Maternity

CIDI 12.9% Psychiatric 
comorbidities 

13 
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Authors Country/ 
Publication
year 

Type of 
Study 

Sample Research 
Sites 

Tools 
used 

Prevalence Associated 
Factors 

Evaluation 
Score 

Pereira  
et al 

Brazil, 
2009 

Sectional 331 Pre-natal 
services 
Prenatal 

CIDI 14.2% Previous 
history of 
depression 
and 
psychiatric 
treatment; 
unplanned 
pregnancy; 
serious 
physical 
problem; 
formal work 

12 

Pottinger 
et al 

Jamaica, 
2009 

Longitudinal 452 Pre-natal 
service 

EPDS 25.0% Previous 
history of 
depression; life 
style

15 

Qiao  
et al 

China, 
2009 

Sectional 527 Hospital / 
Maternity

HAD11  4.8% Lower age; 
poor 
educational 
background  

10 

Adewuya 
et al 

Nigeria, 
2007 

Sectional 180 Hospital / 
Maternity

EPDS 8.3% Single, 
divorced or 
separated; low 
social support 

13 

Gulseren  
et al 

Turkey, 
2006 

Longitudinal 125 Hospital / 
Maternity

EPDS 21.6% Psychiatric 
history; 
stressful 
events

12 

Alami  
et al 

Morocco, 
2006 

Longitudinal 100  Pre-natal 
service 

EPDS; 
MINI 

19.2% Obstetric 
history; 
unplanned 
pregnancy; 
marital 
problems; 
stressful 
events

14 

Limlom-
wongse & 
Liabsue-
trakul 

Thailand, 
2006 

Longitudinal 610 Hospital / 
Maternity

EPDS 20.5% Single; 
negative 
attitude 
towards 
pregnancy

16 

Patel  
et al 

India, 
2002 

Longitudinal 270  Hospital / 
Maternity

EPDS 17.94% Marital 
violence; 
psychiatric 
history; poor 
educational 
background; 
unwanted 
pregnancy

17 

                                                 
11 Hospital Anxiety and Depression Scale 
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Authors Country/ 
Publication
year 

Type of 
Study 

Sample Research 
Sites 

Tools 
used 

Prevalence Associated 
Factors 

Evaluation 
Score 
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during 
pregnancy; 
stressful 
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multiparous; 
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planned the 
pregnancy 

11 
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Ançel 
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dissatisfaction; 
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unwanted 
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12 

Marcus  
et al 

Peru,  
2009 

Sectional 222 Hospital / 
Maternity

EPDS 40.1% Unplanned 
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health 
problems 
during 
pregnancy 

10 

Mitsuhiro 
et al 

Brazil, 
2009 
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Maternity

CIDI 12.9% Psychiatric 
comorbidities 

13 
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Pottinger 
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2009 
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2009 
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2007 
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13 

Gulseren  
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2006 
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Maternity
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history; 
stressful 
events

12 

Alami  
et al 

Morocco, 
2006 
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EPDS; 
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unplanned 
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events

14 

Limlom-
wongse & 
Liabsue-
trakul 

Thailand, 
2006 
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16 

Patel  
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Publication
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Ortega  
et al 

Mexico, 
2001 

Sectional 360 Pre-natal 
service 

EPDS 21.7% Not mentioned 10 

Caputo & 
Bordin 

Brazil, 
2007 

Sectional 207 Pre-natal 
service 

 Youth 
Self-
Report 

13% Not mentioned 13 

Ferri  
et al 

Brazil, 
2007 

Sectional 930 Hospital / 
Maternity

CIDI 13% physical 
violence 

17 

Faisal-
Cury & 
Rossi 
Menezes 

Brazil, 
2007 

Sectional 432 Pre-natal 
service 

BDI 19.6% Poor 
educational 
background; 
low family 
income, 
previous 
miscarriages 

13 

Mitsuhiro 
et al 

Brazil, 
2006 

Sectional 1000 Hospital / 
Maternity

CIDI 12.9% Dysfunctional 
family; 
unemploymen
t; poor 
educational 
background 

11 

Lovisi  
et al 

Brazil, 
2005 

Sectional 230 Hospital / 
Maternity

CIDI 19.1% Financial 
hardships; 
poor 
educational 
background; 
domestic 
violence; 
psychiatric 
history 

13 

Freitas & 
Botega 

Brazil, 
2002 

Sectional 120 Pre-natal 
service 

CIS-R; 
HAD 

20.8% Suicidal 
ideation; 
single; low 
social support 

12 

Chart 2. Studies on the prevalence of gestational depression in developing countries  

2.2.3 Epidemiological and clinical aspects of gestational depression in different 
socioeconomic contexts  
In general, in this review the average prevalence of gestational depression found in 
developing countries was about 20% while in developed countries it ranged between 10% 
and 15%. Only a few studies in developed countries reported prevalence similar to that of 
developing countries. This fact suggests that this disorder ought to be of importance for 
world Public Health. The prevalence between 15% and 20% is significant and this higher 
rate seems to be associated with factors found in disadvantaged contexts such as poverty, 
violence, low education (Patel & Kleinmann, 2003). On one hand, it should be noted that  the 
prevalence above this average was only found in some studies that used non-representative 
and non-randomized samples (Da Costa et al., 2000; Dhillon & MacArthur, 2010; Golbasi et 
al., 2010; Matos et al., 2009; Skouters et al., 2009; Wojcicki et al., 2011).  On the other hand, 

Depression During Pregnancy: Review of Epidemiological  
and Clinical Aspects in Developed and Developing Countries 

 

279 

gestational depression values a little below this prevalence average were found when 
standardized diagnostic interviews were used, particularly with the CID-10 (OMS, 1993) or 
DSM-IV (APA, 1994) diagnosis criteria, compared to studies that used inventories or 
symptomatology scales, such as the Beck Depression Inventory (Beck et al., 1998) and the 
Hospital Anxiety and Depression Scale (Zigmond & Snaith, 1983).  
The gestational depression prevalence reported in the majority of these studies was 
approximately 20% (Alami et al., 2006; Bowen & Muhajarine, 2006; Faisal-Cury & Rossi 
Menezes, 2007; Freitas & Botega, 2002; Gulseren et al., 2006; Josefsson et al., 2001; 
Limlomwongse & Liabsuetrakul, 2006; Lovisi et al., 2005; Marcus et al., 2003; Mohammad et 
al., 2010; Ortega et al., 2001; Patel et al., 2002; Silva et al., 2010). This prevalence appears to 
be higher in the third gestational quarter and relatively higher in low income countries. It 
also tends to increase in high risk pregnancy cases (Lovisi et al., 2005). Studies have shown 
that depression symptoms are more common and severe during pregnancy than in the 
postnatal period (Andersson et al., 2006; Banti et al., 2010; Evans et al., 2001). 
Depression tends to be higher among pregnant adolescents than in adult pregnant women. 
The same can be said of adolescent parents (Quinlivan & Condon, 2005). Depression is a 
frequent mental disorder in adolescence and pregnancy be an important risk factor in 
triggering its development in this stage of the life of woman. A study reported that anxiety 
and depression symptoms are more frequent in primiparous adolescents compared to non-
pregnant adolescents (Caputo & Bordin, 2007). Another study carried out in Brazil reported 
high rates of prevalence of depression, anxiety and suicidal ideation in adolescent pregnant 
women: 20.8% for depression, 23.3% for anxiety and 16.7% for suicidal ideation (Freitas & 
Botega, 2002). It should be noted that adolescents between the ages of 10 and 19 account for 
approximately one quarter of the total number of childbirths that take place in developing 
countries such as Brazil, and constitutes the main cause of hospitalization in this population 
(Freitas & Botega, 2002). 
In studies included in this review, investigations carried out in Eastern countries reported 
low rates of gestational depression. Investigations among Chinese women indicated a 
gestational depression rate of approximately 5% (Lee et al., 2004; Qiao et al., 2009).  A 
Japanese study reported rates of 5.6% (Kitamura et al., 2006). These rates are lower than the 
average rates found in research studies carried out in Western societies. The explanation for 
this fact underlined in these studies consists in specific cultural aspects of these contexts 
whereby, among other factors, it was believed that pregnant women should refrain from 
having unhealthy behavior and feelings and this belief could favor the sub-notification of 
depressive symptoms (Lee et al., 2004). 
It should be noted that there is an insufficiency of studies on the incidence of gestational 
depression since most studies address prevalence measures. In this review, only one 
incidence study was found (Kitamura et al., 2006). The importance of this kind of study lies 
in it enabling identification of new cases that really begin during the period being studied. 
In other words, that they are not pre-existing cases of depression and therefore can be 
rightly considered gestational depression cases. However, it is known that psychiatric 
incidence studies are hindered by the lack of a biological marker for mental disorders and 
by specific characteristics of the initiation, development and course of these disorders, 
which makes the exact moment of incidence almost impossible to determine.  
In relation to the methodological quality of the articles, the studies carried out in 
developed countries did better on the Downs & Black scale than the studies carried out in 
developing countries, which may reflect, among other difficulties, the lack of 
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2.2.3 Epidemiological and clinical aspects of gestational depression in different 
socioeconomic contexts  
In general, in this review the average prevalence of gestational depression found in 
developing countries was about 20% while in developed countries it ranged between 10% 
and 15%. Only a few studies in developed countries reported prevalence similar to that of 
developing countries. This fact suggests that this disorder ought to be of importance for 
world Public Health. The prevalence between 15% and 20% is significant and this higher 
rate seems to be associated with factors found in disadvantaged contexts such as poverty, 
violence, low education (Patel & Kleinmann, 2003). On one hand, it should be noted that  the 
prevalence above this average was only found in some studies that used non-representative 
and non-randomized samples (Da Costa et al., 2000; Dhillon & MacArthur, 2010; Golbasi et 
al., 2010; Matos et al., 2009; Skouters et al., 2009; Wojcicki et al., 2011).  On the other hand, 
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gestational depression values a little below this prevalence average were found when 
standardized diagnostic interviews were used, particularly with the CID-10 (OMS, 1993) or 
DSM-IV (APA, 1994) diagnosis criteria, compared to studies that used inventories or 
symptomatology scales, such as the Beck Depression Inventory (Beck et al., 1998) and the 
Hospital Anxiety and Depression Scale (Zigmond & Snaith, 1983).  
The gestational depression prevalence reported in the majority of these studies was 
approximately 20% (Alami et al., 2006; Bowen & Muhajarine, 2006; Faisal-Cury & Rossi 
Menezes, 2007; Freitas & Botega, 2002; Gulseren et al., 2006; Josefsson et al., 2001; 
Limlomwongse & Liabsuetrakul, 2006; Lovisi et al., 2005; Marcus et al., 2003; Mohammad et 
al., 2010; Ortega et al., 2001; Patel et al., 2002; Silva et al., 2010). This prevalence appears to 
be higher in the third gestational quarter and relatively higher in low income countries. It 
also tends to increase in high risk pregnancy cases (Lovisi et al., 2005). Studies have shown 
that depression symptoms are more common and severe during pregnancy than in the 
postnatal period (Andersson et al., 2006; Banti et al., 2010; Evans et al., 2001). 
Depression tends to be higher among pregnant adolescents than in adult pregnant women. 
The same can be said of adolescent parents (Quinlivan & Condon, 2005). Depression is a 
frequent mental disorder in adolescence and pregnancy be an important risk factor in 
triggering its development in this stage of the life of woman. A study reported that anxiety 
and depression symptoms are more frequent in primiparous adolescents compared to non-
pregnant adolescents (Caputo & Bordin, 2007). Another study carried out in Brazil reported 
high rates of prevalence of depression, anxiety and suicidal ideation in adolescent pregnant 
women: 20.8% for depression, 23.3% for anxiety and 16.7% for suicidal ideation (Freitas & 
Botega, 2002). It should be noted that adolescents between the ages of 10 and 19 account for 
approximately one quarter of the total number of childbirths that take place in developing 
countries such as Brazil, and constitutes the main cause of hospitalization in this population 
(Freitas & Botega, 2002). 
In studies included in this review, investigations carried out in Eastern countries reported 
low rates of gestational depression. Investigations among Chinese women indicated a 
gestational depression rate of approximately 5% (Lee et al., 2004; Qiao et al., 2009).  A 
Japanese study reported rates of 5.6% (Kitamura et al., 2006). These rates are lower than the 
average rates found in research studies carried out in Western societies. The explanation for 
this fact underlined in these studies consists in specific cultural aspects of these contexts 
whereby, among other factors, it was believed that pregnant women should refrain from 
having unhealthy behavior and feelings and this belief could favor the sub-notification of 
depressive symptoms (Lee et al., 2004). 
It should be noted that there is an insufficiency of studies on the incidence of gestational 
depression since most studies address prevalence measures. In this review, only one 
incidence study was found (Kitamura et al., 2006). The importance of this kind of study lies 
in it enabling identification of new cases that really begin during the period being studied. 
In other words, that they are not pre-existing cases of depression and therefore can be 
rightly considered gestational depression cases. However, it is known that psychiatric 
incidence studies are hindered by the lack of a biological marker for mental disorders and 
by specific characteristics of the initiation, development and course of these disorders, 
which makes the exact moment of incidence almost impossible to determine.  
In relation to the methodological quality of the articles, the studies carried out in 
developed countries did better on the Downs & Black scale than the studies carried out in 
developing countries, which may reflect, among other difficulties, the lack of 
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governmental incentives for research in these countries. As for the instrument used assess 
depression, regardless of their country of origin, most authors used the Edinburgh 
Postnatal Depression Scale – EPDS (Cox et al., 1987) to detect the presence of depressive 
symptoms, both during the gestational and post-anatal periods. Some investigators used 
the Beck Depression Inventory – BDI (Beck et al., 1998), the Hospital Anxiety and 
Depression Scale – HAD (Zigmond & Snaith, 1983), among other instruments, to evaluate 
symptoms of depression. It should be noted that many of these instrument are self-
administered and not appropriate for contexts with population with poor educational 
background, as it is the case in many developing countries. However, there are few 
standardized diagnostic interviews for assessing depressing during pregnancy in the 
reviewed study, such as for instance, the Composite International Diagnostic Interview – 
CIDI (Wittchen et al., 1991), the Mini International Neuropsychiatry Interview – MINI 
(Sheehan et al., 1997), the Clinical  Interview Schedule-Revised – CIS-R (Lewis et al., 1992) 
and the clinical diagnostic interview based on the DSM-IV (APA, 1994), Structured 
Clinical Interview – SCID (First et al., 1994).  
Among the risk factors that may lead to a gestational depressive condition, the studies on 
this reviewed identified a prior history of depression; financial hardships; low education 
levels; unemployment; lack of social support; instability in relationships; stressful life 
events; unwanted pregnancy;  alcohol, tobacco or drug abuse; and a history of violence 
against women. It is highlighted that these factors are inter-related in varying degrees in the 
development of gestational depressive episodes. In general, the majority of risk factors 
associated with gestational depression were the same for developed and developing 
countries, with the exception of factors related to unfavorable economic contexts, low 
education, unemployment, financial hardships and violence which were predominant in 
studies carried out in low income countries. 
In the last decades, epidemiological studies have significantly contributed to a greater 
understanding of the interrelation between social environment factors and the origin and 
course of mental disorders.   A considerable amount of academic literature addresses the 
role that the so-called stressful life events play as risk factors in anxiety and depression   
(Lopes et al., 2003). Stressful events refer to life changes that require a social and 
psychological readjustment, such as the death of a loved one, marital conflicts, the loss of a 
job, having been a victim of a mugging.  Several recent studies has reported an association 
between stressful events and the development of gestational depression (Alami et al., 2006; 
Fisher et al., 2010; Gulseren et al., 2006; Leigh & Milgrom, 2008; Lovisi et al., 2005; Pereira et 
al., 2009; Rodriguez et al., 2008; Rubertsson et al., 2005; Silva et al., 2010). On the other hand, 
stress seems also to be, in part, a result of the presence of gestational depression and anxiety 
(Da Costa et al., 2000). 
Studies suggests that social support received before and during pregnancy, particularly 
support offered by the spouse, seems to be crucial to the pregnant woman’s mental health 
since its absence has been associated with the manifestation of gestational depression 
symptoms (Adewuya et al., 2007; Chee et al., 2005; Felice et al., 2004; Freitas & Botega, 2002; 
Golbasi et al., 2010; Mohammad et al., 2010). It is also suggested that the perception of low 
level of spouse social support perception received is related to the prevalence of depression 
after childbirth (Cruz et al., 2005). Furthermore, marital problems also seem to be related to 
the prevalence of gestational depression (Alami et al., 2006; Felice et al., 2004; Johanson et 
al., 2000; Karaçam & Ançel, 2009). Single or divorced women report the higher level of   
symptoms of depression during this period (Adewuya et al., 2007; Faisal-Cury & Rossi-
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Menezes, 2007; Felice et al., 2004; Freitas & Botega, 2002; Gavin et al., 2010; Limlomwongse 
& Liabsuetrakul, 2006; Lovisi et al., 2005; Silva et al., 2010). 
A crucial factor in the development of gestational depression symptoms, which has a direct 
impact on the mother and the child’s health, is violence against women, whether it is carried 
out by the spouse, a relative or a stranger. Although it is not restricted to poor areas, it is in 
these environments that we find the highest rates of violence.  However, poverty and 
violence are both independent risk factors for gestational depression, which suggests that 
maternal mental health prevention strategies should include policies that aim at decreasing 
violence and offer financial aid to women in low income countries (Lovisi et al., 2005). 
Domestic violence against women during pregnancy, particularly when committed by the 
woman’s partner, has several negative impacts on the baby’s intra-uterine health and the 
mother’s mental health, particularly in the development of gestational depression 
(Anderson et al., 2002; Ferri et al, 2007; Fisher et al., 2010; Gavin et al., 2010; Leigh & 
Milgrom, 2008; Lovisi et al., 2005; Patel et al., 2002; Rodriguez et al., 2008). 
Financial hardships, unemployment, and low education levels stand out as risk factors for 
gestational depression (Faisal-Cury & Rossi-Menezes, 2007; Fisher et al., 2010; Gavin et al., 
2010; Leigh & Milgrom, 2008; Martinéz et al., 2008; Mitsuhiro et al., 2006; Mohammad et al., 
2010; Patel et al., 2002; Pereira et al., 2009; Pottinger et al., 2009; Qiao et al., 2009; Rich-
Edwards et al., 2006; Silva et al., 2010; Spoozak et al., 2009).  It has been suggested that a 
higher level of education rises the level of protection against gestational depression, (Lovisi 
et al., 2005; Patel et al., 2002). An unwanted or unplanned pregnancy can also be a strong 
cause for gestational depression symptoms (Alami et al., 2006; Benute et al., 2010; Dhillom & 
MacArthur, 2010; Karaçam & Ançel, 2009; Kitamura et al., 2006; Matos et al., 2009; 
Mohammad et al., 2010; Pereira et al., 2009). Moreover, women with depression usually 
have low level of quality of life (Nicholson et al., 2006). 
Among the risk factors frequently associated with gestational and puerperal depression in 
the reviewed studies, it stands out a prior psychiatric history, particularly a prior history of 
depression (Chee et al., 2005; Dhillom & MacArthur, 2010; Felice et al., 2004; Marcus et al., 
2003; Micali et al., 2010; Patel et al., 2002; Pereira et al., 2009; Rich-Edwards et al., 2006). Most 
women who developed gestational depression had had prior depressive episodes (Rich-
Edwards et al, 2006). Additionally, alcohol, tobacco and drug abuse problems seem to be 
related to a considerable number of gestational anxiety and depression symptoms (Marcus 
et al., 2003; Pajulo et al., 2001; Silva et al., 2010). 
In order to approach predictors of depression, reviewed studies used scales like the Stressful 
Life Events (Holmes & Rahe, 1967) and the Paykel Life Events Inventory (Paykel, 1983) to 
assess stressful events; the Social Support Questionnaire – SSQ (Sarason et al., 1983) to 
evaluate social support; the Index of Marital Satisfaction – IMS (Hudson, 1982) and the 
Abuse Assessment Screen – AAS (MacFarlane et al., 1992) to measure the satisfaction and  
violence suffered in a marital relationship and the Substance Abuse Subtle Screening 
Inventory – SASSI (Miller, 1994) to assess use  of alcohol and drugs. Most studies only used 
questions and questionnaires elaborated by the study researchers to assess risk factors 
associated with depression. 
Several longitudinal studies reported on  the prevalence of gestational as well as postpartum 
depression  (Alami et al., 2006; Andersson et al., 2006; Banti et al., 2010; Chee et al., 2005; Da 
Costa et al., 2000; Evans et al., 2001; Felice et al., 2004; Gulseren et al., 2006; Heron et al., 
2004; Johanson et al, 2000; Josefsson et al., 2001; Kitamura et al., 2006; Limlomwongse & 
Liabsuetrakul, 2006; Patel et al., 2002; Rich-Edwards et al., 2006; Rubertsson et al., 2005).  All 
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governmental incentives for research in these countries. As for the instrument used assess 
depression, regardless of their country of origin, most authors used the Edinburgh 
Postnatal Depression Scale – EPDS (Cox et al., 1987) to detect the presence of depressive 
symptoms, both during the gestational and post-anatal periods. Some investigators used 
the Beck Depression Inventory – BDI (Beck et al., 1998), the Hospital Anxiety and 
Depression Scale – HAD (Zigmond & Snaith, 1983), among other instruments, to evaluate 
symptoms of depression. It should be noted that many of these instrument are self-
administered and not appropriate for contexts with population with poor educational 
background, as it is the case in many developing countries. However, there are few 
standardized diagnostic interviews for assessing depressing during pregnancy in the 
reviewed study, such as for instance, the Composite International Diagnostic Interview – 
CIDI (Wittchen et al., 1991), the Mini International Neuropsychiatry Interview – MINI 
(Sheehan et al., 1997), the Clinical  Interview Schedule-Revised – CIS-R (Lewis et al., 1992) 
and the clinical diagnostic interview based on the DSM-IV (APA, 1994), Structured 
Clinical Interview – SCID (First et al., 1994).  
Among the risk factors that may lead to a gestational depressive condition, the studies on 
this reviewed identified a prior history of depression; financial hardships; low education 
levels; unemployment; lack of social support; instability in relationships; stressful life 
events; unwanted pregnancy;  alcohol, tobacco or drug abuse; and a history of violence 
against women. It is highlighted that these factors are inter-related in varying degrees in the 
development of gestational depressive episodes. In general, the majority of risk factors 
associated with gestational depression were the same for developed and developing 
countries, with the exception of factors related to unfavorable economic contexts, low 
education, unemployment, financial hardships and violence which were predominant in 
studies carried out in low income countries. 
In the last decades, epidemiological studies have significantly contributed to a greater 
understanding of the interrelation between social environment factors and the origin and 
course of mental disorders.   A considerable amount of academic literature addresses the 
role that the so-called stressful life events play as risk factors in anxiety and depression   
(Lopes et al., 2003). Stressful events refer to life changes that require a social and 
psychological readjustment, such as the death of a loved one, marital conflicts, the loss of a 
job, having been a victim of a mugging.  Several recent studies has reported an association 
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al., 2009; Rodriguez et al., 2008; Rubertsson et al., 2005; Silva et al., 2010). On the other hand, 
stress seems also to be, in part, a result of the presence of gestational depression and anxiety 
(Da Costa et al., 2000). 
Studies suggests that social support received before and during pregnancy, particularly 
support offered by the spouse, seems to be crucial to the pregnant woman’s mental health 
since its absence has been associated with the manifestation of gestational depression 
symptoms (Adewuya et al., 2007; Chee et al., 2005; Felice et al., 2004; Freitas & Botega, 2002; 
Golbasi et al., 2010; Mohammad et al., 2010). It is also suggested that the perception of low 
level of spouse social support perception received is related to the prevalence of depression 
after childbirth (Cruz et al., 2005). Furthermore, marital problems also seem to be related to 
the prevalence of gestational depression (Alami et al., 2006; Felice et al., 2004; Johanson et 
al., 2000; Karaçam & Ançel, 2009). Single or divorced women report the higher level of   
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Menezes, 2007; Felice et al., 2004; Freitas & Botega, 2002; Gavin et al., 2010; Limlomwongse 
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impact on the mother and the child’s health, is violence against women, whether it is carried 
out by the spouse, a relative or a stranger. Although it is not restricted to poor areas, it is in 
these environments that we find the highest rates of violence.  However, poverty and 
violence are both independent risk factors for gestational depression, which suggests that 
maternal mental health prevention strategies should include policies that aim at decreasing 
violence and offer financial aid to women in low income countries (Lovisi et al., 2005). 
Domestic violence against women during pregnancy, particularly when committed by the 
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depression (Chee et al., 2005; Dhillom & MacArthur, 2010; Felice et al., 2004; Marcus et al., 
2003; Micali et al., 2010; Patel et al., 2002; Pereira et al., 2009; Rich-Edwards et al., 2006). Most 
women who developed gestational depression had had prior depressive episodes (Rich-
Edwards et al, 2006). Additionally, alcohol, tobacco and drug abuse problems seem to be 
related to a considerable number of gestational anxiety and depression symptoms (Marcus 
et al., 2003; Pajulo et al., 2001; Silva et al., 2010). 
In order to approach predictors of depression, reviewed studies used scales like the Stressful 
Life Events (Holmes & Rahe, 1967) and the Paykel Life Events Inventory (Paykel, 1983) to 
assess stressful events; the Social Support Questionnaire – SSQ (Sarason et al., 1983) to 
evaluate social support; the Index of Marital Satisfaction – IMS (Hudson, 1982) and the 
Abuse Assessment Screen – AAS (MacFarlane et al., 1992) to measure the satisfaction and  
violence suffered in a marital relationship and the Substance Abuse Subtle Screening 
Inventory – SASSI (Miller, 1994) to assess use  of alcohol and drugs. Most studies only used 
questions and questionnaires elaborated by the study researchers to assess risk factors 
associated with depression. 
Several longitudinal studies reported on  the prevalence of gestational as well as postpartum 
depression  (Alami et al., 2006; Andersson et al., 2006; Banti et al., 2010; Chee et al., 2005; Da 
Costa et al., 2000; Evans et al., 2001; Felice et al., 2004; Gulseren et al., 2006; Heron et al., 
2004; Johanson et al, 2000; Josefsson et al., 2001; Kitamura et al., 2006; Limlomwongse & 
Liabsuetrakul, 2006; Patel et al., 2002; Rich-Edwards et al., 2006; Rubertsson et al., 2005).  All 
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these studies reported gestational depression rates greater than those found in postpartum 
depression, except one study which reported a higher rate for postpartum depression (Patel 
et al., 2002). According to the authors of this latter study, cultural aspects in India may have 
influenced the results since the birth of girls in that country is not appreciated. The birth of a 
girl brings about discontentment and represents a strong risk factor, raising the probability 
of maternal depression threefold. 
The reviewed studies indicate that the prevalence of postpartum depression is usually lower 
than during pregnancy - below 15% (Banti et al., 2010; Chee et al., 2005; Evans et al., 2001; 
Felice et al., 2004; Heron et al., 2004; Johanson et al., 2000; Josefsson et al., 2001; Kitamura et 
al., 2006; Rich-Edwards et al., 2006; Rubertsson et al., 2005). The intensity of perinatal 
depression symptoms tend to decrease from the gestational period to the period after 
childbirth (Chee et al., 2005; Gulseren et al., 2006; Pottinger et al., 2009). Further, a study 
reported that out a rate of 8.7% postpartum depression prevalence only 3.9% were 
incidental -  they had begun during this period. The other 4.8% represented cases that had 
started in the gestational period or before (Felice et al., 2004). 

3. Diagnosis and treatment of gestational depression 
The evaluation of gestational depression, particularly of mood disorders, may be 
confounded by the fact that some gestational period characteristics can be misinterpreted as 
depressive, as is the case of fatigue, changes in sleep habits, appetite and libido. Moreover, 
during pregnancy, a woman may present a high incidence of metabolic changes such as 
gestational diabetes, anemia and thyroid malfunction, all of which may suggest a  secondary 
mental disorders (Botega & Dias, 2006; Camacho et al., 2006). Further, many women who 
suffer from depression do not reveal their symptoms for fear of possible stigmatization, 
since they perceive that society expects them to be content. They end up feeling guilty for 
having depressive symptoms at a time when they should be feeling happy (Epperson, 1999, 
as cited in Camacho, 2006). 
The diagnostic criteria for gestational depression are the same as those for depressive 
disorders, regardless of the period of life in reference. There are no specific scales for the 
detection of gestational depression. However, there are symptoms which are particularly 
associated to gestational depression, such as depressed moods, diminished interest or 
pleasure,  weight loss or gain, insomnia or hypersomnia, psychomotor agitation or 
retardation, fatigue or loss of energy, feeling of worthlessness or guilt, difficulty in 
concentrating and suicidal ideation. According to the DSM-IV (Diagnostic and Statistical 
Manual for Mental Disorders), classification of a Major Depressive Episode requires that at 
least five of the above symptoms be present during a period of at least two weeks. At least 
one of the symptoms must be depressed mood or diminished interest or pleasure (APA, 
2002). The CID-10 Classification of Mental and Behavioral Disorders (International 
Classification of Diseases) uses the same criteria as the DSM-IV for diagnosis of a Major 
Depressive Episode. According to the CID-10 and the DSM-IV, the Major Depressive 
Episode, characterized by one or more Major Depressive Episodes, can also be classified as 
mild, moderate or severe (APA, 2002; WHO, 1993). 
Treatment of gestational depression is a complex task.  Cases need to be treated on an 
individual basis and taking in account the patients’ autonomy and their social context, 
emphasizing early intervention (Coverdale et al., 1997; Marcus et al., 2001; Gold, 1999; 
Soares et al., 2001). The use of psychoactive medication during pregnancy and lactation 
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must take needs to be carefully evaluated since treating may affect the fetus’ health (Bonari 
et al., 2004; Cohen et al., 2004; Jablensky, 2005; O’Brien et al., 2007; Paton, 2008). The possible 
risks in using antidepressants include fetal toxicity, intra-uterine death, physical 
malformations, growth impairment, behavioral teratogenicity and neonatal toxicity 
(Camacho et al., 2006).  However, these possible associations has not been adequately 
proven and several current studies have reported that the use of antidepressants during 
pregnancy is safe, especially the use of serotonin reuptake inhibitors.   
Electroconvulsive therapy (ECT) is advised in more severe cases of gestational depression or 
in those in which all other forms of treatment have failed. It is the last resource used in 
treating gestational psychiatric disorders. Recent research has suggested that the risk of its 
use during gestation may be very small and that it can be a safe and effective alternative 
method in more severe cases (Camacho et al., 2006). Psychotherapy is recommended for 
women who develop a mild or moderate depressive condition, especially cognitive-
behavioral and interpersonal therapy (Botega & Dias, 2006; Spinelli, 1997; Spinelli & 
Endicott, 2003; Weissman, 2007). This may be a good choice of treatment for women who do 
not agree to pharmacological treatment when they find out they are pregnant and in less 
severe cases of depression. However, it is not adequate to discontinue pharmacological 
treatment in more severe or recurrent cases.   Pharmacological treatment and psychotherapy 
during pregnancy have also proven to be efficient in preventing postpartum depression 
(Zinga et al., 2005). 
An intervention study reported that the participation of women in multi-professional 
educational groups contributed to decreasing the rate of gestational affective disorders 
(Falcone et al., 2005). The groups included a team of nurses, nutritionists, pedagogues, 
physiotherapists, social workers and community workers. They complemented formal 
prenatal care through monitoring the pregnancy, facilitating access to care and 
strengthening the mother-fetus relationship to safeguard maternal mental health.  This 
study suggests that this sort of inter-disciplinary prenatal intervention is an effective 
approach for preventing, detecting and treating affective disorders in pregnant women and 
their children.  
It is quite common for mental health problems, particularly depression, to complicate 
pregnancy. Depression is associated with certain risk factors and not treating this disorder 
may increase health risks factors to the mother and the fetus. Hence, preventive strategies 
that aim at detecting and preventing risk factors and early diagnosis of depression during 
prenatal care seem to be more effective than posterior therapeutic strategies. They ought to 
constitute a crucial aspect of preventive policies in the area of mother and child health 
(Austin, 2003; Gordon et al., 2006). 

4. Conclusion 
In this review, most gestational depression prevalence rates reported in developing 
countries were about 20%.  The most common risk factors associated with depression in this 
stage of life were a psychiatric history- particularly   a history of depression; factors related 
to poverty such as low income, financial difficulties, low education level, informal work and 
unemployment; lack of social, family or marital support, instability in relationships; stressful 
life events; unwanted pregnancy; alcohol, tobacco and other drug abuse; and a history of 
domestic violence. These factors are more frequent in disadvantaged socioeconomic contexts 
such as those found in developing countries where, many times, prenatal care is the only 
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these studies reported gestational depression rates greater than those found in postpartum 
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incidental -  they had begun during this period. The other 4.8% represented cases that had 
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suffer from depression do not reveal their symptoms for fear of possible stigmatization, 
since they perceive that society expects them to be content. They end up feeling guilty for 
having depressive symptoms at a time when they should be feeling happy (Epperson, 1999, 
as cited in Camacho, 2006). 
The diagnostic criteria for gestational depression are the same as those for depressive 
disorders, regardless of the period of life in reference. There are no specific scales for the 
detection of gestational depression. However, there are symptoms which are particularly 
associated to gestational depression, such as depressed moods, diminished interest or 
pleasure,  weight loss or gain, insomnia or hypersomnia, psychomotor agitation or 
retardation, fatigue or loss of energy, feeling of worthlessness or guilt, difficulty in 
concentrating and suicidal ideation. According to the DSM-IV (Diagnostic and Statistical 
Manual for Mental Disorders), classification of a Major Depressive Episode requires that at 
least five of the above symptoms be present during a period of at least two weeks. At least 
one of the symptoms must be depressed mood or diminished interest or pleasure (APA, 
2002). The CID-10 Classification of Mental and Behavioral Disorders (International 
Classification of Diseases) uses the same criteria as the DSM-IV for diagnosis of a Major 
Depressive Episode. According to the CID-10 and the DSM-IV, the Major Depressive 
Episode, characterized by one or more Major Depressive Episodes, can also be classified as 
mild, moderate or severe (APA, 2002; WHO, 1993). 
Treatment of gestational depression is a complex task.  Cases need to be treated on an 
individual basis and taking in account the patients’ autonomy and their social context, 
emphasizing early intervention (Coverdale et al., 1997; Marcus et al., 2001; Gold, 1999; 
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must take needs to be carefully evaluated since treating may affect the fetus’ health (Bonari 
et al., 2004; Cohen et al., 2004; Jablensky, 2005; O’Brien et al., 2007; Paton, 2008). The possible 
risks in using antidepressants include fetal toxicity, intra-uterine death, physical 
malformations, growth impairment, behavioral teratogenicity and neonatal toxicity 
(Camacho et al., 2006).  However, these possible associations has not been adequately 
proven and several current studies have reported that the use of antidepressants during 
pregnancy is safe, especially the use of serotonin reuptake inhibitors.   
Electroconvulsive therapy (ECT) is advised in more severe cases of gestational depression or 
in those in which all other forms of treatment have failed. It is the last resource used in 
treating gestational psychiatric disorders. Recent research has suggested that the risk of its 
use during gestation may be very small and that it can be a safe and effective alternative 
method in more severe cases (Camacho et al., 2006). Psychotherapy is recommended for 
women who develop a mild or moderate depressive condition, especially cognitive-
behavioral and interpersonal therapy (Botega & Dias, 2006; Spinelli, 1997; Spinelli & 
Endicott, 2003; Weissman, 2007). This may be a good choice of treatment for women who do 
not agree to pharmacological treatment when they find out they are pregnant and in less 
severe cases of depression. However, it is not adequate to discontinue pharmacological 
treatment in more severe or recurrent cases.   Pharmacological treatment and psychotherapy 
during pregnancy have also proven to be efficient in preventing postpartum depression 
(Zinga et al., 2005). 
An intervention study reported that the participation of women in multi-professional 
educational groups contributed to decreasing the rate of gestational affective disorders 
(Falcone et al., 2005). The groups included a team of nurses, nutritionists, pedagogues, 
physiotherapists, social workers and community workers. They complemented formal 
prenatal care through monitoring the pregnancy, facilitating access to care and 
strengthening the mother-fetus relationship to safeguard maternal mental health.  This 
study suggests that this sort of inter-disciplinary prenatal intervention is an effective 
approach for preventing, detecting and treating affective disorders in pregnant women and 
their children.  
It is quite common for mental health problems, particularly depression, to complicate 
pregnancy. Depression is associated with certain risk factors and not treating this disorder 
may increase health risks factors to the mother and the fetus. Hence, preventive strategies 
that aim at detecting and preventing risk factors and early diagnosis of depression during 
prenatal care seem to be more effective than posterior therapeutic strategies. They ought to 
constitute a crucial aspect of preventive policies in the area of mother and child health 
(Austin, 2003; Gordon et al., 2006). 
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In this review, most gestational depression prevalence rates reported in developing 
countries were about 20%.  The most common risk factors associated with depression in this 
stage of life were a psychiatric history- particularly   a history of depression; factors related 
to poverty such as low income, financial difficulties, low education level, informal work and 
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domestic violence. These factors are more frequent in disadvantaged socioeconomic contexts 
such as those found in developing countries where, many times, prenatal care is the only 
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contact a woman in reproductive age will have with health services.  Within this context, 
this prenatal period is a crucial to intervene in order to promote women’s health and mental 
health in the long term (Neumann et al., 2003), as well as their children preventive health 
(Patel et al., 2004). The data reported in the reviewed studies support the need for 
integrating mental health and prenatal care for women in reproductive age. Postnatal 
depression prevention needs to be also started on the prenatal period (Patel et al, 2002). 
Lastly, the findings reported in these reviewed studies suggests  that gestational depression 
is associated with poverty indicators, above all, to unemployment and low education levels, 
all for public policies which will address  these social issues. 
In sum, depression is a worldwide public health problem and tops the list of causes 
resulting on higher years lived with disability (YDLs) in the world (WHO, 2001).  It affects 
approximately 154 million people all over the world and is twice as prevalent in women (5% 
to 9%) as it is in men (2% to 3%) (WHO, 2001). Further, since gestational depression can 
have negative consequences on the mother and baby’s health during gestation, it needs to be 
addresses in development of public maternal and child health policies.  
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health in the long term (Neumann et al., 2003), as well as their children preventive health 
(Patel et al., 2004). The data reported in the reviewed studies support the need for 
integrating mental health and prenatal care for women in reproductive age. Postnatal 
depression prevention needs to be also started on the prenatal period (Patel et al, 2002). 
Lastly, the findings reported in these reviewed studies suggests  that gestational depression 
is associated with poverty indicators, above all, to unemployment and low education levels, 
all for public policies which will address  these social issues. 
In sum, depression is a worldwide public health problem and tops the list of causes 
resulting on higher years lived with disability (YDLs) in the world (WHO, 2001).  It affects 
approximately 154 million people all over the world and is twice as prevalent in women (5% 
to 9%) as it is in men (2% to 3%) (WHO, 2001). Further, since gestational depression can 
have negative consequences on the mother and baby’s health during gestation, it needs to be 
addresses in development of public maternal and child health policies.  
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1. Introduction  
It is well established that many antidepressant compounds with proven clinical efficacy act 
on the serotonergic and noradrenergic pathways. The monoaminergic hypothesis of major 
depression (MD) stipulates that a deficit in brain monoaminergic neurotransmission in 
various brain areas including the frontal cortex, hippocampus, amygdala or hypothalamus 
would account for some of signs and symptoms of the pathology (Katz et al., 2010a). For 
instance, abnormalities in the serotonin (5-HT) transmission are associated with impulsivity, 
aggressive, and anxious behaviors (Handley et al., 1995), whereas alteration in 
noradrenergic transmission, with motor activity, attention, and arousal (Morilak and Frazer, 
2004). The role of dopamine (DA) on the other hand, attracted less attention in the 
mechanisms of action underlying MD. However, the observations that reserpine, which 
depletes catecholamines, results in lowering mood (Schidkrautn 1965) or that an inhibition 
of tyrosine hydroxylase induces a worsening of depressive symptoms (Miller et al., 1996), 
strongly suggest that decreasing DA function may be of particular relevance. The fact that 
several symptoms observed in MD, including impaired motivation, concentration, and 
pleasure result from an attenuation of dopaminergic neurotransmission, strengthens the 
hypothesis that DA also regulates mood (Dunlop and Nemeroff, 2007).  
Most antidepressants approved, such as the selective serotonin reuptake inhibitors (SSRIs), 
the norepinephrine (NE) reuptake inhibitor (NRIs) or the dual serotonin/norepinephrine 
reuptake inhibitors (SNRIs), act by enhancing brain 5-HT and/or NE levels. Despite their 
therapeutic action, residual symptoms remain and may explain the fact that approximately 
50% of depressive individuals do not respond adequately to these agents (Berton and 
Nestler, 2006). The question can be asked as to whether these remaining symptoms are 
caused by the antidepressants or if they result from dysfunction in other neurotransmitters 
such as a blunted DA neurotransmission. In this context, a new generation of antidepressant 
drugs, the triple reuptake inhibitors (TRIs), has been developed with the hope to offer a 
clinically relevant advantage over single- or dual-acting agents (Guiard et al., 2009). Indeed, 
since TRIs simultaneously enhance extracellular levels of 5-HT, NE and DA 
neurotransmissions in various brain regions, this class of antidepressants could exert their 
therapeutic activity by treating more symptoms of MD and/or by attenuating some side 
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effects observed in response to traditional antidepressants. As an example, it is believed that 
the dopaminergic component of TRIs may prevent sexual dysfunctions induced by an 
increase in brain 5-HT.  
The present review describes the serotonergic, noradrenergic and dopaminergic pathways 
in the brain and the specific symptoms of depression under their control. Then it focuses on 
the preclinical in vitro and in vivo properties of TRIs. Indeed, the knowledge of their 
pharmacological properties may help better understand their mechanism of action and 
anticipate their putative efficacy over SSRIs, NRIs and SNRIs in humans. Finally, since over 
75% of depressed patients suffer from painful symptoms and that monoaminergic pathways 
control many of the psychological functions that are disturbed in depression and pain 
perception (Hache et al., 2011), this review addresses the possibility that TRIs may exert part 
of their antidepressant activity by preventing/reversing algesia in depressed patients.  

2. Monoaminergic pathways in the brain and their reciprocal interactions 
2.1 The serotonergic system 
Serotonin (5-HT) is present in most brain regions in the central nervous system. In the brain, 
serotonergic neurons originate within the brain stem. This system is comprised of a 
relatively small number of neurons that are clustered in nine phylogenetically conserved 
nuclei grouped into caudal (B1–B5) and rostral (B6–B9) nuclei including the dorsal and 
median raphe (DR and MR; respectively), with the former projecting to areas of the deep 
cerebellar nuclei, cortex, and spinal cord, whereas the latter extends an axonal network 
throughout the forebrain and cortices (Dahlström and Fuxe, 1964). Of particular relevance to 
mechanisms of MD are projections to structural correlates of emotionality including the 
amygdala, prefrontal and cingulated cortices, hypothalamus, and thalamus (Hornung 2003). 
Recently, 5-HT neurons have been classified based on genetic lineages. Specifically, 5-HT 
neuronal progenitors can be subdivided into subpopulations, which are discriminated by 
differing genetic transcription factors such as Pet-1 (Kiyasova et al., 2011; Hendricks, 2003). 
Indeed, this factor is required for the acquisition of serotonergic identity in a majority of 
neurons in the raphe nuclei including the dorsal and median raphe nuclei. However 
residual 5-HT neurons outline a unique subpopulation of raphe neurons with highly 
selective anatomical targets particularly the brain areas involved in stress responses with 
dense innervation to the basolateral amygdala, the paraventricular nucleus of the 
hypothalamus, and the intralaminar thalamic nuclei. It has thus been proposed the existence 
of Pet1-dependent and Pet1-resistant 5-HT neurons targeting different brain centers that 
might delineate the anatomical basis for a dual serotonergic control on stress responses 
(Kiyasova et al., 2011). 

2.2 The noradrenergic system 
The central noradrenergic neurotransmitter system originates from two distinct groups of 
cells in the brainstem (Dell’Osso et al., 2010). The main noradrenergic brain circuits are 
located in the locus coeruleus (corresponding to A4+A6 cell groups), which send 
noradrenergic projections throughout the neuroaxis innervating areas such as the frontal 
cortex, hippocampus and amygdala as well as the cerebellum (Dahlström and Fuxe, 1965). 
This ascending projection system is also referred to as the dorsal noradrenergic bundle. The 
locus coeruleus is basically involved in the responsiveness to external conditions and 
vigilance, providing pathways descending to the spinal cord and projecting throughout the 

A New Class of Antidepressant Drugs  
in the Treatment of Psychiatric Disorders: The Triple Reuptake Inhibitors 

 

293 

limbic system and diencephalon (Racagni and Brunello). Efferents from the lateral 
tegmentum (corresponding to A1, A2, A5 and A7 cell groups) have less extensive 
projections (Dahlström and Fuxe, 1965). They provide predominant innervation of the 
hypothalamus and also innervate areas of the septum and the extended amygdala nuclei 
including the bed nucleus of the stria terminalis (Moore and Card, 1984). Interestingly, 
noradrenergic and serotonergic systems overlap at several levels and are far away to be 
independent, both distributing to broad cortical areas (Brühl et al., 2010). Reciprocal 
projections between the major groups of 5-HT and NE cell bodies have been reported, 
creating ample opportunity for cross-modulation between these systems. For example, it is 
well established that NE stimulates the neuronal activity of 5-HT neurons in the DR 
(Mongeau et al., 1997). In a marked contrast, 5-HT projections from the DR nucleus to the 
locus coeruleus, impose a tonic inhibitory tone on the firing of NE neurons (Dremencov et 
al., 2009). 

2.3 The dopaminergic system 
Most DA-producing neurons in the brain are located in brainstem nuclei: the retro-rubro 
field (A8), the substantia nigra pars compacta (A9), and the ventral tegmental area (VTA) 
(A10) (Dunlop and Nemeroff, 2007). Projection pathways of the axons arising from these cell 
bodies follow specific pathways via the medial forebrain bundle to innervate specific cortical 
and subcortical structures, unlike the more diffuse innervation patterns of serotonergic and 
noradrenergic cells. The nigrostriatal pathway projects from the substantia nigra pars 
compacta to the dorsal striatum (caudate and putamen) and has a prominent role in the 

motor planning and execution of movement, although it clearly also plays an important role 
in non-motor functions, such as cognition (McClure et al., 2003). The mesocortical pathway 
arises from the VTA and projects to the frontal and temporal cortices, particularly the 
anterior cingulate, enthorinal, and prefrontal cortices. This pathway is believed to be 
important for concentration and executive functions such as working memory. The 
mesolimbic pathway also arises from the VTA but projects to the ventral striatum (including 
the nucleus accumbens), bed nucleus of the stria terminalis, hippocampus, amygdala, and 
septum. It is particularly important for motivation, the experience of pleasure and reward. 
The tuberoinfundibular pathway arises from the arcuate nucleus of the hypothalamus (A12) 
and projects to the median eminence of the hypothalamus, where DA released into the 
portal vessels acts to inhibit the secretion of prolactin from the anterior pituitary (Ben-
Jonathan and Hnasko, 2001). The incertohypothalamic pathway originates from cell bodies 

in the medial portion of the zona incerta (A13) and innervates amygdaloid and 
hypothalamic nuclei involved in sexual behavior. Unlike the other dopaminergic pathways, 
the "thalamic dopamine system" arises from multiple sites, including the periaqueductal 

gray matter and may contribute to the control of nociception (Hache et al., 2011). 
Importantly, serotonergic and noradrenergic neurons also display a high degree of 
anatomical and functional connectivity with the dopaminergic system. For instance, in 
addition to its tonic inhibition of NE transmission, 5-HT is believed to inhibit the firing of 
DA neurons in the VTA (Guiard et al., 2008a; 2008b). The influence of NE on DA neurons is 
more complex since both excitatory and inhibitory impacts have been reported (Guiard et 
al., 2008a; 2008b; Linner et al., 2001). On the other and, growing evidence suggest that DA 
may modulate the activity of 5-HT and NE neurons. It is suspected that DA directly 
increases the neuronal activity of 5-HT neurons in the DR (Haj-Dahmane, 2001; Martin-Ruiz 
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gray matter and may contribute to the control of nociception (Hache et al., 2011). 
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anatomical and functional connectivity with the dopaminergic system. For instance, in 
addition to its tonic inhibition of NE transmission, 5-HT is believed to inhibit the firing of 
DA neurons in the VTA (Guiard et al., 2008a; 2008b). The influence of NE on DA neurons is 
more complex since both excitatory and inhibitory impacts have been reported (Guiard et 
al., 2008a; 2008b; Linner et al., 2001). On the other and, growing evidence suggest that DA 
may modulate the activity of 5-HT and NE neurons. It is suspected that DA directly 
increases the neuronal activity of 5-HT neurons in the DR (Haj-Dahmane, 2001; Martin-Ruiz 
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et al., 2001), thereby enhancing local 5-HT outflow (Ferre et al., 1994; Ferre and Artigas, 
1993; Martin-Ruiz et al., 2001). In contrast, multiple source of evidence demonstrates that 
DA inhibits the neuronal activity of NE neurons in the LC (Guiard et al., 2008a, 2008b; 
Deutch et al., 1986; Elam et al., 1986). 

3. Depression: monoaminergic symptoms and disturbances  
Based on the findings from studies of antidepressants, it may be possible to assign specific 
symptoms of depression to specific neurochemical mechanisms (Nutt, 2008a). Knowing 
which particular neurotransmitters are associated with particular symptoms of depression 
may help determine appropriate treatments that target specific mechanism that in turn 
target specific depression symptoms. 5-HT may be related to anxiety, compulsions and sleep 
disturbances; NE to alertness and energy as well as anxiety, attention, and interest in life; 
and DA to motivation, pleasure, and reward, as well as interest in life (Figure 1). Increasing 
any of these 3 neurotransmitters will elevate mood, but the other elements of depression 
may be particularly responsive to a certain neurotransmitter.  
 

 
Fig. 1. Monoamine regulation of mood behavior (Adapted from Nutt, 2008). 

3.1 Depressed mood and sadness 
Neuroimaging studies have associated depressed mood and sadness with abnormal 
neuronal activity in the medial prefrontal cortex (Drevets, 1999). This brain region receives 
innervation from serotonergic (midbrain raphe), noradrenergic (locus coeruleus) and 
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dopaminergic (ventral tegmental area) pathways. Low levels of these monoamines may 
decrease mood whereas antidepressants that enhance levels of monoamines have been 
shown to improve depressed mood and sadness (Morilak and Frazer, 2004). Other 
symptoms and/or comorbidities such as sleep or appetite disturbances as well as 
nociception may be affected in patients with MD and should draw attention of physicians 
when choosing antidepressants therapy. Clearly, an improved treatment of MD should start 
with a good diagnosis, based on the symptoms patients encounter as disturbances in 
different neurotransmitter systems. 

3.2 Diminished interest and pleasure 
Reduced dopaminergic activity has been linked to decreased motivation (Salamone et al., 
2003), anhedonia (loss of pleasure) and loss of interest (Willner, 1983), whereas increased 
dopaminergic transmission has been linked to positive affect (Depue and Collins, 1999). The 
mesocortical dopaminergic pathway, in particular the nucleus accumbens is a key regulator 
of pleasure. The prefrontal cortex is believed to be important in motivation (Drevets, 2001).  
A dysfunction of the mesocorticolimbic dopaminergic system innervating limbic structures 
including the nucleus accumbens, amygdala, ventral hippocampus and cortical areas may 
underlie the symptoms of loss of motivation, loss of interest and the inability to experience 
pleasure observed in MD. Antidepressants that enhance DA release including bupropion, 
may thus improve these symptoms (Dunlop and Nemeroff, 2007). 

3.3 Fatigue and loss of energy 
Brains areas controlling motor function such as the striatum innervated by DA and 5-HT 
neurons may be involved in physical fatigue, (Stahl et al., 2008). Mental fatigue and lack of 
mental energy may be related to other symptoms of depression, such as apathy (absence in 
feeling, emotion, interest) and lack of motivation. Cortical brain regions, especially the 
dorsolateral prefrontal cortex, are more likely to be involved in mental fatigue (MacHale et 
al., 2000). Consequently, antidepressants that increase DA and 5-HT, or both, may be 
preferable for patients with predominant symptoms of fatigue and loss of energy (Stahl et 
al., 2008). 

3.4 Anxiety 
The neuronal pathway of fears involved the amygdala, which receives NE and 5-HT 
innervation from the LC and DR, respectively. High levels of amygdala activation are 
associated with an increased prevalence of anxiety (Davidson et al., 2002) raising the 
possibility that antidepressants targeting both NE and 5-HT, may be more appropriate for 
treating depressed patients with comorbid anxiety disorders (Morilak and Frazer, 2004). 

3.5 Sleep disturbance 
There is a very strong association between sleep disturbance and major depression. 
Depressed patients usually complain of insomnia, notably of difficulties in falling asleep, 
frequent awakenings during the night, early waking up, and non-refreshing sleep (Benca 
et al., 1992). As well as distressing symptoms of sleep experienced by patients, changes in 
sleep architecture have been reported. Compared with normal controls, sleep continuity 
of depressed subjects is often impaired, with increased wakefulness (more frequent and 
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longer periods of wakefulness), and reduced sleep efficiency. Sleep onset latency is 
significantly increased and total sleep time reduced. Rapid eye movement (REM) latency 
is often shortened, and the duration of the first REM period is increased (Nutt et al., 
2008b). The role of 5-HT in the regulation of sleep is well documented and studies 
indicate that the neuronal activity of 5-HT and its release is maximal during wakefulness 
(W), reduced during slow wave sleep (SWS), and minimal during rapid eye movement 
(REM) sleep (Adrien, 2002).  Consequently, SSRIs, which increase 5-HT function increase 
REM latency, and reduce REM sleep (Wilson and Argyropoulos, 2005) may worsen sleep 
disturbance early in treatment (Hicks et al., 2002) and may leave residual sleep symptoms 
once mood is improved (Nelson et al., 2005). It is noteworthy that depressed patients may 
also display an excessive sleep and hypersomnia, particularly in atypical depression 
(Gold et al., 2002). This latter observation emphasizes the fact that a better diagnosis, 
based on the different subtypes of MD is a prerequisite to optimize and individualize 
antidepressant therapy. 

3.6 Appetite and eating disorders 
Eating disorders, the term now encompasses anorexia nervosa and bulimia nervosa 
(Jimerson et al., 1993), result from alteration, at least in part, in monoaminergic 
neurotransmission involved in the homeostatic control of appetite function. For example, 
positive correlations between mood disturbances and eating and weight concerns have 
been reported (Casper et al., 1998). Although, the background of eating disorders is 
complex, the involvement of impaired hypothalamic 5-HT function in these disorders is 
well documented (Wallin and Rissanen, 1994). In agreement with the observation that in 
this brain region, 5-HT contributes to post-ingestive satiety, several studies have shown 
that SSRIs, particularly fluoxetine, is effective in controlling bulimic episodes (Walsh, 
1994). This is also the case for other serotoninergic drugs, among them fenfluramine, 
which was used in the treatment of obesity (Guy-Grand, 1992). There is growing notion 
that mesolimbic dopaminergic neurotransmission also contributes to the effect of DA on 
feeding behavior (Volkow and Wise, 2005). Sibutramine, in addition to its effect on 5-HT, 
inhibits the reuptake of other monoamines and has been shown to enhance postprandial 
satiety, reduce total calorie intake and to diminish the decline in energy expenditure 
usually associated with a diet-induced negative energy balance (Hansen et al., 1999). 
Consequently, combined blockade of NE and 5-HT reuptake by SNRIs results in reduced 
food intake and body weight that neither monoamine reuptake inhibitor could achieve on 
its own. Interestingly, bupropion the dual NE releaser and DAT inhibitor (Dong and Blier, 
2001), cause weight loss by combined induction of hypophagia and thermogenesis (Billes 
and Cowley, 2007).  
Recently there has been interest in investigating the use of SSRIs in the treatment of patients 
with anorexia nervosa. Although fluoxetine has been associated with weight loss, it was 
proposed that this medication, because of a favorable side effect profile, could have 
advantages for treating depressive symptoms in patients with anorexia (Gwirtsman et al., 
1990).  

3.7 Nociception 
This is specifically illustrated in the fifth chapter of the present review. 

A New Class of Antidepressant Drugs  
in the Treatment of Psychiatric Disorders: The Triple Reuptake Inhibitors 

 

297 

4. Pharmacological properties of TRIs   
As described in the precedent chapter some comorbid symptoms of depression such as 
anhedonia, loss of motivation and concentration are directly connected to a deficit in central 
dopaminergic transmission. Consequently, triple reuptake inhibitors (TRIs) that 
simultaneously inhibit the reuptake of the three monoamines 5-HT, NE, DA (Chen & 
Skolnick, 2007) may provide greater symptomatic relief than SSRIs, NRIs or SNRIs. The 
interest of TRIs may also rely on the excitatory effect of DA upon the serotonergic system 
(Haj-Dahmane, 2001; Martin-Ruiz et al., 2001), thus suggesting that an increase in 
dopaminergic neurotransmission would facilitate that of 5-HT. In accordance with this 
hypothesis, it was shown that combination of SSRIs with bupropion lead to a synergy on 
monoamine transmission (Ghanbari et al. 2010; Prica et al. 2008; Li et al. 2002), as well as 
producing a robust antidepressant effect especially in treatment-resistant depressed patients 
 

 
Fig. 2. Monoaminergic antidepressants blocking the serotonin, norepinephrine and/or 
dopamine transporter. These agents are in various clinical* or preclinical** phases of 
development in MD or comorbidities. Selective serotonin reuptake inhibitor (SSRI), 
norepinephrine reuptake inhibitor (NRI), dopamine reuptake inhibitor (DRI), 
serotonin/norepinephrine reuptake inhibitor (SNRI), norepinephrine/dopamine reuptake 
inhibitor (NDRI), triple reuptake inhibitor (TRI). #This agent is a dopamine reuptake 
inhibitor and a norepinephrine releaser (Dong and Blier, 2001).  
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(Leuchter et al. 2008; Zisook et al. 2006). A number of compounds with the ability to bind and 
block all three monoamine transporters have been developed. DOV Pharmaceutical, Inc. is the 
first company having provided in vitro and in vivo preclinical data with their triple reuptake 
inhibitors DOV216303 and DOV21947. New molecules have followed such as NS2330 
(tesofensine, GlaxoSmith-Kline/NeuroSearch), SEP225289 (Sepracor Inc.), CNS-1 and CNS-2 
(Albany Molecular Research Institute Inc), PRC-025, PRC-050, PRC-200SS (Mayo Foundation), 
JNJ7925476 (Johnson & Johnson Pharmaceutical Research & Development), WF-23 (Eli Lilly) 
and JZAD-IV-22 (PsychoGenics). Lundbeck laboratories develop their own compounds such 
as LuAA24530 but with the difference that they also antagonize monoaminergic receptors. 
Others compounds will undoubtedly emerge in a near future. Indeed, it is interesting to note 
that in 2010-2011, the pharmacological profiles of nine new compounds, studying the structure 
activity relationship (SAR), have been reported (Shao et al., 2011a; 2001b; 2011c; Caldarone et 
al., 2010; Carter et al., 2010; Lee et al., 2010; Lucas et al., 2010; Micheli et al., 2010a, 2010b; 
Schoedel et al., 2010). Despite the emergence of these compounds, older molecules with the 
abilities to inhibit all three monoamines transporters were already available such as the 
tryciclic agent nefopam approved in Europe (Heel et al., 1980), bicifadine in phase III (Basile et 
al., 2007) or indatraline (Lengyel et al., 2008) (Figure 2). 

4.1 Preclinical in vitro properties 
4.1.1 Binding properties 
Many studies provide Kd values for their compounds, or Ki values, which are sometimes 
used interchangeably. These values for the SERT, NET and DAT are provided in Table 1. It 
can be noticed that some TRIs such as the PRC series preferentially bind to the SERT and 
NET while displaying a lower affinity for the DA transporter (DAT). This is, however, not 
the case for the other compounds which display a similar or higher affinity for the DAT than 
for the SERT or the NET. Interestingly, the affinity of most of these new compounds for 
monoamines transporters is lower than that of SSRIs and NRIs at binding SERT and NET, 
respectively (Hache et al., 2011). Therefore, the analysis of the binding properties and 
functional activity of the TRIs indicates that the novelty of these pharmacological agents lies 
in their relative balanced binding profile rather than in their potency at blocking 
monoamines transporters (Hache et al., 2011). 
 

TRIs 
In vitro binding 
(Ki or Kd in nM) References 

SERT NET DAT 
Bicifadinea 2400 5000 5200 Basile et al., 2007
Indatralinea 0.6 2 4 Lengyel et al., 2008
DOV216303a 190 380 190 Chen and Skolnick, 2007 
DOV21947a 110 260 210 Skolnick et al., 2003
JNJ7925476a 0.9 16 5 Aluisio et al., 2008
PRC025b 6 10 53 Shaw et al., 2007
PRC050b 12 1.2 43 Shaw et al., 2007
PRC200-SSb 2.1 1.5 61 Liang et al., 2008

Table 1. In vitro binding affinities of triple reuptake inhibitors (TRIs). aKi values are 
expressed in nM (Ki for inhibition of radioligand binding). bKd values are expressed in nM 
and represent the equilibrium dissociation constant. The smaller the Kd values, the higher 
affinity of a drug is for the corresponding monoaminergic transporter. 
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4.1.2 Functional activity: Synaptosomes 
Inhibition of [3H]-5-HT or [3H]-NE reuptake in synaptosomes, is one of the most widespread 
method to assess the in vitro potency of reuptake inhibitors (Sanchez and Hytell, 1999) and 
to predict indirectly, their selectivity on biogenic amines transporters. In addition, it is 
noteworthy that the binding properties of triple reuptake inhibitors do not necessarily 
correspond to their in vitro functional activity assessed from rat brain synaptosomes (Tables 
1 and 2). For example, although in vitro studies with PRC compounds (PRC025, PRC050 and 
PRC200SS: 1S,2S-isomer of racemic PRC050), revealed a perfect correlation between binding 
affinity and functional activity towards monaminergic transporters (i.e. the rank of potency 
is NET>SERT>DAT), DOV216303 which preferentially binds to SERT and DAT, mainly 
inhibits the uptake of [3H]5-HT and [3H]NE (Chen and Skolnick, 2007; Skolnick et al., 2003). 
Such a discrepancy could be explained by the fact that the uptake of [3H]NE from 
synaptosomal fractions involved the DAT. Indeed, unselective reuptake mechanisms have 
been previously reported with monoaminergic systems. In particular, it is well established 
that the clearance of DA from the extracellular space can occur through the NET in various 
brain regions including the hippocampus, the FC and the NAcc (Carboni et al., 2004; 
Bymaster et al., 2002; Moron et al., 2002). More recent evidence shows that DA may also be 
taken up by the SERT (Larsen et al., 2011). 

4.2 Preclinical in vivo properties 
In vivo strategies for characterizing the selectivity and potency of monoamines reuptake 
inhibitors examine the electrophysiological and neurochemical effects of these compounds, 
generally in rat or mouse brain. At presynaptic level, when the 5-HT or NE transporters are 
blocked on the serotonergic or noradrenergic cell bodies, respectively, there results an 
accumulation of 5-HT or NE in the vicinity of somatodendritic 5-HT1A or 2 autoreceptors 
in the dorsal raphe (DR) or locus coeruleus (LC). This lead to an attenuating firing of DR 5-
HT or LC NE neurons in a dose-dependent manner due to the activation of these neuronal 
elements exerting a negative feedback influence (Tremblay and Blier 2006). This parameter 
can be used to characterize the pharmacological profile of reuptake inhibitors. At nerve 
terminals, an accumulation of 5-HT or NE also occurs in response to the inactivation of the 
5-HT or the NE transporter by SSRIs or NRIs, and the enhancement of extracellular levels of 
monoamines can be probed by microdialysis in various brain regions (Guiard et al., 2009). 
This approach constitutes a second parameter to study the functional activity of reuptake 
inhibitors. Nevertheless, since microdialysis methodology may vary between laboratories, 
the electrophysiological approach seems to be more appropriate to establish relevant 
comparisons between compounds. 

4.2.1 Functional activity: Electrophysiology 
Electrophysiological recordings with TRIs (in comparison with single- or dual-acting agents) 
on monoamines neuronal activities have yet to be determined. Nevertheless, an initial study 
reported, that relative high intravenous doses of the TRIs SEP225289 and DOV216303 were 
required to inhibit the electrical activities of DR 5-HT, LC NE and VTA DA neurons. 
Although this may result from a lower affinity for the monoaminergic transporters than 
selective reupake inhibitors or from a poor brain penetration, 5 mg/kg; iv of DOV216303, 
produced an inhibition of 80% of LC NE neuronal activity but only of 30% and 40% of DR 5-
HT and VTA DA neurons; respectively (Guiard et al., 2011). The observation that both TRIs 
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4.1.2 Functional activity: Synaptosomes 
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elements exerting a negative feedback influence (Tremblay and Blier 2006). This parameter 
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on monoamines neuronal activities have yet to be determined. Nevertheless, an initial study 
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required to inhibit the electrical activities of DR 5-HT, LC NE and VTA DA neurons. 
Although this may result from a lower affinity for the monoaminergic transporters than 
selective reupake inhibitors or from a poor brain penetration, 5 mg/kg; iv of DOV216303, 
produced an inhibition of 80% of LC NE neuronal activity but only of 30% and 40% of DR 5-
HT and VTA DA neurons; respectively (Guiard et al., 2011). The observation that both TRIs 
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exerted a predominant effect in the LC, while producing only a partial decrease in DR 5-HT 
firing activity was puzzling given the equal in vitro affinity and potency of the former drugs 
for all three transporters. The reciprocal interactions between monoaminergic neurons 
might have thus contributed to alter the functional in vivo activity of TRIs because the 
majority of SSRIs, NRIs and SNRIs produce a complete suppression of DR 5-HT neurons 
firing (Hache et al., 2011). The possibility has been raised that the lesser than expected effect 
of SEP225289 or DOV216303 on the firing activity of 5-HT neurons resulted, at least in part, 
from the accumulation of DA and NE in the DR, which are supposed, as abovementioned to 
be excitatory on the neuronal activity of 5-HT neurons (Katz et al., 2010b).  

4.2.2 Functional activity: Intracerebral microdialysis 
With respect to microdialysis data, as expected all TRIs increase extracellular monoamines 
levels with distinct intensities, depending on their pharmacological properties, on the brain 
regions studied and their relative equipment in monoamines transporters and, on the model 
used “naïve” vs depressed animal (Table 2). In a recent study performed in control rats, 
PRC200-SS was shown to increase the extracellular levels of the three monoamines in the 
medial prefrontal cortex cortex (mPFC) and the Nucleus accumbens (NAcc) (Liang et al., 
2008). In the mPFC, in agreement with its in vitro pharmacological profile, PRC200-SS (5 and 
10 mg/kg; ip) significantly increased extracellular levels of NE and 5-HT with a more 
pronounced effect for NE. Nevertheless, in this brain region PRC200-SS failed to modify the 
extracellular levels of DA. This result is somewhat surprising given the dense dopaminergic 
innervation and the high expression of DAT in the frontal cortex (Kuikka et al., 1995). The 
lack of increase in cortical DA extracellular levels may be explained by its heterologous 
reuptake from the NET (Moron et al., 2002; Giros et al., 1994). However the observations 
that catecholamine uptake blockers such as nomifensine, desipramine or GBR12909 increase 
DA levels (Devoto et al., 2004; Valentini et al., 2004; Gresh et al., 1995) could emphasize the 
importance of the reciprocal interactions between the DA and NE or 5-HT system at nerve 
terminal. Indeed if NE and/or 5-HT exert an inhibitory influence on cortical dopaminergic 
projections, as describe in the VTA (Guiard et al., 2008a), this might have produced counter-
productive effects. However, in the core of the NAcc, where the density of DAT is relatively 
high, PRC200-SS (10 mg/kg; ip) increased DA and, to a lower extent, 5-HT outflow without 
affecting NE, probably because of the absence of noradrenergic innervation in this brain 
area (Carboni et al., 2006). Using microdialysis in the cortex of freely moving rats, 
confirmation of the blocking activity of JNJ7925476 on the SERT, NET and DAT has also 
been provided. A robust and dose-dependent increase in all three monoamines, lasting for 
several hours, was detected with a maximal effect for DA compared to 5-HT and NE at the 
highest dose tested (10 mg/kg; sc) (Aluisio et al., 2008). These results strongly contrast with 
in vitro data showing that JNJ7925476 displayed a better in vitro binding affinity and 
blocking activity for SERT than for DAT (Aluisio et al., 2008). Differences in transporter 
occupancy cannot explain these findings since this parameter followed the same trend 
observed with cortical extracellular monoamines levels. It has therefore been proposed that 
the high cortical levels of DA might have resulted from the blockade of the NET by this 
drug, which displays a high affinity for the DAT (Moron et al., 2002; Giros et al., 1994). 
Another possibility would be that JNJ7925476 acted by stimulating the release of DA but this 
property has not been demonstrated yet. Indirect effects might have also involved 
functional interaction between monoaminergic neurons leading to high extracellular levels 
of cortical DA. Together, these findings illustrate the fact that the in vivo activity of TRIs does 

A New Class of Antidepressant Drugs  
in the Treatment of Psychiatric Disorders: The Triple Reuptake Inhibitors 

 

301 

not necessarily reflect their in vitro functional activity, probably due, at least in part, to 
functional interactions between monoaminergic neurons. Another interesting example of 
unexpected results comes from neurochemical studies with bicifadine. Indeed, microdialysis 
studies in normal waking rats indicated that bicifadine preferentially increase DA and 5-HT 
than NE extracellular levels in the nucleus accumbens at the highest dose tested (60 mg/kg; 
i.p.) despite the higher potency of this TRI at binding and inhibiting the SERT and NET 
(Nicholson et al., 2009; Basile et al., 2007). Although the selectivity of this compound at the 
dose tested can be questioned, it is possible that the combined elevation in 5-HT and DA 
produce robust inhibitory effect on the noradrenergic system.  
In olfactory bulbectomized rats, a model of depression (Song et al., 2005), it has been shown 
that the removal of olfactory bulbs results in a significant decreased in DA, but not 5-HT 
and NE, cortical extracellular levels when compared to sham operated. Interestingly, 
although after acute administration, DOV216303 increased DA, 5-HT and NE outflow in 
sham and bulbectomized rats, chronic administration resulted in a blunted rise in 
neurotransmitter (Prins et al., 2011; Prins et al., 2010). In the hippocampus, no changes in 
monoamines levels were observed in bulbectomized rats, DOV216303 increase DA, 5-HT 
and NE in both sham and bulbectomized rats either after acute or chronic treatment (Prins et 
al., 2011). This raises the possibility that monamines homeostasis in response to TRIs is 
regulated in a region-dependant manner. In the search for new drugs, adaptations in 
receptor and transporter density pre- and post-synaptically after chronic drug 
administration should be investigated as well. 
 

TRI 
In vitro uptake 

(Kd or IC50 in nM) 
In vivo uptake 

 References 
SERT NET DAT 5-HT NE DA 

Bicifadinea 117 55 910 +++ ++ +++ 
Nicholson et al., 
2009 ; Basile et al., 
2007 

DOV216303a 30 45 80 +++ ++ ++ 
Caldarone et al., 
2010 ; Prins et al., 
2010 

DOV21947a 12 23 96 ND ND ND Skolnick et al., 
2003 

JNJ7925476a 1 1 2.5 +++ +++ +++ Aluisio et al., 2008 

JZAD-IV-22a 15 84 120 ++ +++ +++ Caldarone  
et al., 2010 

PRC025b 6 19 100 ND ND ND Shaw et al., 2007 
PRC050b 6 0.4 120 ND ND ND Shaw et al., 2007 
PRC200-SSb 2 0.6 18 + +++ ++ Liang et al., 2008 
SEP225289a 14 4 2 ND ND ND Guiard et al., 2011 

Table 2. In vitro and in vivo functional activity of triple reuptake inhibitors (TRIs) from 
synaptosomes and intracerebral microdialysis; respectively. aValues are expressed in IC50. 
bValues are Kd expressed in nM and represent the equilibrium dissociation constant. The 
smaller the Kd values, the higher inhibitory effect of a drug is for the corresponding 
monoaminergic transporter. In microdialysis experiments, signs “+” reflects the relative 
increase in 5-HT, NE and DA obtained with the highest acute dose used. ND: not determined. 
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that the removal of olfactory bulbs results in a significant decreased in DA, but not 5-HT 
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although after acute administration, DOV216303 increased DA, 5-HT and NE outflow in 
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monoamines levels were observed in bulbectomized rats, DOV216303 increase DA, 5-HT 
and NE in both sham and bulbectomized rats either after acute or chronic treatment (Prins et 
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4.3 Antidepressant-like activity 
In humans, it is accepted that antidepressant and more particularly SSRIs, typically inhibit 
80% of the SERT binding sites at minimally effective doses (Blier, 2008). It is, however, not 
known how much inhibition or occupancy for each transporter is required for 
antidepressant action. Correlation between in vitro binding profile towards monoamines 
transporters and in vivo behavioral studies may help shed light on some important and often 
debated issues. 

4.3.1 In test predictive of antidepressant-like activity 
The most frequently paradigms used to screen the antidepressant-like activity of 
pharmacological agents are the forced swimming and the tail suspension tests (FST and TST, 
respectively). Interestingly in the FST a further distinction can be made in swimming and 
climbing behaviors. Swimming is a parameter that reflects the activation of the brain 
serotonergic system in rodents (Cryan and Lucki, 2000; Reneric and Lucki, 1998; Detke et al., 
1995). Such an association comes from the observation that pretreatment with the 
tryptophan hydroxylase inhibitor parachlorophenylalanine, prevents SSRIs-induced 
increase in swimming behavior (Page et al., 1999). On the other hand, climbing behavior has 
been shown to reflect the activation of noradrenergic system, particularly the subpopulation 
of neurons arising from the lateral tegmentum (Cryan et al., 2002). Surprisingly, none of the 
studies evaluating the antidepressant-like activity of TRIs has examined the climbing 
response, to compare for example, their in vivo potency at stimulating brain serotonergic 
and noradrenergic neurotransmissions. It is also important to mention that only one test in 
animals cannot cover all the complex depressive aspects. Ideally, novel compounds should 
be tested in several behavioral paradigms and animal models in order to address their 
putative antidepressant-like activity on a wide variety of symptoms of MD. In this prospect, 
Guilloux et al., (2011) have recently developed a score integrating measures from different 
tests to provide a robust characterization of the underlying "emotionality" of individual 
mouse, similarly as mood and related syndromes are defined in humans through various 
related symptoms over time.  
Behavioral data currently available, have clearly demonstrated the antidepressant-like effect 
of triple reuptake inhibitors that act by increasing the time of mobility and/or by reducing 
the time of immobility in the FST or the TST (Aluisio et al., 2008; Liang et al., 2008; Shaw et 
al., 2007; Skolnick et al., 2003) (Table 3). Among the TRIs tested, PRC200-SS and JNJ7925476 
produced the most robust antidepressant-like effects in these tests. For example, JNJ7925476 
(0.3 mg/kg; sc) or PRC200-SS (10mg/kg; ip) produced a greater increase in the time of 
mobility in the mouse TST than that observed with PRC025, PRC050 (Aluisio et al., 2008; 
Bannwart et al., 2008; Liang et al., 2008; Shaw et al., 2007; Skolnick et al., 2003). In the rat 
FST, PRC200-SS is also the compound exhibiting the best performance since at the dose of 10 
mg/kg; ip, it produced a more pronounced increase in the time of immobility than that 
observed with the corresponding doses of DOV21947, PRC025 and PRC050. Interestingly, 
both compounds (i.e. JNJ7925476 and PRC0200-SS) display a higher affinity for the SERT 
and the NET compared to the others compounds, suggesting that this double action is an 
important prerequisite to produce maximal effects. Since DA is known to enhance 
locomotor activity, the possibility cannot be excluded that triple reuptake inhibitors 
increased the time of immobility in these various studies, through a psychostimulant effect. 
In various studies, however, TRIs did not modify locomotor activity at doses that produce 
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antidepressant-like effects (Aluisio et al., 2008; Liang et al., 2008; Shaw et al., 2007; Skolnick 
et al., 2003), thus suggesting that the antidepressant-like activity of TRIs does not appear to 
be from “false-positive” results. 

4.3.2 In animal models of depression 
An important drawback in the development of antidepressants is the fact that the new 
compounds are tested after acute administration in “naïve” non-depressed animals. Their 
chronic use in animal models is likely more relevant and would provide more informative 
results to determine whether or not a new pharmacological agents worth being tested in 
clinical trials. A recent study in bulbectomized rats has provided some interesting results. In 
this model, a 14-day regimen of DOV216303 (20 mg/kg/day; po), normalized bulbectomy-
induced hyperactivity in the open field, similar to the effect of imipramine at the same dose 
(Breuer et al., 2008). Further studies in these animal models are required to precise the 
potential of TRIs and dissect their mechanism of action in pathological conditions. 
 

TRIs Doses, routes Tests 

Mobility 
(% of 

baseline 
increase) 

Immobility 
(% of baseline 

decrease) 
References 

DOV 216,303 
10 mg/kg; po
15 mg/kg; po
20 mg/kg; po

FST 
(mice) 

ND
ND 
ND 

-20%  (*)
-20%  (*) 
-40%  (*) 

Skolnick et al., 
2003 

DOV 21,947 

5 mg/kg; po
10 mg/kg; po
15 mg/kg; po
20 mg/kg; po

 
5 mg/kg; po
10 mg/kg; po
15 mg/kg; po
20 mg/kg; po

TST 
(mice) 

 
 
 

FST 
(rats) 

ND
ND 
ND 
ND 

 
ND 
ND 
ND 
ND 

-25%  (***)
-40%  (***) 
-40%  (***) 
-55%  (***) 

 
-20%  (*) 

-25%  (***) 
-30%  (***) 
-40%  (***) 

Skolnick et al., 
2003 

JNJ-7925476 0.3 mg/kg; po TST
(mice) 115% ND Aluisio et al., 2008 

PRC025 

5 mg/kg; ip 
10 mg/kg; ip

 
5 mg/kg; ip 
10 mg/kg; ip

 

TST 
(mice) 

 
FST 

(rats) 

+60%  (*) 
+60%  (*) 

 
+145%  (*) 
+100%  (*) 

-40%  (*) 
-40%  (*) 

 
-40%  (*) 
-30%  (*) 

Shaw et al., 2007 

PRC200-SS 
(active 
enantiomere of 
PRC050) 

 
5 mg/kg; ip 
10 mg/kg; ip

 
5 mg/kg; ip 
10 mg/kg; ip

 

TST 
(mice) 

 
FST 

(rats) 

+80%  (*) 
+70%  (*) 

 
+110%  (*) 
+165%  (*) 

 

-40%  (*) 
-80%  (*) 

 
 

-30%  (*) 
-55%  (*) 

Shaw et al., 2007 
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results to determine whether or not a new pharmacological agents worth being tested in 
clinical trials. A recent study in bulbectomized rats has provided some interesting results. In 
this model, a 14-day regimen of DOV216303 (20 mg/kg/day; po), normalized bulbectomy-
induced hyperactivity in the open field, similar to the effect of imipramine at the same dose 
(Breuer et al., 2008). Further studies in these animal models are required to precise the 
potential of TRIs and dissect their mechanism of action in pathological conditions. 
 

TRIs Doses, routes Tests 

Mobility 
(% of 

baseline 
increase) 

Immobility 
(% of baseline 

decrease) 
References 

DOV 216,303 
10 mg/kg; po
15 mg/kg; po
20 mg/kg; po

FST 
(mice) 

ND
ND 
ND 

-20%  (*)
-20%  (*) 
-40%  (*) 

Skolnick et al., 
2003 

DOV 21,947 

5 mg/kg; po
10 mg/kg; po
15 mg/kg; po
20 mg/kg; po

 
5 mg/kg; po
10 mg/kg; po
15 mg/kg; po
20 mg/kg; po

TST 
(mice) 

 
 
 

FST 
(rats) 

ND
ND 
ND 
ND 

 
ND 
ND 
ND 
ND 

-25%  (***)
-40%  (***) 
-40%  (***) 
-55%  (***) 

 
-20%  (*) 

-25%  (***) 
-30%  (***) 
-40%  (***) 

Skolnick et al., 
2003 

JNJ-7925476 0.3 mg/kg; po TST
(mice) 115% ND Aluisio et al., 2008 

PRC025 

5 mg/kg; ip 
10 mg/kg; ip

 
5 mg/kg; ip 
10 mg/kg; ip

 

TST 
(mice) 

 
FST 

(rats) 

+60%  (*) 
+60%  (*) 

 
+145%  (*) 
+100%  (*) 

-40%  (*) 
-40%  (*) 

 
-40%  (*) 
-30%  (*) 

Shaw et al., 2007 

PRC200-SS 
(active 
enantiomere of 
PRC050) 

 
5 mg/kg; ip 
10 mg/kg; ip

 
5 mg/kg; ip 
10 mg/kg; ip

 

TST 
(mice) 

 
FST 

(rats) 

+80%  (*) 
+70%  (*) 

 
+110%  (*) 
+165%  (*) 

 

-40%  (*) 
-80%  (*) 

 
 

-30%  (*) 
-55%  (*) 

Shaw et al., 2007 
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TRIs Doses, routes Tests 

Mobility 
(% of 

baseline 
increase) 

Immobility 
(% of baseline 

decrease) 
References 

PRC200-SS 
(active 
enantiomere of 
PRC050) 

 
0.5 mg/kg; ip
1 mg/kg; ip 
10 mg/kg; ip

 
1 mg/kg; ip 
5 mg/kg; ip 
10 mg/kg; ip

 
 

TST 
(mice) 

 
 

FST 
(rats) 

+40%   (*) 
+95% (**) 
+95% (**) 

 
+130%  (*) 
+246%  (*) 
+226%  (*) 

-40%    (*) 
-90%  (**) 
-90%  (**) 

 
-45%  (*) 
-85%  (*) 
-75%  (*) 

Liang et al., 2008 

JZAD-IV-22 

 
15 mg/kg; ip
30 mg/kg; ip
60 mg/kg; ip

 
15 mg/kg; ip
30 mg/kg; ip
60 mg/kg; ip

 

 
TST 

(mice) 
 
 

FST 
(mice) 

 

ND 
ND 
ND 

 
ND 
ND 
ND 

-15%  (ns) 
-30%  (*) 
-35%  (*) 

 
-20%  (ns) 
-40%  (*) 
-70%  (*) 

 

Caldarone et al., 
2010 

 
6-(3,4-
dichlorophenyl)-
1-[(methyloxy) 
methyl]-3-
azabicyclo[4.1.0]
heptane 

 
3 mg/kg; ip 
10 mg/kg; ip
30 mg/kg; ip

 
 

FST 
(mice) 

 
 

ND 
ND 
ND 

 

-30%  (**) 
-70%  (**) 
-90%  (**) 

Micheli et al., 
2010a 

1-(Aryl)-6-
[alkoxyalkyl]-3-
azabicyclo[3.1.0]
hexanes and  
6-(aryl)-6-
[alkoxyalkyl]-3-
azabicyclo[3.1.0]
hexanes 

1 mg/kg; ip 
3 mg/kg; ip 
10 mg/kg; ip

 

FST 
(mice) 

 

ND 
ND 
ND 

-20%  (ns) 
-40%  (*) 
-90%  (**) 

Micheli et al., 
2010b 

3-aryl-3-
azolylpropan-1-
amines 

 
3 mg/kg; po

 
 
 

10 mg/kg; po
 
 

TST 
(mice) 

 
 

FST 
(mice) 

 

ND 
 
 
 

ND 

-60%  (*) 
 
 
 

-15%  (*) 
 
 

Lee et al., 2010 
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TRIs Doses, routes Tests 

Mobility 
(% of 

baseline 
increase) 

Immobility 
(% of baseline 

decrease) 
References 

4-(3,4-
dichlorophenyl)-
N-methyl-
1,2,3,4-
tetrahydronapht
halenyl amines 
(compound#10) 

3 mg/kg; ip 
10 mg/kg; ip
30 mg/kg; ip

 

TST 
(mice) 

 
ND 

-15% 
-20%  (*) 
-50%  (*) 

Shao et al., 2011a 
 

N-methyl-1-(1-
phenylcyclohexyl)
methanamine 
(compound #1) 

3 mg/kg; ip 
10 mg/kg; ip
30 mg/kg; ip

 

TST 
(mice) ND 

-5% 
-10% 

-25%  (*) 
 

Shao et al., 2011b 
 

N-methyl-1-(1-
phenylcyclohexyl)
methanamine 
(compound #31)
 

3 mg/kg; ip 
10 mg/kg; ip
30 mg/kg; ip

TST 
(mice) ND 

-10% 
-14% (*) 
-30%  (*) 

Shao et al., 2011c 

Table 3. Antidepressant-like activity of triple reuptake inhibitors (TRIs) in rodents assessed 
in the forced swimming test (FST) or the tail suspension test (TST). Po: per os; ip: 
intraperitoneal; ND: not determined. *p<0.05, **p<0.01 and p<0.001: significantly different 
from vehicle-treated group. 

4.4 Clinical properties of TRIs 
On the basis of preclinical data, TRIs are in process of development (Millan, 2009) and most 
are now in Phase II clinical trials (Table 4). A small citalopram-controlled trial of DOV216303 
in severely depressed patients yielded significant improvements in Hamilton Depression 
Rating Scale (HAM-D) scores in both groups at both one-week and two week time points 
(Skolnick et al., 2006). Since the optimal selectivity of TRIs at the three transporter sites 
remains undetermined, it is plausible that different potency ratios may result in different 
clinical effects. It can be envisaged to adapt the treatment to the nature of depressive 
symptoms. Drugs with high affinities for the 5-HT and NE transporters could be prescribed 
to patients displaying anxious symptoms, whereas compounds with a high affinity for the 
DAT could be more beneficial to patients having a loss of motivation and/or anhedonia. 
Despite these encouraging data, further investigations failed to demonstrate the beneficial 
therapeutic effect of NS2359 resulting in discontinued development. Of particular 
importance, a concern with drugs that block DA transporters is their potential reinforcing 
property and abuse liability. This comes from the fact that drugs that block DAT do not 
necessarily lead to dependence. Indeed, Volkow and collaborators showed that DA-
transporter-blocking drugs must induce more than 50% DAT blockade to produce 
reinforcing effects (Volkow et al., 2005). Hence, DA reuptake inhibitors have been classified 
into two groups: type 1 blockers, which produce addiction and euphoria, and type 2 
blockers, which do not (Rothman, 1990). It is thus possible that the capacity of DA reuptake 
blockers to produce dependence may involve other mechanisms that should carefully be 
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TRIs Doses, routes Tests 

Mobility 
(% of 

baseline 
increase) 

Immobility 
(% of baseline 

decrease) 
References 

PRC200-SS 
(active 
enantiomere of 
PRC050) 

 
0.5 mg/kg; ip
1 mg/kg; ip 
10 mg/kg; ip

 
1 mg/kg; ip 
5 mg/kg; ip 
10 mg/kg; ip

 
 

TST 
(mice) 

 
 

FST 
(rats) 

+40%   (*) 
+95% (**) 
+95% (**) 

 
+130%  (*) 
+246%  (*) 
+226%  (*) 

-40%    (*) 
-90%  (**) 
-90%  (**) 

 
-45%  (*) 
-85%  (*) 
-75%  (*) 

Liang et al., 2008 

JZAD-IV-22 

 
15 mg/kg; ip
30 mg/kg; ip
60 mg/kg; ip

 
15 mg/kg; ip
30 mg/kg; ip
60 mg/kg; ip

 

 
TST 

(mice) 
 
 

FST 
(mice) 

 

ND 
ND 
ND 

 
ND 
ND 
ND 

-15%  (ns) 
-30%  (*) 
-35%  (*) 

 
-20%  (ns) 
-40%  (*) 
-70%  (*) 

 

Caldarone et al., 
2010 

 
6-(3,4-
dichlorophenyl)-
1-[(methyloxy) 
methyl]-3-
azabicyclo[4.1.0]
heptane 

 
3 mg/kg; ip 
10 mg/kg; ip
30 mg/kg; ip

 
 

FST 
(mice) 

 
 

ND 
ND 
ND 

 

-30%  (**) 
-70%  (**) 
-90%  (**) 

Micheli et al., 
2010a 

1-(Aryl)-6-
[alkoxyalkyl]-3-
azabicyclo[3.1.0]
hexanes and  
6-(aryl)-6-
[alkoxyalkyl]-3-
azabicyclo[3.1.0]
hexanes 

1 mg/kg; ip 
3 mg/kg; ip 
10 mg/kg; ip

 

FST 
(mice) 

 

ND 
ND 
ND 

-20%  (ns) 
-40%  (*) 
-90%  (**) 

Micheli et al., 
2010b 

3-aryl-3-
azolylpropan-1-
amines 

 
3 mg/kg; po

 
 
 

10 mg/kg; po
 
 

TST 
(mice) 

 
 

FST 
(mice) 

 

ND 
 
 
 

ND 

-60%  (*) 
 
 
 

-15%  (*) 
 
 

Lee et al., 2010 
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TRIs Doses, routes Tests 

Mobility 
(% of 

baseline 
increase) 

Immobility 
(% of baseline 

decrease) 
References 

4-(3,4-
dichlorophenyl)-
N-methyl-
1,2,3,4-
tetrahydronapht
halenyl amines 
(compound#10) 

3 mg/kg; ip 
10 mg/kg; ip
30 mg/kg; ip

 

TST 
(mice) 

 
ND 

-15% 
-20%  (*) 
-50%  (*) 

Shao et al., 2011a 
 

N-methyl-1-(1-
phenylcyclohexyl)
methanamine 
(compound #1) 

3 mg/kg; ip 
10 mg/kg; ip
30 mg/kg; ip

 

TST 
(mice) ND 

-5% 
-10% 

-25%  (*) 
 

Shao et al., 2011b 
 

N-methyl-1-(1-
phenylcyclohexyl)
methanamine 
(compound #31)
 

3 mg/kg; ip 
10 mg/kg; ip
30 mg/kg; ip

TST 
(mice) ND 

-10% 
-14% (*) 
-30%  (*) 

Shao et al., 2011c 

Table 3. Antidepressant-like activity of triple reuptake inhibitors (TRIs) in rodents assessed 
in the forced swimming test (FST) or the tail suspension test (TST). Po: per os; ip: 
intraperitoneal; ND: not determined. *p<0.05, **p<0.01 and p<0.001: significantly different 
from vehicle-treated group. 

4.4 Clinical properties of TRIs 
On the basis of preclinical data, TRIs are in process of development (Millan, 2009) and most 
are now in Phase II clinical trials (Table 4). A small citalopram-controlled trial of DOV216303 
in severely depressed patients yielded significant improvements in Hamilton Depression 
Rating Scale (HAM-D) scores in both groups at both one-week and two week time points 
(Skolnick et al., 2006). Since the optimal selectivity of TRIs at the three transporter sites 
remains undetermined, it is plausible that different potency ratios may result in different 
clinical effects. It can be envisaged to adapt the treatment to the nature of depressive 
symptoms. Drugs with high affinities for the 5-HT and NE transporters could be prescribed 
to patients displaying anxious symptoms, whereas compounds with a high affinity for the 
DAT could be more beneficial to patients having a loss of motivation and/or anhedonia. 
Despite these encouraging data, further investigations failed to demonstrate the beneficial 
therapeutic effect of NS2359 resulting in discontinued development. Of particular 
importance, a concern with drugs that block DA transporters is their potential reinforcing 
property and abuse liability. This comes from the fact that drugs that block DAT do not 
necessarily lead to dependence. Indeed, Volkow and collaborators showed that DA-
transporter-blocking drugs must induce more than 50% DAT blockade to produce 
reinforcing effects (Volkow et al., 2005). Hence, DA reuptake inhibitors have been classified 
into two groups: type 1 blockers, which produce addiction and euphoria, and type 2 
blockers, which do not (Rothman, 1990). It is thus possible that the capacity of DA reuptake 
blockers to produce dependence may involve other mechanisms that should carefully be 
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considered with multi-targets agents such as TRIs. Nevertheless, although rigorous clinical 
feedback is yet to come, it can be hoped that TRIs will prove to have acceptable abuse and 
dependence potential and will offer improved efficacy in the management of depression. 
Accordingly a recent study involving comparing tesofensine vs. placebo, D-amphetamine 
and bupropion, in recreational stimulant users shows that although the effects of D-
amphetamine were significantly greater than those of placebo on all primary and secondary 
subjective measures, tesofensine were not significantly different from those of placebo and 
lower than those of D-amphetamine and bupropion suggesting that the abuse potential for 
tesofensine is no greater than that of bupropion (Schoedel et al., 2010). Similar conclusions 
were reported with bicifadine, which display a low abuse potential (Nicholson et al., 2009). 
With respect to MD and eating disorders, weight loss has also been observed as an adverse 
event in studies with tesofensine (Hauser et al., 2007; Hansen et al., 2010), prompting further 
research for the indication of obesity. This effect is believed to result from appetite 
suppression (Axel et al., 2010; Sjodin et al., 2010). Recently published data from the first 
randomized, double-blind, Pl-controlled phase-II trial in primarily healthy, obese subjects 
showed that tesofensine was able to produce a greater weight loss after 24 weeks about 
twice that of currently approved drugs (Astrup et al., 2008a, 2008b). Appetite was 
significantly suppressed after an overnight fast after treatment with tesofensine in this study 
(Astrup et al., 2008a, 2008b). 

5. Pain relief by TRIs, an example of symptom of depression   
Acute and chronic pains may result from reduced levels of endogenous 5-HT, NE and DA 
activities, at both the spinal and supraspinal levels (Ren and Dubner, 2002). Indeed, pain is a 
bi-directional process of ascending and descending neuronal pathways involving 
monoaminergic systems whose activation may have an inhibitory influence on nociception. 
Despite the complexity of pharmacological interactions between monoaminergic neurons, 
that sometimes may attenuate monoaminergic neurotransmission, one would expect a better 
efficacy of dual-or triple-acting agents over selective 5-HT or NE reuptake inhibitors in 
analgesia (Hache et al., 2011). Indeed, since all three monoamines are involved in 
antinociception, the recruitment of more than one system may produce additional effects. 
Selected antidepressants suppress pain by diverse mechanisms and are now considered as 
an essential component of the therapeutic strategy for treatment of many types of persistent 
pain (Sawnyok et al., 2001). Their main mechanism of action involves reinforcement of the 
descending inhibitory pathways by increasing the amount of 5-HT and NE, but also DA in 
the synaptic cleft at both supraspinal and spinal levels (Hache et al., 2011). Several open-
label randomized controlled clinical trials, meta-analyses, and systematic reviews have 
confirmed the clinical efficacy of selected antidepressants in persistent pain conditions 
(Dharmshaktu et al., 2011). Precedent for the use of TRIs in the treatment of clinical pain 
exists with nefopam, a tricyclic agent with non-narcotic analgesic (Heel et al., 1980). It was 
reported that DA played a critical role in nefopam analgesia as indicated by the observation 
that rats with selective loss of DA neurons, have a marked reduction in nefopam-induced 
analgesia. In a marked contrast, the lesion of the serotonergic or noradrenergic systems 
induced by 5,7-duhydroxytryptamine (5,7-DHT) or DSP4, respectively, failed to affect 
nefopam-induced analgesia in rats (Esposito et al., 1986; Girard et al., 2006; Girard et al., 
2011). The potential interest of TRIs in the relief of pain has been corroborated by a recent 
publication characterizing the antinociceptive effects of the TRI bicifadine in acute, 
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persistent and chronic models of pain (Basile et al., 2007). In this study, bicifadine potently 
suppressed pain responses in two models of acute inflammatory pain in both rats and mice. 
It also normalized the nociceptive threshold in the complete Freund's adjuvant model of 
persistent inflammatory pain and suppressed mechanical and thermal hyperalgesia and 
mechanical allodynia in the spinal nerve ligation model of chronic neuropathic pain. 
Mechanical hyperalgesia was also reduced by bicifadine in the STZ model of neuropathic 
pain (Basile et al., 2007). Clinical (phase II/III) studies have demonstrated that bicifadine is 
an effective analgesic in the treatment of postoperative pain (Krieter et al., 2008). The impact 
of bicifadine on 5-HT, NE and DA neurotransmissions was confirmed by in vitro binding 
assays and intracerebral in vivo microdialysis study in freely moving rats. In a second study, 
another TRI, NS7051, has shown comparable antinociceptive properties to tramadol 
confirming the interest of these antidepressants in the relief of pain (Munro et al., 2008). The 
molecule has undergone several Phase II and III trials for the treatment of pain, including 
acute postsurgical pain and chronic low back pain, and is being evaluated for painful 
diabetic neuropathy (clinical trial.gov). However, bicifadine has failed to meet endpoints in 
a number of trials such as diabetic neuropathy (clinical trial.gov) suggesting that TRIs may 
be used in specific pain. Other TRIs currently under development for depression should 
draw attention for future investigations in the field of pain and confirm whether or not they 
display any activity in diabetic neuropathy. 

6. Conclusion 
Numerous arguments support the contention that multi-target mechanisms may be more 
effective and better tolerated than their highly selective counterparts in the management of 
MD (Millan, 2009).  Hence, drugs in preclinical and clinical studies (Table 4) include, but are 
not limited to TRIs, which simultaneously increase brain 5-HT, NE and DA 
neurotransmissions. Several lines of evidence specifically substantiate interest in dual-and 
triple-acting antidepressants. First there is no single cause of major depression. A vast array 
 

 
TRIs 

 

 
Comparator(s) 

 

 
Phases 

 

 
Conditions 

 
Tesofensine placebo I Obesity 
Tesofensine placebo II Obesity 

DOV21947 placebo II Major Depressive 
Disorder 

SEP225289 placebo 
venlafaxine II Major Depressive 

Disorder 

Bicifadine placebo 
standard analgesic treatment III Chronic low back pain 

Nefopam dexmedetomidine 
fentanyl IV Post operative analgesia 

Table 4. Clinical studies with triple reuptake inhibitors (TRIs) in major depressive disorder 
or related morbidities. Details of these studies can be found on 
http://www.clinicaltrials.gov using the Boolean research for the following keywords: 
“Triple reuptake inhibitors”. 
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considered with multi-targets agents such as TRIs. Nevertheless, although rigorous clinical 
feedback is yet to come, it can be hoped that TRIs will prove to have acceptable abuse and 
dependence potential and will offer improved efficacy in the management of depression. 
Accordingly a recent study involving comparing tesofensine vs. placebo, D-amphetamine 
and bupropion, in recreational stimulant users shows that although the effects of D-
amphetamine were significantly greater than those of placebo on all primary and secondary 
subjective measures, tesofensine were not significantly different from those of placebo and 
lower than those of D-amphetamine and bupropion suggesting that the abuse potential for 
tesofensine is no greater than that of bupropion (Schoedel et al., 2010). Similar conclusions 
were reported with bicifadine, which display a low abuse potential (Nicholson et al., 2009). 
With respect to MD and eating disorders, weight loss has also been observed as an adverse 
event in studies with tesofensine (Hauser et al., 2007; Hansen et al., 2010), prompting further 
research for the indication of obesity. This effect is believed to result from appetite 
suppression (Axel et al., 2010; Sjodin et al., 2010). Recently published data from the first 
randomized, double-blind, Pl-controlled phase-II trial in primarily healthy, obese subjects 
showed that tesofensine was able to produce a greater weight loss after 24 weeks about 
twice that of currently approved drugs (Astrup et al., 2008a, 2008b). Appetite was 
significantly suppressed after an overnight fast after treatment with tesofensine in this study 
(Astrup et al., 2008a, 2008b). 

5. Pain relief by TRIs, an example of symptom of depression   
Acute and chronic pains may result from reduced levels of endogenous 5-HT, NE and DA 
activities, at both the spinal and supraspinal levels (Ren and Dubner, 2002). Indeed, pain is a 
bi-directional process of ascending and descending neuronal pathways involving 
monoaminergic systems whose activation may have an inhibitory influence on nociception. 
Despite the complexity of pharmacological interactions between monoaminergic neurons, 
that sometimes may attenuate monoaminergic neurotransmission, one would expect a better 
efficacy of dual-or triple-acting agents over selective 5-HT or NE reuptake inhibitors in 
analgesia (Hache et al., 2011). Indeed, since all three monoamines are involved in 
antinociception, the recruitment of more than one system may produce additional effects. 
Selected antidepressants suppress pain by diverse mechanisms and are now considered as 
an essential component of the therapeutic strategy for treatment of many types of persistent 
pain (Sawnyok et al., 2001). Their main mechanism of action involves reinforcement of the 
descending inhibitory pathways by increasing the amount of 5-HT and NE, but also DA in 
the synaptic cleft at both supraspinal and spinal levels (Hache et al., 2011). Several open-
label randomized controlled clinical trials, meta-analyses, and systematic reviews have 
confirmed the clinical efficacy of selected antidepressants in persistent pain conditions 
(Dharmshaktu et al., 2011). Precedent for the use of TRIs in the treatment of clinical pain 
exists with nefopam, a tricyclic agent with non-narcotic analgesic (Heel et al., 1980). It was 
reported that DA played a critical role in nefopam analgesia as indicated by the observation 
that rats with selective loss of DA neurons, have a marked reduction in nefopam-induced 
analgesia. In a marked contrast, the lesion of the serotonergic or noradrenergic systems 
induced by 5,7-duhydroxytryptamine (5,7-DHT) or DSP4, respectively, failed to affect 
nefopam-induced analgesia in rats (Esposito et al., 1986; Girard et al., 2006; Girard et al., 
2011). The potential interest of TRIs in the relief of pain has been corroborated by a recent 
publication characterizing the antinociceptive effects of the TRI bicifadine in acute, 
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persistent and chronic models of pain (Basile et al., 2007). In this study, bicifadine potently 
suppressed pain responses in two models of acute inflammatory pain in both rats and mice. 
It also normalized the nociceptive threshold in the complete Freund's adjuvant model of 
persistent inflammatory pain and suppressed mechanical and thermal hyperalgesia and 
mechanical allodynia in the spinal nerve ligation model of chronic neuropathic pain. 
Mechanical hyperalgesia was also reduced by bicifadine in the STZ model of neuropathic 
pain (Basile et al., 2007). Clinical (phase II/III) studies have demonstrated that bicifadine is 
an effective analgesic in the treatment of postoperative pain (Krieter et al., 2008). The impact 
of bicifadine on 5-HT, NE and DA neurotransmissions was confirmed by in vitro binding 
assays and intracerebral in vivo microdialysis study in freely moving rats. In a second study, 
another TRI, NS7051, has shown comparable antinociceptive properties to tramadol 
confirming the interest of these antidepressants in the relief of pain (Munro et al., 2008). The 
molecule has undergone several Phase II and III trials for the treatment of pain, including 
acute postsurgical pain and chronic low back pain, and is being evaluated for painful 
diabetic neuropathy (clinical trial.gov). However, bicifadine has failed to meet endpoints in 
a number of trials such as diabetic neuropathy (clinical trial.gov) suggesting that TRIs may 
be used in specific pain. Other TRIs currently under development for depression should 
draw attention for future investigations in the field of pain and confirm whether or not they 
display any activity in diabetic neuropathy. 

6. Conclusion 
Numerous arguments support the contention that multi-target mechanisms may be more 
effective and better tolerated than their highly selective counterparts in the management of 
MD (Millan, 2009).  Hence, drugs in preclinical and clinical studies (Table 4) include, but are 
not limited to TRIs, which simultaneously increase brain 5-HT, NE and DA 
neurotransmissions. Several lines of evidence specifically substantiate interest in dual-and 
triple-acting antidepressants. First there is no single cause of major depression. A vast array 
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of interacting genes, epigenetic influences, developmental events, and environmental factors 
collectively compromise mood.  Second, agents that have complementary components of 
action may have a greater chance of controlling both the mood deficits of depression and 
other residual symptoms such as sleep disturbances, eating, sexual disorders or pain. This 
review particularly focuses on nocicpetion since over 75% of depressed patients suffer from 
painful symptoms (Hache et al., 2011), predicting a greater severity and a less favorable 
outcome of depression. In addition, imaging, anatomical and functional studies have 
demonstrated the existence of common brain structures, neuronal pathways and 
neurotransmitters in depression and pain raising the possibility that managing pain in 
depressed patients may help them recover more rapidly and efficiently. This is an example 
illustrating the fact that MD does not rely on only one impaired system and that an 
improved antidepressant therapy requires a diagnosis taking into considerations symptom 
profiles. 
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of interacting genes, epigenetic influences, developmental events, and environmental factors 
collectively compromise mood.  Second, agents that have complementary components of 
action may have a greater chance of controlling both the mood deficits of depression and 
other residual symptoms such as sleep disturbances, eating, sexual disorders or pain. This 
review particularly focuses on nocicpetion since over 75% of depressed patients suffer from 
painful symptoms (Hache et al., 2011), predicting a greater severity and a less favorable 
outcome of depression. In addition, imaging, anatomical and functional studies have 
demonstrated the existence of common brain structures, neuronal pathways and 
neurotransmitters in depression and pain raising the possibility that managing pain in 
depressed patients may help them recover more rapidly and efficiently. This is an example 
illustrating the fact that MD does not rely on only one impaired system and that an 
improved antidepressant therapy requires a diagnosis taking into considerations symptom 
profiles. 
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1. Introduction  
Drug abuse and dependence disorders are chronic but treatable brain diseases, involving 
compulsive drug-seeking and -using behaviors that persist despite immediate or potentially 
harmful consequences for users and their families and communities. Drug abuse and 
dependence are serious threats to public health and safety, costing hundreds of billions of 
dollars in yearly healthcare expenditures, crime, poor work productivity, and job loss 
(Hoffman & Fromeke, 2007). For example, illegal drug use in the United States cost nearly 
200 billion dollars in 2002; approximately two-thirds of the costs (129 billion) were economic 
losses attributable to people’s inability to work because of drug-precipitated illness, 
premature death, or incarceration. The treatment of the healthcare problems of drug addicts 
cost 16 billion dollars, while drug-related criminal justice and welfare costs totaled 36 billion 
dollars in 2002 (Office of National Drug Control Policy, 2004). Addiction also can result in 
intangible costs, such as homelessness, academic failure, and troubled relationships, and is 
one of the most pervasive and intransigent mental health disorders in the world, affecting 
the thoughts, feelings, and behaviors of millions of people annually (World Health 
Organization, 2004).  

2. Drug effects and classification 
Drugs are psychoactive substances that change moods and behaviors by altering brain 
chemistry and function (Hyman & Malenka, 2001). Drugs of abuse include medically 
prescribed (e.g., barbiturates and pain relievers), legal (e.g., alcohol and nicotine), and illegal 
(e.g., marijuana and heroin) substances. Some drugs, such as alcohol, have been used since 
ancient times, whereas others, such as methamphetamine and designer drugs (e.g., Ecstasy), 
are relatively new. People consume drugs to feel good (some drugs produce euphoria, 
confidence, and relaxation), to keep from feeling bad (some drugs combat anxiety, 
depression, and hopelessness), to accelerate performance (some drugs sharpen attention and 
enhance physical strength and athletic prowess), and to experience altered sensory 
perceptions (some drugs cause visual, auditory, or tactile hallucinations) (National Institute 
on Drug Abuse [NIDA], 2007).  
Drugs of abuse can be classified into five groups according to effects. The first class consists 
of stimulants, which increase alertness and decrease fatigue; examples include 
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amphetamines, Benzedrine, caffeine, Dexedrine, ephedrine, and nicotine. The second class 
consists of depressants, which reduce tension, alleviate nervousness, and induce sedation. 
Among these drugs are Nembutal, Seconal, Tunial, Veronal, Valium, and Xanax. The third 
class, hallucinogens, changes sensory perceptions; examples include cannabis, Lysergic Acid 
Diethylamide (LSD), Mescaline, Phencyclidine (PCP), and psilocybin. The fourth class 
consists of opiates, which induce sleep, euphoria, and relaxation as well as relieve pain and 
anxiety; opiates include codeine, heroin, opium, OxyContin, Percodan, and morphine. The 
fifth class consists of performance enhancers; they increase athletic strength and speed and 
stimulate the growth and recovery of skeletal muscles. Anadrol, Depo-Testosterone, 
Dianabol, and Winstrol are some examples of such performance enhancers (Abadinsky, 
2007).       
Drug abusers typically prefer one class of drugs over others. However, when they have 
difficulty obtaining their drug of choice, they often turn to other drugs in the same class that 
produce similar effects. Psychoactive drugs in the same class can be compared on the basis 
of their potency and efficacy. The potency of a drug is the amount that must be ingested to 
produce a desired effect whereas efficacy is a drug’s ability to produce a desired effect 
regardless of dosage. Both the strength and the potency of a substance can determine an 
abuser’s drug of choice as well as the drug’s potential for abuse and dependence (see below) 
(NIDA, 2007).  

3. The addictive process  
Drug use can escalate to substance use disorders: abuse or dependence. The progression to 
uncontrolled use depends on several risk factors. For example, biological factors play a role 
in addiction; in other words, genetics can predispose a person to addictive behavior—a 
predisposition that is shared among close biological relatives. Scientists estimate that genes 
account for nearly half of a person’s vulnerability to a substance use disorder (NIDA, 2007). 
Age of first use and psychiatric history are also important factors for explaining drug use 
problems. Younger users are more likely to become addicted because developing adolescent 
brains are more susceptible to a drug’s ability to change brain chemistry and functions. 
Likewise, people with mental illness are also more likely to abuse or become dependent on 
drugs. In addition, a person’s exposure to a parent’s or a peer’s use of drugs can increase his 
or her risk of addiction. The mode of drug ingestion can also raise the potential for abuse 
and dependence: a drug that is inhaled or injected is more addictive than one that is 
ingested orally. Inhalation and injection send the drug to the brain faster and produce more 
intense highs and lows. Drug-seeking behavior intensifies in response to the cycle of peaks 
and valleys that the user experiences (Hoffman & Fromeke, 2007).  
Psychoactive drugs are thought to become addictive through their activation of the brain’s 
mesocorticolimbic dopamine pathway, extending from the brain’s ventral tegmental area to 
the nucleus accumbens to the frontal cortex. Drugs of abuse stimulate this pleasure circuit 
by increasing the amount of dopamine in the brain two- to ten-fold, creating an extremely 
pleasurable experience for users that compels them to repeat the incident. Drugs of abuse 
either mimic the effects of dopamine on neurotransmitters (i.e., they act as agonists) or block 
the re-absorption of dopamine so that it can continue to activate neurons (i.e., they act as 
antagonists). Eventually, the brain shuts down its own production of dopamine, causing the 
user to ingest the drug merely to stave off feelings of listlessness, depression, and other 
withdrawal symptoms. Drugs of abuse also affect the brain’s frontal regions, impairing 
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judgment and leading addicts to crave drugs even as the rewards of use steadily diminish. 
Hence, relapses—a return to drug use after a period of abstinence—are common among 
people with substance use disorders and can be triggered by stress, mood changes, and cues 
that remind the abuser of the substance (Karch, 2007; NIDA, 2007).                 

4. Substance use disorders  
Substance abuse and dependence disorders are diagnosed according to criteria in the 
American Psychiatric Association’s Diagnostic and Statistical Manual IV-TR (American 
Psychiatric Association, 2007). A substance abuse disorder is diagnosed when drug use in 
the previous 12 months has led to significant distress and impairment in functioning and 
meets at least one of several diagnostic criteria—namely, failure to fulfill obligations at 
work, school, or home; recurring use of substances in dangerous situations (e.g., driving 
while intoxicated); recurring substance use-related criminal justice involvement; and 
continued substance use that leads to interpersonal conflicts.  
A drug-dependence disorder—more serious than a drug-abuse disorder—is diagnosed 
when drug use in the previous 12 months has reached the level of abuse and meets at least 
three of seven criteria that include tolerance (i.e., increasing amounts of the drug must be 
taken to achieve desired effects), physical withdrawal (i.e., symptoms that accompany the 
cessation of drug use, such as tremors, chills, drug craving, restlessness, bone and muscle 
pain, sweating, and vomiting), and persistent failure to reduce drug consumption.  

5. Prevalence of drug use and substance use disorders  
The National Survey on Drug Use and Health assesses the prevalence of substance use and 
substance use disorders in the United States. In 2005, an estimated 20 million Americans age 
12 or older (or 8 percent of the total population in this age group) reported having used an 
illicit substance in the previous month; marijuana was the most commonly used drug (15 
million), followed by cocaine (2 million), hallucinogens (1 million), methamphetamine 
(580,000), and heroin (166,000). Meanwhile, an estimated 22 million people age 12 or older 
were classified with a substance abuse or dependence problem (9 percent of the population). 
Among them, more than 3 million were classified with abuse of or dependence on both 
alcohol and illicit drugs; more than 3.5 million had abused or were dependent on illicit 
drugs but not alcohol; and more than 15 million had abused or were dependent on alcohol 
but not illicit drugs (Substance Abuse and Mental Health Services Administration, 2007).   
In 2005, the order of lifetime illicit drug use among members of the general population 
paralleled past-month illicit drug use in 2005. Nearly half (46 percent) of people age 12 or 
older reported the lifetime use of any illicit substance. The most popular drug was 
marijuana (40 percent), followed by powder or crack cocaine (17 percent), hallucinogens (14 
percent), methamphetamine (4 percent), and heroin (2 percent).    

6. A public health approach to addiction 
The most widely used definition of health is found in the World Health Organization’s 
(WHO) 1948 charter: “Health is a state of complete physical, mental, and social well-being 
and not merely the absence of disease or infirmity.” This definition was expanded by the 
WHO in its 1986 Ottawa Charter for Health Promotion in order to underscore the notion that 
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health is “a resource for everyday life, not the objective of living. Health is a positive concept 
emphasizing social and personal resources as well as physical capacities” (WHO, 1986, p. 
11). By this definition, drug addiction is a serious public health problem that adversely 
affects all of these domains. As I have discussed in this chapter, drug abuse and dependence 
are formidable threats to public health and safety, costing hundreds of billions of dollars in 
yearly healthcare expenditures, crime, poor work productivity, and job loss (Hoffman & 
Fromeke, 2007; United Nations Office on Drugs and Crime, 2006).  Treating addiction as a 
crime rather than a health problem compounds its negative impact on individuals and 
communities in terms of public health and safety. Not only do most addicted ex-offenders 
emerge from behind bars with untreated substance use disorders, but they are likely to have 
been exposed to a variety of contagious diseases in prison, to have learned criminogenic 
behaviors that discourage contributive citizenship, and to have lost connections with family 
and friends whose support is critical for their healthy reintegration into society.  

7. Importance of treatment 
Prevention and education programs for nonusers and treatment programs for users are 
widely recognized as the most effective means of decreasing the demand for drugs. 
However, throughout the long history of the drug war, approximately two-thirds of 
government expenditures have been on supply reduction efforts. Numerous experts 
acknowledge that supply-side interventions have done little to curtail drug use or the 
violence that accompanies the sale and distribution of illegal drugs in the United States 
(MacCoun & Reuter, 2001). Moreover as I noted above, prohibition and strict penalties for 
drug possession and sales have spawned many unanticipated problems. Nonetheless, few 
government officials are willing to shift the emphasis of the war on drugs away from 
punitive measures and toward treatment and rehabilitation programs for people with 
substance use disorders. Most politicians are particularly reluctant to decry punitive drug 
policies out of fear of being labeled as “soft on crime” and losing the support of their 
constituents (Kleinman, 1992; Nadelmann, 1989). 
Offenders with drug use problems are a diverse group, and the relationship between drugs 
and crime is complicated (Bureau of Justice Statistics, 1991). Offenders become addicted to 
drugs and commit crimes as a result of various events in their lives (Lurigio & Swartz, 1999). 
Whatever the road to addiction and criminality, drug control policies must fully incorporate 
what research has consistently shown: drug addiction is a chronic relapsing brain disease 
with biological, psychological, social, and behavioral concomitants. Therefore, programs for 
drug-abusing offenders should be comprehensive and include a wide range of treatment 
and adjunctive social services (Gerstein & Harwood, 1990). 
One of the most successful examples of drug treatment as an alternative to incarceration has 
been Arizona’s Proposition 200, the Drug Medicalization, Prevention and Control Act of 
1996. This initiative prohibits incarceration for first- and second-time non-violent drug 
offenders, mandating probation and drug treatment instead of prison. A 1999 evaluation of 
the initiative by the Arizona Supreme Court found that it saved taxpayers 2.6 million dollars 
annually. Furthermore, nearly 75% of the drug offenders who had been sentenced to 
probation and drug treatment as a result of Proposition 200 remained drug-free during their 
participation in the program and paid their own money to offset the cost of treatment 
(Arizona Supreme Court, 1999).  
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A similar initiative in California has also significantly reduced incarceration rates and criminal 
justice expenditures. California’s Proposition 36, the Substance Abuse and Crime Prevention 
Act (SACPA), allows first- and second-time non-violent drug offenders to enter substance 
abuse treatment programs as opposed to being incarcerated. Although the impact of SACPA 
varied by county based on the characteristics of drug treatment programs (in-patient vs. 
outpatient, duration of treatment), results showed that after 5 years, SACPA reduced the 
prison population of those convicted of drug possession by 27%. This resulted in an estimated 
savings of $350 million in prison costs alone (Ehlers & Ziedenberg, 2006). The costs associated 
with arrests and convictions were also significantly lower among drug offenders who 
completed treatment, compared to those who never entered treatment and those who entered 
but did not complete treatment (Longshore, Hawken, Urada, & Anglin, 2006). California saved 
more than $2.50 for every dollar spent on drug treatment; for those who completed treatment, 
the savings increased to $4 saved for every dollar spent (UCLA, 2007).  
Studies of substance abuse treatment for drug offenders have repeatedly demonstrated the 
success of these programs in reducing drug use and its attendant problems, as well as in 
significantly decreasing the costs associated with crime and the criminal justice system. 
Drug treatment programs have proven effective as an alternative to incarceration and as a 
prison-based, post-release, or work-release intervention for addicted offenders. Hence, drug 
treatment is suitable for a wide range of offenders, and it is a cost-effective intervention at 
various points in the criminal justice process. 
Considerable research shows the crime-reducing benefits and cost effectiveness of treatment 
relative to other antidrug measures (e.g., interdiction) and supports a greater investment in 
drug treatment (Anglin & Hser, 1990). Nonetheless, the treatment infrastructure in the 
criminal justice system has eroded over the past several years, a disheartening development 
that bodes ill for future efforts to control crime and reduce illegal drug use (Lipton, 1995). 
For example, despite record numbers of people incarcerated for drug crimes, the proportion 
of drug offenders who received drug treatment in prison declined throughout the 1990s and 
remained at a low level during the early 2000s (Belenko, Patapis, & French, 2005; Inciardi, 
1996). 
The economic benefits of drug treatment accrue mostly from reductions in incarceration, 
criminal victimization, medical treatment, and lost wages (Hoffman & Fromeke, 2007). A 
recent study in California found that the state saved $7,500 in aggregate reductions in crime 
and incarceration for every addicted person treated (Ettner, Huang, Evans, Ash, Hardy, 
Jourabchi, & Hser, 2007). A similar study found that every dollar spent on drug treatment 
resulted in an average savings of seven dollars, stemming from decreased crime and its 
corollaries (e.g., increased employment and major reductions in healthcare expenditures) 
(McCarthy, 2007). In an extensive review of hundreds of studies of drug treatment 
programs, Belenko, Patapis, and French (2005) found that drug treatment reduces drug use 
and crime, incarceration, and victimization as well as health care expenses and other 
medical costs. Belenko et al. (2005) concluded that “it is clear from research on the economic 
impacts of substance abuse addictions on health, crime, social stability, and community 
well-being that the costs to society of not (authors’ italics) treating persons with substance 
abuse problems would be quite substantial” (p. 58).  

8. Types of drug treatment: A brief overview 
As I mentioned previously in this chapter, addiction is a recurring disease that often 
requires repeated episodes of treatment. The ultimate goal of treatment is sustained 
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corollaries (e.g., increased employment and major reductions in healthcare expenditures) 
(McCarthy, 2007). In an extensive review of hundreds of studies of drug treatment 
programs, Belenko, Patapis, and French (2005) found that drug treatment reduces drug use 
and crime, incarceration, and victimization as well as health care expenses and other 
medical costs. Belenko et al. (2005) concluded that “it is clear from research on the economic 
impacts of substance abuse addictions on health, crime, social stability, and community 
well-being that the costs to society of not (authors’ italics) treating persons with substance 
abuse problems would be quite substantial” (p. 58).  

8. Types of drug treatment: A brief overview 
As I mentioned previously in this chapter, addiction is a recurring disease that often 
requires repeated episodes of treatment. The ultimate goal of treatment is sustained 
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abstinence. During the process of recovery, treatment is designed to improve overall 
functioning while minimizing the social and medical consequences of substance abuse and 
dependence disorders. The recovery process begins with treatment and progresses as 
addicts gain insights into their uncontrolled use of alcohol and drugs and start to manage 
their thoughts, feelings, and behaviors (Center for Health and Justice, 2006).  
The course of treatment for drug-dependent persons follows a general therapeutic process 
and lies on a continuum of care (NIDA, 2006b). Drug treatment  encompasses a broad range 
of services, including detoxification, educational and vocational training, urine testing, 
counseling, HIV education and prevention, life and interpersonal skills training, psychiatric 
care, pharmacotherapy, psychotherapy, relapse prevention strategies, and self-help groups 
(see section on drug treatment principles below) (Anglin & Hser, 1990; Hoffman & Fromeke, 
2007; Peters, 1993). Depending on the nature and severity of the addiction and an 
individual’s progress toward recovery, treatment can occur at various levels and in diverse 
settings: inpatient, intensive outpatient, outpatient, or sobriety maintenance (Center for 
Health and Justice, 2006). NIDA (2006b) classifies treatment into two broad categories: 
pharmacological and behavioral. 
The use of medication in recovery typically begins during detoxification. Persons who are 
physically dependent on alcohol and drugs are placed on medications to safely alleviate the 
painful symptoms and control the adverse physical consequences of withdrawal. 
Medication is used in the treatment and relapse prevention process to “help re-establish 
normal brain function and to prevent relapse and diminish [drug] cravings” (NIDA, 2006b, 
p. 3). For example, buprenorphine and methadone effectively treat opiate addiction by 
blocking withdrawal symptoms and reducing drug cravings. The passage of the Drug 
Addiction Treatment Act in 2000, permits physicians to prescribe these medications in 
medical settings; previously, such medications could be dispensed only in specialized drug 
treatment clinics. Promising new medications for drug addiction are pending FDA 
approval, including Baclofen (for cocaine addiction), Nalemfene (for opiate addiction), 
Topitamate (for alcohol, opiate, and cocaine addiction), and Disulfiram (for cocaine 
addiction [although for many years used for alcohol addiction]) (Hoffman & Fromeke, 
2007).    
Behavioral therapy consists of interventions designed to change addicts’ attitudes and 
behaviors as well as help them acquire the skills and competencies they need to avoid 
relapses. Several behavioral approaches have proved successful in treating addicts—used by 
themselves or in combination with medications. The most common are cognitive behavioral 
therapy (helps addicts avoid relapse triggers), multidimensional family therapy (focuses on 
adolescents and their peers and family members), motivational enhancement therapy 
(capitalizes on addicts’ readiness to change their behaviors and begin treatment), and 
motivational incentive therapy (employs positive reinforcement and contingency 
management techniques to promote abstinence) (NIDA, 2006b).             

9. Drug treatment studies 
Abundant research demonstrates that drug treatment reduces illegal drug use, crime, and 
recidivism in the general and correctional population (Anglin & Hser, 1990; Anglin et al., 
1996; Gerstein & Harwood, 1990; Office of Technology Assessment, 1990). Since the 1960s, 
numerous studies at the local, state, and federal levels have shown that drug treatment 
works (Lurigio, 2000). The best research on drug treatment consists of large-scale, 
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federally funded studies that involve large samples of participants and employ 
longitudinal designs and a comprehensive range of outcome measures. These studies 
have provided the most compelling evidence that addiction is a treatable disease and 
have identified the principles of drug treatment that characterize the most useful and 
effective programs (see below).   

10. Large-scale studies of drug treatment 
Three large-scale, multisite investigations, funded by NIDA, strongly support the conclusion 
that drug treatment works: the Drug Abuse Reporting Program (DARP), the Treatment 
Outcome Prospective Study (TOPS), and the Drug Abuse Treatment Outcome Study 
(DATOS). These evaluations of community-based treatment have contributed greatly to our 
knowledge about the benefits of drug treatment and significantly influenced drug treatment 
policies, programs, and research (Gerstein & Harwood, 1990; McLellan, Metzger; Alterman, 
Cornish, & Urschel, 1992; Simpson, Chatham, & Brown, 1995). As Lillie-Blanton (1998) 
stated, "these studies are generally considered by the research community to be the major 
evaluations of drug abuse treatment effectiveness, and much of what is known about 
'typical' drug abuse treatment outcomes comes from these studies" (p. 3). 

10.1 Drug abuse reporting program 
DARP involved more than 44,000 persons admitted to drug treatment between 1969 and 
1973. Participants were in 52 federally funded treatment programs that administered four 
types of treatment modalities: methadone maintenance, therapeutic communities, outpatient 
drug-free treatment, and detoxification. Conducted by researchers at Texas Christian 
University, data were collected through client interviews with treated clients and persons 
who applied for treatment but never returned for services (intake-only clients). Information 
was also collected from clients' progress reports and other program records. Follow-up 
intervals occurred from 3 to 12 years after treatment. “The DARP findings have been widely 
used to support continued public funding of drug-abuse treatments and to influence federal 
drug policy in the United States” (DARP, 2007, p.3) 
DARP found that clients’ daily use of opiates declined from 100 percent prior to treatment to 
36 percent in the first year after treatment and to 24 percent 3 years after treatment. In the 
DARP study, addicts who were in treatment for more than 90 days were significantly less 
likely to use drugs in the year after treatment than those who were in treatment for fewer 
than 90 days (Simpson & Sells, 1982). Outpatient drug-free treatment, methadone 
maintenance, and therapeutic communities were equally effective at producing positive 
outcomes; clients in detoxification programs or those who dropped out of treatment within 
3 months showed no positive outcomes. Moreover, among drug treatment clients in general, 
arrest rates declined 74 percent and employment rates increased 24 percent after treatment. 
Twelve years after treatment, daily heroin use remained 74 percent lower (Simpson, 1993; 
Simpson & Sells, 1982, 1990). 
Approximately three-fourths of the opiate addicts studied in DARP reported at least one 
relapse to daily use after they had experienced a period of sobriety. The highest percentage 
of addicts (85%) who quit using drugs, did so while in treatment. The most common reasons 
reported for staying sober referred primarily to the adverse consequences of addiction. For 
example, 83 percent of the treatment participants indicated that they quit because they were 
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abstinence. During the process of recovery, treatment is designed to improve overall 
functioning while minimizing the social and medical consequences of substance abuse and 
dependence disorders. The recovery process begins with treatment and progresses as 
addicts gain insights into their uncontrolled use of alcohol and drugs and start to manage 
their thoughts, feelings, and behaviors (Center for Health and Justice, 2006).  
The course of treatment for drug-dependent persons follows a general therapeutic process 
and lies on a continuum of care (NIDA, 2006b). Drug treatment  encompasses a broad range 
of services, including detoxification, educational and vocational training, urine testing, 
counseling, HIV education and prevention, life and interpersonal skills training, psychiatric 
care, pharmacotherapy, psychotherapy, relapse prevention strategies, and self-help groups 
(see section on drug treatment principles below) (Anglin & Hser, 1990; Hoffman & Fromeke, 
2007; Peters, 1993). Depending on the nature and severity of the addiction and an 
individual’s progress toward recovery, treatment can occur at various levels and in diverse 
settings: inpatient, intensive outpatient, outpatient, or sobriety maintenance (Center for 
Health and Justice, 2006). NIDA (2006b) classifies treatment into two broad categories: 
pharmacological and behavioral. 
The use of medication in recovery typically begins during detoxification. Persons who are 
physically dependent on alcohol and drugs are placed on medications to safely alleviate the 
painful symptoms and control the adverse physical consequences of withdrawal. 
Medication is used in the treatment and relapse prevention process to “help re-establish 
normal brain function and to prevent relapse and diminish [drug] cravings” (NIDA, 2006b, 
p. 3). For example, buprenorphine and methadone effectively treat opiate addiction by 
blocking withdrawal symptoms and reducing drug cravings. The passage of the Drug 
Addiction Treatment Act in 2000, permits physicians to prescribe these medications in 
medical settings; previously, such medications could be dispensed only in specialized drug 
treatment clinics. Promising new medications for drug addiction are pending FDA 
approval, including Baclofen (for cocaine addiction), Nalemfene (for opiate addiction), 
Topitamate (for alcohol, opiate, and cocaine addiction), and Disulfiram (for cocaine 
addiction [although for many years used for alcohol addiction]) (Hoffman & Fromeke, 
2007).    
Behavioral therapy consists of interventions designed to change addicts’ attitudes and 
behaviors as well as help them acquire the skills and competencies they need to avoid 
relapses. Several behavioral approaches have proved successful in treating addicts—used by 
themselves or in combination with medications. The most common are cognitive behavioral 
therapy (helps addicts avoid relapse triggers), multidimensional family therapy (focuses on 
adolescents and their peers and family members), motivational enhancement therapy 
(capitalizes on addicts’ readiness to change their behaviors and begin treatment), and 
motivational incentive therapy (employs positive reinforcement and contingency 
management techniques to promote abstinence) (NIDA, 2006b).             

9. Drug treatment studies 
Abundant research demonstrates that drug treatment reduces illegal drug use, crime, and 
recidivism in the general and correctional population (Anglin & Hser, 1990; Anglin et al., 
1996; Gerstein & Harwood, 1990; Office of Technology Assessment, 1990). Since the 1960s, 
numerous studies at the local, state, and federal levels have shown that drug treatment 
works (Lurigio, 2000). The best research on drug treatment consists of large-scale, 
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federally funded studies that involve large samples of participants and employ 
longitudinal designs and a comprehensive range of outcome measures. These studies 
have provided the most compelling evidence that addiction is a treatable disease and 
have identified the principles of drug treatment that characterize the most useful and 
effective programs (see below).   

10. Large-scale studies of drug treatment 
Three large-scale, multisite investigations, funded by NIDA, strongly support the conclusion 
that drug treatment works: the Drug Abuse Reporting Program (DARP), the Treatment 
Outcome Prospective Study (TOPS), and the Drug Abuse Treatment Outcome Study 
(DATOS). These evaluations of community-based treatment have contributed greatly to our 
knowledge about the benefits of drug treatment and significantly influenced drug treatment 
policies, programs, and research (Gerstein & Harwood, 1990; McLellan, Metzger; Alterman, 
Cornish, & Urschel, 1992; Simpson, Chatham, & Brown, 1995). As Lillie-Blanton (1998) 
stated, "these studies are generally considered by the research community to be the major 
evaluations of drug abuse treatment effectiveness, and much of what is known about 
'typical' drug abuse treatment outcomes comes from these studies" (p. 3). 

10.1 Drug abuse reporting program 
DARP involved more than 44,000 persons admitted to drug treatment between 1969 and 
1973. Participants were in 52 federally funded treatment programs that administered four 
types of treatment modalities: methadone maintenance, therapeutic communities, outpatient 
drug-free treatment, and detoxification. Conducted by researchers at Texas Christian 
University, data were collected through client interviews with treated clients and persons 
who applied for treatment but never returned for services (intake-only clients). Information 
was also collected from clients' progress reports and other program records. Follow-up 
intervals occurred from 3 to 12 years after treatment. “The DARP findings have been widely 
used to support continued public funding of drug-abuse treatments and to influence federal 
drug policy in the United States” (DARP, 2007, p.3) 
DARP found that clients’ daily use of opiates declined from 100 percent prior to treatment to 
36 percent in the first year after treatment and to 24 percent 3 years after treatment. In the 
DARP study, addicts who were in treatment for more than 90 days were significantly less 
likely to use drugs in the year after treatment than those who were in treatment for fewer 
than 90 days (Simpson & Sells, 1982). Outpatient drug-free treatment, methadone 
maintenance, and therapeutic communities were equally effective at producing positive 
outcomes; clients in detoxification programs or those who dropped out of treatment within 
3 months showed no positive outcomes. Moreover, among drug treatment clients in general, 
arrest rates declined 74 percent and employment rates increased 24 percent after treatment. 
Twelve years after treatment, daily heroin use remained 74 percent lower (Simpson, 1993; 
Simpson & Sells, 1982, 1990). 
Approximately three-fourths of the opiate addicts studied in DARP reported at least one 
relapse to daily use after they had experienced a period of sobriety. The highest percentage 
of addicts (85%) who quit using drugs, did so while in treatment. The most common reasons 
reported for staying sober referred primarily to the adverse consequences of addiction. For 
example, 83 percent of the treatment participants indicated that they quit because they were 
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“tired of the hustle,” 56 percent, because they were “afraid of going to jail,” and 54 percent, 
because they had to “meet family responsibilities” (Simpson & Sells, 1990).     

10.2 Treatment outcome prospective study 
TOPS involved 11,000 people admitted from 1979 through 1981 to 41 drug treatment 
programs in 10 cities. Three types of programs were examined—outpatient drug free, 
residential, and methadone maintenance—and clients were followed 1, 2, and 3 to 5 years 
after treatment. TOPS found that drug treatment reduced drug use for as many as 5 years 
after a single treatment episode; different treatment modalities appeared to be equally 
effective in helping drug users recover. Declines in drug use were most dramatic among 
heroin and cocaine users (Hubbard et al., 1989) 
TOPS also produced solid evidence that drug treatment reduces drug users' criminal 
activities. Three to 5 years after treatment, the proportion of clients engaged in pretreatment 
predatory crimes decreased by one-third to one-half among the three treatment modalities. 
Moreover, TOPS demonstrated that drug treatment is cost-effective and cost-beneficial; data 
showed that the costs of treatment were recouped largely during treatment and that 
additional cost savings accrued with reductions in post-treatment drug use. Criminal justice 
savings were significant. Researchers reported a 30 percent decline in costs to victims of 
drug-related crimes and a 24 percent decline in costs to the criminal justice system 
(Harwood, Collins, Hubbard, Marsden, & Rachal, 1988). TOPS' principal investigators, 
Hubbard et al. (1989), concluded that "publicly funded drug abuse treatment is essential to 
our national effort to reduce the demand for drugs and its related social and economic costs" 
(p. 12) 

10.3 Drug abuse treatment outcome study 
DATOS, the third NIDA-funded comprehensive evaluation of drug abuse treatment 
(Leshner, 1997), followed a sample of 10,000 clients in 96 programs located in 11 large- and 
medium-sized cities in the United States for 36 months, from 1991 through 1993. DATOS 
participants were selected from four treatment programs: outpatient drug-free, outpatient 
methadone maintenance, short-term inpatient, and long-term residential. According to 
Leshner (1997), DATOS was “the first national study of treatment outcomes since the AIDS 
epidemic began, the first to examine outcomes for community-based cocaine abuse 
treatment, the first since the transition to NIDA block grants in 1981, and the first to include 
public and private short-term inpatient hospitals as a treatment modality” (p. 211) (also see 
Hubbard, Craddock, Flynn, Anderson, & Etheridge, 1997). 
DATOS found that a larger percentage of drug-free outpatients than similar TOPS 
participants were involved in the criminal justice system and that clients with psychiatric 
disorders were more likely to be poly-drug users (Flynn, Craddock, Luckey, Hubbard, & 
Dunteman, 1996). Drug treatment significantly reduced drug use from pretreatment 
baseline levels to 12-month post-treatment levels for persons addicted to heroin, cocaine, 
and other types of drugs (Hubbard, et al., 1997; Simpson, Brown, & Joe 1997). DATOS also 
found that ancillary services for addicts had declined, but drug treatment programs were 
delivering core services (i.e., assessment, treatment, and aftercare) more effectively than they 
had in the DARP and TOPS studies (Etheridge, Hubbard, Anderson, Craddock, & Flynn, 
1997). 
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In a five-year study of cocaine addicts, DATOS researchers reported that treatment reduced 
cocaine use from 100 percent at intake to 25 percent 5 years after discharge from treatment. 
Illegal activity declined from 40 percent in year 1 post-treatment to 25 percent in year 5 post-
treatment. In general, the study found that clients with more serious drug and psychosocial 
problems at intake had poorer outcomes in treatment. However, more exposure to 
treatment was related to more positive long-term outcomes (Simpson, Brown, & Joe, 1997). 

11. National treatment improvement evaluation study   
Another federally funded, national evaluation of drug treatment was the National 
Treatment Improvement Evaluation Study (NTIES). Funded by the Center for Substance 
Abuse Treatment and conducted by the National Opinion Research Center and the Research 
Triangle Institute, NTIES used a highly rigorous methodology and extensive outcome 
measures. The purpose of the project was to investigate the impact of drug treatment on 
more than 4,000 clients in publicly supported drug treatment programs across the country.   
NTIES found that drug treatment had numerous favorable effects on clients, including 
reductions in drug use. For example, one year after treatment, clients’ use of heroin dropped 
from 73 to 38 percent while cocaine use dropped from 40 to 18 percent. The study also found 
post-treatment reductions in arrests rates, self-reported criminal activities, drug selling, and 
illegal earnings. Among treatment participants, homelessness, unemployment, and welfare 
dependency declined while overall physical and mental health problems became less severe. 
Moreover, participants engaged in safer sex practices after drug treatment than before; 
specifically, the percentage of participants who reported having sex for money declined 56 
percent, and the number who had sex with an intravenous drug user declined 51 percent 
(Substance Abuse and Mental Health Services Administration [SAMHSA], 2007).    

12. Services research outcome study 
The Services Research Outcome Study (SROS), conducted by the Substance Abuse and 
Mental Health Services Administration (SAMHSA), was the first nationally representative 
study of drug treatment in the United States. SROS involved 1,800 participants in inpatient, 
outpatient, and residential care who were discharged in 1990 from a random sample of 100 
facilities in rural, suburban, and urban areas nationwide. Five years after treatment, 
participants were interviewed; the results showed consistent reductions in drug use —
namely, 45 percent in cocaine use, 28 percent in marijuana use, 17 percent in crack cocaine 
use, and 14 percent in alcohol and heroin use. The study also reported 23 to 38 percent 
reductions in criminal activity, such as burglary, the selling of drugs, and prostitution. 
Finally, after completing drug treatment, participants were less likely to be involved in 
physically abusive relationships or to attempt suicide and were more likely to live in secure 
housing (SAMHSA, 1998). 

13. Principles of effective drug treatment 
Several basic principles underlie and characterize successful drug treatment practices. These 
principles have largely been derived from studies of whether and how drug treatment 
works to change addicts’ behaviors; many of these studies were discussed earlier in this 
chapter (Anglin et al., 1996, 1998; Prendergast, Anglin, & Wellisch, 1995; Taxman & Spinner, 
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“tired of the hustle,” 56 percent, because they were “afraid of going to jail,” and 54 percent, 
because they had to “meet family responsibilities” (Simpson & Sells, 1990).     

10.2 Treatment outcome prospective study 
TOPS involved 11,000 people admitted from 1979 through 1981 to 41 drug treatment 
programs in 10 cities. Three types of programs were examined—outpatient drug free, 
residential, and methadone maintenance—and clients were followed 1, 2, and 3 to 5 years 
after treatment. TOPS found that drug treatment reduced drug use for as many as 5 years 
after a single treatment episode; different treatment modalities appeared to be equally 
effective in helping drug users recover. Declines in drug use were most dramatic among 
heroin and cocaine users (Hubbard et al., 1989) 
TOPS also produced solid evidence that drug treatment reduces drug users' criminal 
activities. Three to 5 years after treatment, the proportion of clients engaged in pretreatment 
predatory crimes decreased by one-third to one-half among the three treatment modalities. 
Moreover, TOPS demonstrated that drug treatment is cost-effective and cost-beneficial; data 
showed that the costs of treatment were recouped largely during treatment and that 
additional cost savings accrued with reductions in post-treatment drug use. Criminal justice 
savings were significant. Researchers reported a 30 percent decline in costs to victims of 
drug-related crimes and a 24 percent decline in costs to the criminal justice system 
(Harwood, Collins, Hubbard, Marsden, & Rachal, 1988). TOPS' principal investigators, 
Hubbard et al. (1989), concluded that "publicly funded drug abuse treatment is essential to 
our national effort to reduce the demand for drugs and its related social and economic costs" 
(p. 12) 

10.3 Drug abuse treatment outcome study 
DATOS, the third NIDA-funded comprehensive evaluation of drug abuse treatment 
(Leshner, 1997), followed a sample of 10,000 clients in 96 programs located in 11 large- and 
medium-sized cities in the United States for 36 months, from 1991 through 1993. DATOS 
participants were selected from four treatment programs: outpatient drug-free, outpatient 
methadone maintenance, short-term inpatient, and long-term residential. According to 
Leshner (1997), DATOS was “the first national study of treatment outcomes since the AIDS 
epidemic began, the first to examine outcomes for community-based cocaine abuse 
treatment, the first since the transition to NIDA block grants in 1981, and the first to include 
public and private short-term inpatient hospitals as a treatment modality” (p. 211) (also see 
Hubbard, Craddock, Flynn, Anderson, & Etheridge, 1997). 
DATOS found that a larger percentage of drug-free outpatients than similar TOPS 
participants were involved in the criminal justice system and that clients with psychiatric 
disorders were more likely to be poly-drug users (Flynn, Craddock, Luckey, Hubbard, & 
Dunteman, 1996). Drug treatment significantly reduced drug use from pretreatment 
baseline levels to 12-month post-treatment levels for persons addicted to heroin, cocaine, 
and other types of drugs (Hubbard, et al., 1997; Simpson, Brown, & Joe 1997). DATOS also 
found that ancillary services for addicts had declined, but drug treatment programs were 
delivering core services (i.e., assessment, treatment, and aftercare) more effectively than they 
had in the DARP and TOPS studies (Etheridge, Hubbard, Anderson, Craddock, & Flynn, 
1997). 
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In a five-year study of cocaine addicts, DATOS researchers reported that treatment reduced 
cocaine use from 100 percent at intake to 25 percent 5 years after discharge from treatment. 
Illegal activity declined from 40 percent in year 1 post-treatment to 25 percent in year 5 post-
treatment. In general, the study found that clients with more serious drug and psychosocial 
problems at intake had poorer outcomes in treatment. However, more exposure to 
treatment was related to more positive long-term outcomes (Simpson, Brown, & Joe, 1997). 

11. National treatment improvement evaluation study   
Another federally funded, national evaluation of drug treatment was the National 
Treatment Improvement Evaluation Study (NTIES). Funded by the Center for Substance 
Abuse Treatment and conducted by the National Opinion Research Center and the Research 
Triangle Institute, NTIES used a highly rigorous methodology and extensive outcome 
measures. The purpose of the project was to investigate the impact of drug treatment on 
more than 4,000 clients in publicly supported drug treatment programs across the country.   
NTIES found that drug treatment had numerous favorable effects on clients, including 
reductions in drug use. For example, one year after treatment, clients’ use of heroin dropped 
from 73 to 38 percent while cocaine use dropped from 40 to 18 percent. The study also found 
post-treatment reductions in arrests rates, self-reported criminal activities, drug selling, and 
illegal earnings. Among treatment participants, homelessness, unemployment, and welfare 
dependency declined while overall physical and mental health problems became less severe. 
Moreover, participants engaged in safer sex practices after drug treatment than before; 
specifically, the percentage of participants who reported having sex for money declined 56 
percent, and the number who had sex with an intravenous drug user declined 51 percent 
(Substance Abuse and Mental Health Services Administration [SAMHSA], 2007).    

12. Services research outcome study 
The Services Research Outcome Study (SROS), conducted by the Substance Abuse and 
Mental Health Services Administration (SAMHSA), was the first nationally representative 
study of drug treatment in the United States. SROS involved 1,800 participants in inpatient, 
outpatient, and residential care who were discharged in 1990 from a random sample of 100 
facilities in rural, suburban, and urban areas nationwide. Five years after treatment, 
participants were interviewed; the results showed consistent reductions in drug use —
namely, 45 percent in cocaine use, 28 percent in marijuana use, 17 percent in crack cocaine 
use, and 14 percent in alcohol and heroin use. The study also reported 23 to 38 percent 
reductions in criminal activity, such as burglary, the selling of drugs, and prostitution. 
Finally, after completing drug treatment, participants were less likely to be involved in 
physically abusive relationships or to attempt suicide and were more likely to live in secure 
housing (SAMHSA, 1998). 

13. Principles of effective drug treatment 
Several basic principles underlie and characterize successful drug treatment practices. These 
principles have largely been derived from studies of whether and how drug treatment 
works to change addicts’ behaviors; many of these studies were discussed earlier in this 
chapter (Anglin et al., 1996, 1998; Prendergast, Anglin, & Wellisch, 1995; Taxman & Spinner, 
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1997). With funding and guidance from NIDA, researchers explored the implementation of 
drug treatment programs and their effects on a variety of populations. Their aggregate 
findings led to the identification of core program elements that assist addicts in achieving 
sobriety and improving their lives in many areas of functioning (NIDA, 2006a; 2006b). The 
following is a synthesis and distillation of NIDA’s principles of effective drug-treatment 
programs.     

13.1 Drug assessment and treatment matching  
The first principle is that no single drug treatment regimen is useful for all addicts (NIDA, 
2006a). To develop successful treatment approaches, tailored to each client’s addiction and 
service needs, clinical evaluations must be conducted to assess the specific nature and extent 
of clients’ substance use disorders. The fundamental clinical question is what type of 
treatment or intervention is most appropriate for what type of client, in which type of 
setting, and for what length of time (NIDA, 2006a.  
A crucial first step in the formulation of an individualized treatment plan is the use of 
comprehensive and standardized assessment protocols that collect accurate information 
about a client’s current and previous drug use; criminal history; medical conditions; drug 
and psychiatric treatment experiences; education and employment records; cognitive, 
psychological, and interpersonal adjustment; and social support networks (Anglin et al., 
1996). Before treatment begins, a client’s readiness and motivation for change must also be 
thoroughly evaluated (NIDA, 1999).  
At intake, clients should be tested for communicable diseases (e.g., HIV/AIDS, tuberculosis, 
and Hepatitis B and C), which are significantly more prevalent among people who use 
drugs (NIDA, 2006a). If they test positive, clients should be counseled on treatment options 
and the importance of avoiding behaviors that can spread infections to others. If they test 
negative, clients should be counseled on ways to prevent infection through safer sex and 
drug-use practices (so-called harm reduction strategies) as they strive for recovery.        
Following assessment, clients’ problems and needs should be matched to treatment settings 
and strategies (NIDA, 2006a). Addicts who openly acknowledge their drug problems and 
commit fully to the recovery process can benefit greatly from drug treatment and adjunctive 
social and medical services (Simpson, 1998b). Repeated, unfavorable consequences from 
substance abuse can lead addicts to realize that professional interventions are necessary to 
achieve sobriety (Hoffman & Fromeke, 2007). Thus, addicts with extensive drug use and 
criminal histories are often amenable to treatment (Anglin et al., 1996).  
Clients in the early stages of drug use can also be excellent candidates for drug treatment 
programs (Center for Substance Abuse Treatment, 1994). With the implementation of proper 
assessment and treatment-matching techniques, most persons with substance use disorders 
can be helped by treatment at any juncture in their addiction careers. The old adage that 
drug abusers must “hit rock bottom” before they can begin recovery is supported by neither 
research nor clinical experience (Hoffman & Fromeke, 2007). 

13.2 Availability and length of participation  
The second principle is that effective treatment takes time and must be highly accessible and 
readily available to take advantage of addicts’ readiness for change (NIDA, 2006a). People 
with substance use disorders can lose their interest and willingness to enter treatment when 
they languish on waiting lists for services. Drug users must break through their denial and 
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hesitancy and become motivated in the early stages of the recovery process, paving the way 
for long-term care (Anglin et al., 1996). Motivational interviewing techniques can be quite 
effective in encouraging engagement in the initial phases of treatment (NIDA, 2006a).  
Treatment takes time.  Addiction is an intractable disease and cannot be overcome with brief 
interventions. Hence, the goal of treatment should be the management of addiction, not its 
cure. Many studies show that the length of stay in treatment is positively related to 
outcomes (De Leon, 1991; Simpson, 1979, 1998a; Simpson, Joe, Lehman, & Sells, 1986). 
However, clients frequently leave drug treatment prematurely; therefore, different strategies 
must be used to engage and retain addicts in services long enough for them to gain 
therapeutic benefit from their participation. The threshold for achieving significant 
improvement in treatment is generally reached in three months, and several episodes of 
treatment, aftercare, and relapse are expected before abstinence is attained (Gendreau, 1996; 
Wexler, Falkin, Lipton, & Rosenblum, 1992).  
Fletcher, Tims, and Brown (1997) observed that the "association between treatment duration 
and outcomes is strong enough to warrant research simply to improve retention.” 
Furthermore, they stated that "time itself is a surrogate measure that might represent, for 
example, motivation, willingness to adhere to treatment, a process of behavioral change, or 
the ability of the practitioner to engage the patient" (p. 223). Therefore, favorable treatment 
outcomes depend not only on time spent in treatment but also on what happens during 
treatment to change clients' behaviors (Anglin et al., 1996). Recovery is a nonlinear process. 
Addicts learn to eschew old patterns of thinking (e.g., criminogenic attitudes and beliefs) 
and behaving and to replace them with new problem-solving skills for reducing cravings, 
avoiding relapse triggers (i.e., places, persons, and paraphernalia that remind the addict of 
drug use), and re-establishing healthy interpersonal relationships. Recovery involves steady 
progress toward a responsible, abstinent, and productive life (NIDA, 2006a).  

13.3 Treatment structure and coercion  
The third principle is that treatment should be both highly structured and adaptable, 
involving medical detoxification for persons with a substance dependence disorder and a 
contingency management component for all clients. Detoxification safely alleviates the acute 
physical symptoms of withdrawal and is a necessary (but not sufficient) precursor to 
successful drug treatment. Under a physician’s care, detoxification is conducted in a hospital 
or residential setting and lasts from three to five days (Hoffman & Fromeke, 2007; NIDA, 
2006a). After a client becomes stabilized through detoxification, progressive incentives can 
be incorporated into treatment. Different types of contingency contracts include positive and 
negative reinforcements to encourage addicts to remain drug free and engaged in the 
therapeutic process (Onken, Blain, & Boren, 1997). Voucher-based incentives can be 
combined with non-monetary rewards, such as verbal recognition, reward ceremonies, and 
certificates of completion (NIDA, 2006a).  
Graduated sanctions should be leveled against participants who do not adhere to program 
regulations, and rewards should be given to those who do. To be most effective, positive 
and negative sanctions must be clearly specified, explicitly tied to behaviors, and swiftly 
administered (NIDA, 2006a). They should also be progressive and commensurate with the 
severity of clients’ rule breaking or their degree of improvement. Clients should be 
monitored throughout treatment to overcome their struggles to identify and avoid the 
triggers for relapse. The continued use of drugs should be tracked through urinalysis or 
other objective drug tests (NIDA, 2006a).    
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findings led to the identification of core program elements that assist addicts in achieving 
sobriety and improving their lives in many areas of functioning (NIDA, 2006a; 2006b). The 
following is a synthesis and distillation of NIDA’s principles of effective drug-treatment 
programs.     

13.1 Drug assessment and treatment matching  
The first principle is that no single drug treatment regimen is useful for all addicts (NIDA, 
2006a). To develop successful treatment approaches, tailored to each client’s addiction and 
service needs, clinical evaluations must be conducted to assess the specific nature and extent 
of clients’ substance use disorders. The fundamental clinical question is what type of 
treatment or intervention is most appropriate for what type of client, in which type of 
setting, and for what length of time (NIDA, 2006a.  
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for long-term care (Anglin et al., 1996). Motivational interviewing techniques can be quite 
effective in encouraging engagement in the initial phases of treatment (NIDA, 2006a).  
Treatment takes time.  Addiction is an intractable disease and cannot be overcome with brief 
interventions. Hence, the goal of treatment should be the management of addiction, not its 
cure. Many studies show that the length of stay in treatment is positively related to 
outcomes (De Leon, 1991; Simpson, 1979, 1998a; Simpson, Joe, Lehman, & Sells, 1986). 
However, clients frequently leave drug treatment prematurely; therefore, different strategies 
must be used to engage and retain addicts in services long enough for them to gain 
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progress toward a responsible, abstinent, and productive life (NIDA, 2006a).  
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contingency management component for all clients. Detoxification safely alleviates the acute 
physical symptoms of withdrawal and is a necessary (but not sufficient) precursor to 
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regulations, and rewards should be given to those who do. To be most effective, positive 
and negative sanctions must be clearly specified, explicitly tied to behaviors, and swiftly 
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monitored throughout treatment to overcome their struggles to identify and avoid the 
triggers for relapse. The continued use of drugs should be tracked through urinalysis or 
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Treatment success depends on the adaptability of services in meeting addicts’ changing life 
circumstances (McLellan, Arndt, Metzger, Woody, & O'Brien, 1993). Interventions are most 
effective when they are responsive to addicts' evolving needs at different points in the 
recovery process (Anglin et al., 1996). Treatment and service plans should be continually 
renewed and modified throughout recovery. They must always be sensitive and responsive 
to differences in clients’ age, gender, race, ethnicity, and sexual orientation. Practitioners 
should be skilled at combining several modalities, including medication, individual and 
group psychotherapy, family interventions, childcare assistance, and legal services.  
Medications, such as methadone, LAAM, Naltrexone, and bupropion, can be essential 
aspects of care, especially when administered with psychotherapy and other supportive 
interventions (NIDA, 2006a). In addition, “self help can complement and extend the effects 
of professional treatment” (NIDA, 2006a, p. 20). Self-help interventions include 12-step 
programs (e.g., Alcoholics Anonymous, Narcotics Anonymous, and Cocaine Anonymous) 
(NIDA, 2006a).  
Drug treatment programs must be flexible in their responses to relapses—expected, not 
exceptional, setbacks on the pathway to sobriety. Relapses can occur even after prolonged 
periods of abstinence, although addicts are most vulnerable to relapse in the first three to six 
months after treatment (Hoffman & Fromeke, 2007; NIDA, 2006a). Occasional drug use by 
participants, which minimally disrupts the recovery process, should be handled 
immediately through placement in detoxification, exposure to graduated sanctions, or 
return to a higher level of care. As a rule, one or two minor relapses should not result in 
participants being summarily dropped from drug treatment programs as the termination of 
treatment after relapse is ill-advised, unjustified, and unethical from a medical standpoint 
(Hoffman & Fromeke, 2007).  
Addicts who are coerced into drug treatment by legal mandates are just as successful in 
recovery as those who enter treatment programs voluntarily, and legally coerced 
participants typically remain in treatment programs longer (Anglin et al., 1990). Whenever 
possible, legal mandates should be used to order offenders to participate in drug treatment 
programs and to hold them accountable for their progress in recovery (NIDA, 2006a). 
Coercion involves entering and complying with drug treatment or facing legal 
consequences. Participation is mandatory and noncompliance can result in sanctions, such 
as incarceration, the loss of child custody rights, or more stringent conditions of community 
supervision. Coerced treatment can be mandated at various stages of the criminal justice 
process and imposed with varying degrees of restrictiveness. Judges can offer a defendant 
the choice between treatment and incarceration. Probation officers can recommend and 
enforce treatment as a court-ordered condition of probation. Prison administrators can place 
inmates involuntarily into drug treatment programs (Lurigio, 2002).  
A willingness to enter treatment is not a prerequisite for success (Hoffman & Fromeke, 
2007). Legal coercion compels addicts make decisions that they might not be able to make on 
their own. Coercion is leverage that keeps addicted offenders in treatment long enough to 
benefit from the positive effects of a supportive therapeutic experience and become 
intrinsically motivated to remain and succeed in care. In short, coerced treatment provides 
services for addicts that would otherwise have been unavailable to them (Lurigio, 2002).  

13.4 Evidence-based treatment    
The fourth principle is that drug treatment must be evidence-based (science-validated) and 
implemented in accordance with proven models of recovery (Hoffman & Fromeke, 2007). 
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Evidence-based practices are never grounded in a drug treatment agency’s traditions or the 
experiences or preferences of its staff; instead, they are supported by independent research 
that demonstrates their effectiveness in achieving outcomes that are broadly endorsed by 
experts and practitioners in the addiction field (Lurigio, 2006). As Brady states in Hoffman 
and Fromeke (2007, p. 135), “Evidence-based treatment is treatment that has been proven to 
work through rigorous scientific studies. Evidence-based treatment is particularly important 
in the addictions field because many myths and personal biases have infiltrated the 
treatment area and are often accepted without question.”   
The most compelling evidence of a program’s effectiveness emerges from research that 
includes representative samples of participants, random assignment to treatment and 
control groups, and baseline and follow-up measures of client performance that are valid 
(accurate) and reliable (consistent). Moreover, the most useful results of studies—for the 
purpose of establishing evidence-based practices—are based on evaluations of programs 
that are manualized and implemented by trained, credentialed, and experienced staff 
persons. Practitioners must implement treatment protocols carefully and consistently, and 
participate regularly in professional development activities (Lurigio, 2006). Evidence-based 
drug treatment services include: relapse prevention therapy, supportive-expressive 
psychotherapy, individualized drug counseling, motivational enhancement therapy, 
multidimensional family therapy for adolescents, and the matrix model (NIDA 2006b).  

13.5 Network of services  
The fifth principle is that people with substance use problems should receive services that 
address their other difficulties (NIDA, 2006a). Drug abusers tend to suffer from a variety of 
psychological, medical, and social problems as well as deficits in education, employment, 
and housing (Swartz & Lurigio, 1999). Many of these problems persist throughout the 
recovery process (McLellan, et al., 1981). Drug treatment practitioners should collaborate 
with other service providers (e.g., psychiatrists and psychologists, vocational training 
experts, and housing advocates) in addressing the multifaceted problems of drug addicts, 
especially those with comorbid psychiatric disorders who need integrated substance use 
and psychiatric treatment services. Addicts must be treated comprehensively; their various 
problems should be addressed simultaneously, not sequentially (Waller & Weiner, 1989). 

13.6 Continuity of care   
The sixth principle is that residential (short- or long-term) treatment must be followed by a 
continuum of care, namely, intensive outpatient treatment, aftercare, and relapse prevention 
services. Seamless interventions are instrumental in achieving sobriety (NIDA, 2006a; 
Russell, 1994). As mentioned throughout this chapter, drug abuse and dependence disorders 
are chronic, and several cycles of treatment and aftercare services—often “with a cumulative 
impact”—are required to minimize relapses and sustain recovery (NIDA, 1999, p. 16). If 
drug abusers remain in intensive treatment for at least 90 days and receive continuous care 
after treatment, they are more likely to attain sobriety, get a job, and stop committing crimes 
(NIDA, 2006b).  
Continuity of care is particularly crucial to the recovery of drug-involved offenders leaving 
correctional settings (NIDA, 1999; Peters, 1993). Offenders who complete structured drug 
treatment programs in jails or prisons should be assisted in their transition to community-
based services by engaging in prerelease planning and programming activities. Without 
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(NIDA, 2006a).  
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exceptional, setbacks on the pathway to sobriety. Relapses can occur even after prolonged 
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programs and to hold them accountable for their progress in recovery (NIDA, 2006a). 
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as incarceration, the loss of child custody rights, or more stringent conditions of community 
supervision. Coerced treatment can be mandated at various stages of the criminal justice 
process and imposed with varying degrees of restrictiveness. Judges can offer a defendant 
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enforce treatment as a court-ordered condition of probation. Prison administrators can place 
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2007). Legal coercion compels addicts make decisions that they might not be able to make on 
their own. Coercion is leverage that keeps addicted offenders in treatment long enough to 
benefit from the positive effects of a supportive therapeutic experience and become 
intrinsically motivated to remain and succeed in care. In short, coerced treatment provides 
services for addicts that would otherwise have been unavailable to them (Lurigio, 2002).  

13.4 Evidence-based treatment    
The fourth principle is that drug treatment must be evidence-based (science-validated) and 
implemented in accordance with proven models of recovery (Hoffman & Fromeke, 2007). 
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in the addictions field because many myths and personal biases have infiltrated the 
treatment area and are often accepted without question.”   
The most compelling evidence of a program’s effectiveness emerges from research that 
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control groups, and baseline and follow-up measures of client performance that are valid 
(accurate) and reliable (consistent). Moreover, the most useful results of studies—for the 
purpose of establishing evidence-based practices—are based on evaluations of programs 
that are manualized and implemented by trained, credentialed, and experienced staff 
persons. Practitioners must implement treatment protocols carefully and consistently, and 
participate regularly in professional development activities (Lurigio, 2006). Evidence-based 
drug treatment services include: relapse prevention therapy, supportive-expressive 
psychotherapy, individualized drug counseling, motivational enhancement therapy, 
multidimensional family therapy for adolescents, and the matrix model (NIDA 2006b).  
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address their other difficulties (NIDA, 2006a). Drug abusers tend to suffer from a variety of 
psychological, medical, and social problems as well as deficits in education, employment, 
and housing (Swartz & Lurigio, 1999). Many of these problems persist throughout the 
recovery process (McLellan, et al., 1981). Drug treatment practitioners should collaborate 
with other service providers (e.g., psychiatrists and psychologists, vocational training 
experts, and housing advocates) in addressing the multifaceted problems of drug addicts, 
especially those with comorbid psychiatric disorders who need integrated substance use 
and psychiatric treatment services. Addicts must be treated comprehensively; their various 
problems should be addressed simultaneously, not sequentially (Waller & Weiner, 1989). 
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impact”—are required to minimize relapses and sustain recovery (NIDA, 1999, p. 16). If 
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aftercare services (i.e., continuity of care), the gains that offenders make in prison or jail 
treatment programs are frequently diminished or lost altogether (Lipton, 1995; NIDA, 
2006a).  
Prison inmates who participated in a drug treatment program with follow-up services in 
work release centers demonstrated significantly lower drug use and recidivism rates than 
those who participated in institutional treatment only (Inciardi, 1998). Similarly, offenders 
participating in both prison- and community-based treatment programs were less likely to 
commit subsequent crimes than offenders who participated in drug treatment without 
follow-up care (Wexler, 1996; Wexler, De Leon, Thomas, Kressel, & Peters, 1999). 
Numerous obstacles can impede the delivery of aftercare services, including the fragmented 
nature of the criminal justice system, the lack of coordination between criminal justice 
practitioners and treatment providers, and the absence of incentives and sanctions for 
offenders to remain drug free after unsupervised release from jails and prisons. The paucity 
of community treatment programs and treatment providers' inexperience with offenders are 
also impediments to recovery (Field, 1998). Relapse prevention services for offenders should 
be more thoroughly studied and understood (Vigdal, 1995) as suggested by the following 
under-investigated and unresolved issues: 
 Reasons why offenders are especially vulnerable to relapse, including stressors related 

to release from correctional facilities and psychosocial factors related to crime and drug 
use; 

 The evolving recovery process at its various stages; 
 The destabilized and stabilized relapse-prone individual; 
 Methods to overcome recovery plateaus; 
 Basic components of relapse prevention therapy (e.g., self-knowledge and identification 

of warning signs, coping skills and management of warning signs, and involvement of 
family members and others in the relapse prevention plan; and 

 The timing of relapse prevention efforts, particularly in advance of release from jail and 
prison. 

13.7 Service coordination   
The seventh principle is that drug treatment programs for offenders work best when 
criminal justice professionals (e.g., probation, parole, and detention officers) and service 
providers communicate with one another and coordinate their efforts (NIDA, 2006a). Cross-
training can help both groups understand the competencies and limitations of the other and 
work more effectively as a case management team. As stated in NIDA (2006a), “The 
coordination of drug abuse treatment with correctional planning can encourage 
participation in drug abuse treatment and can help treatment providers incorporate 
correctional requirements as treatment goals.” (p. 3)   
Treatment Alternatives for Safe Communities (TASC) was the culmination of a federal effort 
to establish and promote coordination between criminal justice agencies and treatment 
providers at the local level. Seeded in 1972 with funding from the Law Enforcement and 
Assistance Administration, TASC’s first pilot program was implemented in Wilmington, 
Delaware. By 2007, more than 220 TASC programs were operating in 30 states. TASC 
identifies, assesses, and refers offenders at the pretrial and post-adjudication levels to 
treatment and adjunctive services. TASC monitors clients' treatment progress through case 
management, urine testing, and other techniques, and reports violations of the conditions of 
release to the court.  
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Case managers establish linkages between treatment providers and correctional staff in 
order to develop coordinated strategies that hold offenders accountable and protect 
community safety (Anglin et al., 1996; Inciardi & McBride, 1991; Swartz, 1993; Weinman, 
1990). The critical elements of TASC operations include “a process to coordinate justice, 
treatment, and other systems; procedures for providing information and cross-training to 
justice, treatment, and other systems; policies and procedures for regular staff training; 
clearly defined client eligibility criteria; and performance of client-centered case 
management” (National TASC, 2007).    

13.8 Program evaluation   
The eighth principle is that drug treatment programs should be routinely examined by 
outside evaluators to determine whether services are being implemented as planned 
(treatment fidelity) and to measure the overall impact of services (treatment effectiveness). 
Process evaluations should provide program staff members with real-time information that 
can be used to improve service delivery and preserve treatment integrity. Outcome 
evaluations should be based on internally valid research designs that incorporate random 
assignment and control groups; such designs yield data that permit confident conclusions 
about program effectiveness. Researchers should also consider client selection criteria and 
attrition (i.e., program dropouts) when interpreting results. 
Evaluations of program impact must include a variety of outcome measures, such as 
number and type of drugs used; frequency of drug use; treatment retention; desistence from 
criminal activities; length of time to relapse and rearrest; vocational skills; employment; 
social, psychological, and family functioning; reliance on social service agencies; physical 
and emotional health; HIV risk behaviors; and mortality rates (Anglin & Hser, 1990; Swartz, 
1993; Vigdal, 1995). Finally, researchers should test different treatment modalities to 
ascertain which approaches work best with which groups of clients; they should also 
employ longitudinal and nested research designs to understand more precisely the 
effectiveness of interventions as well as the trajectories of participants' addiction and 
criminal careers (Leukefeld & Tims, 1992).  

14. Conclusions  
The use of illicit substances is common in the United States. The casual use of drugs can 
escalate to misuse, abuse, and dependence, resulting in distress and impairment in 
functioning as well as hardship for users’ families and the larger community. The criteria for 
rendering a clinical diagnosis of drug abuse and dependence are enumerated in the 4th 
Edition of the Diagnostic and Statistical Manual of the American Psychiatric Association 
(DSM-IV-TR). These criteria help diagnosticians in evaluating the nature and severity of 
substance use disorders. Although substance use disorders produce serious harm for those 
affiliated with such problems, they are considered treatable conditions. Many studies have 
demonstrated the effectiveness of drug treatment in leading to recovery. Substance use 
changes brain chemistry and functioning; therefore addiction is a chronic disease that 
requires a life-long commitment to achieve long-term sobriety. 
Since the War on Drugs was declared 40 years ago, people arrested for drug crimes have 
been the fastest-growing subpopulations at every step in the criminal justice process from 
arrest to post-incarcerative release from prison. The criminal justice system often provides 
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aftercare services (i.e., continuity of care), the gains that offenders make in prison or jail 
treatment programs are frequently diminished or lost altogether (Lipton, 1995; NIDA, 
2006a).  
Prison inmates who participated in a drug treatment program with follow-up services in 
work release centers demonstrated significantly lower drug use and recidivism rates than 
those who participated in institutional treatment only (Inciardi, 1998). Similarly, offenders 
participating in both prison- and community-based treatment programs were less likely to 
commit subsequent crimes than offenders who participated in drug treatment without 
follow-up care (Wexler, 1996; Wexler, De Leon, Thomas, Kressel, & Peters, 1999). 
Numerous obstacles can impede the delivery of aftercare services, including the fragmented 
nature of the criminal justice system, the lack of coordination between criminal justice 
practitioners and treatment providers, and the absence of incentives and sanctions for 
offenders to remain drug free after unsupervised release from jails and prisons. The paucity 
of community treatment programs and treatment providers' inexperience with offenders are 
also impediments to recovery (Field, 1998). Relapse prevention services for offenders should 
be more thoroughly studied and understood (Vigdal, 1995) as suggested by the following 
under-investigated and unresolved issues: 
 Reasons why offenders are especially vulnerable to relapse, including stressors related 

to release from correctional facilities and psychosocial factors related to crime and drug 
use; 

 The evolving recovery process at its various stages; 
 The destabilized and stabilized relapse-prone individual; 
 Methods to overcome recovery plateaus; 
 Basic components of relapse prevention therapy (e.g., self-knowledge and identification 

of warning signs, coping skills and management of warning signs, and involvement of 
family members and others in the relapse prevention plan; and 

 The timing of relapse prevention efforts, particularly in advance of release from jail and 
prison. 

13.7 Service coordination   
The seventh principle is that drug treatment programs for offenders work best when 
criminal justice professionals (e.g., probation, parole, and detention officers) and service 
providers communicate with one another and coordinate their efforts (NIDA, 2006a). Cross-
training can help both groups understand the competencies and limitations of the other and 
work more effectively as a case management team. As stated in NIDA (2006a), “The 
coordination of drug abuse treatment with correctional planning can encourage 
participation in drug abuse treatment and can help treatment providers incorporate 
correctional requirements as treatment goals.” (p. 3)   
Treatment Alternatives for Safe Communities (TASC) was the culmination of a federal effort 
to establish and promote coordination between criminal justice agencies and treatment 
providers at the local level. Seeded in 1972 with funding from the Law Enforcement and 
Assistance Administration, TASC’s first pilot program was implemented in Wilmington, 
Delaware. By 2007, more than 220 TASC programs were operating in 30 states. TASC 
identifies, assesses, and refers offenders at the pretrial and post-adjudication levels to 
treatment and adjunctive services. TASC monitors clients' treatment progress through case 
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Case managers establish linkages between treatment providers and correctional staff in 
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1990). The critical elements of TASC operations include “a process to coordinate justice, 
treatment, and other systems; procedures for providing information and cross-training to 
justice, treatment, and other systems; policies and procedures for regular staff training; 
clearly defined client eligibility criteria; and performance of client-centered case 
management” (National TASC, 2007).    

13.8 Program evaluation   
The eighth principle is that drug treatment programs should be routinely examined by 
outside evaluators to determine whether services are being implemented as planned 
(treatment fidelity) and to measure the overall impact of services (treatment effectiveness). 
Process evaluations should provide program staff members with real-time information that 
can be used to improve service delivery and preserve treatment integrity. Outcome 
evaluations should be based on internally valid research designs that incorporate random 
assignment and control groups; such designs yield data that permit confident conclusions 
about program effectiveness. Researchers should also consider client selection criteria and 
attrition (i.e., program dropouts) when interpreting results. 
Evaluations of program impact must include a variety of outcome measures, such as 
number and type of drugs used; frequency of drug use; treatment retention; desistence from 
criminal activities; length of time to relapse and rearrest; vocational skills; employment; 
social, psychological, and family functioning; reliance on social service agencies; physical 
and emotional health; HIV risk behaviors; and mortality rates (Anglin & Hser, 1990; Swartz, 
1993; Vigdal, 1995). Finally, researchers should test different treatment modalities to 
ascertain which approaches work best with which groups of clients; they should also 
employ longitudinal and nested research designs to understand more precisely the 
effectiveness of interventions as well as the trajectories of participants' addiction and 
criminal careers (Leukefeld & Tims, 1992).  

14. Conclusions  
The use of illicit substances is common in the United States. The casual use of drugs can 
escalate to misuse, abuse, and dependence, resulting in distress and impairment in 
functioning as well as hardship for users’ families and the larger community. The criteria for 
rendering a clinical diagnosis of drug abuse and dependence are enumerated in the 4th 
Edition of the Diagnostic and Statistical Manual of the American Psychiatric Association 
(DSM-IV-TR). These criteria help diagnosticians in evaluating the nature and severity of 
substance use disorders. Although substance use disorders produce serious harm for those 
affiliated with such problems, they are considered treatable conditions. Many studies have 
demonstrated the effectiveness of drug treatment in leading to recovery. Substance use 
changes brain chemistry and functioning; therefore addiction is a chronic disease that 
requires a life-long commitment to achieve long-term sobriety. 
Since the War on Drugs was declared 40 years ago, people arrested for drug crimes have 
been the fastest-growing subpopulations at every step in the criminal justice process from 
arrest to post-incarcerative release from prison. The criminal justice system often provides 
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the first and only opportunity for criminally involved drugs users to obtain substance abuse 
treatment and other recovery services. NIDA has discussed several principles of effective 
care for drug-involved members of the general and correctional populations, including 
assessment, treatment matching, relapse prevention, the use of medications and adjunctive 
services, and the evaluation of services to identify evidence-based practices.        
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1. Introduction  
In this review, we aim to highlight the importance of neuropharmacological data, originated 
in non-human primate studies, towards our understanding of the mechanisms of cocaine 
addiction. Most studies in this field are undertaken with rodents as animal models, having 
provided over the years important knowledge on the behavioral, neurological and 
pharmacological mechanisms of drug addiction. There are, nonetheless, significant 
hormonal, neurochemical and neuroanatomical discrepancies between rodents and 
primates, particularly in reference to humans. Although the phylogenetic distance between 
humans-rodents, as opposed to humans-non-human primates may seem obvious, the 
impact this has on research findings is not always very evident. The gap in brain chemistry, 
neuronal organization and development, as well as behavioral diversity has serious 
implications in rodent models and limits somewhat their significance and generalization 
potential when trying to understand cocaine addiction – a phenomenon typical in humans. 
Due to ethical and important methodological restrictions on human testing, non-human 
primate (NHP) models are not only insightful, but also crucial to further the current 
scientific knowledge on this topic.   

2. Addiction and cocaine 
Cocaine is one of the most prevalent drugs of abuse. Data from the World Health 
Organization (WHO) estimated that, until 2008, approximately 19 million people worldwide 
had made use of cocaine (WHO, 2010). While the illicit retail market of cocaine is deemed to 
be worth around US$ 88 billions per year (WHO, 2009), its economic burden is difficult to 
measure. In terms of health treatment costs, there were 31,800 drug-related deaths in the 
United States alone in 2007 – a rate twice as high as that for murder in that year – with 
cocaine being related to about 40% of this toll. From 2002 to 2007, the WHO estimates that 
these premature deaths cost around 33 billion dollars. The American Drug Control 
program’s budget for all drug-related control efforts in 2011 corresponds to US$15 billion, 
including treatment, prevention and illicit trade combat (National Drug Control Budget, 
2011). Most of this will be spent on cocaine control, as the USA is the major destination of 
cocaine exports (WHO). On the other hand, the global cost of cocaine is less clear, 
considering that data from several countries are less reliable or regular.  



 
Psychiatric Disorders – Trends and Developments 

 

338 

Wexler, H. K. (1996). The Amity Prison TC evaluation: Inmate profiles and reincarceration 
outcomes. Presentation for the California Department of Corrections, Sacramento, 
CA.  

Wexler, H K, De Leon, G. Thomas, G., Kiessel, D., & Peters, 3. (1999) .The Amity Prison T'C 
evaluation: Reincarceration outcomes. Criminal Justice and Behavior, 26, 147-.167. 

Wexler, H. K., Falkin, G P., Lipton, D. S & Rosenblum, A. B. (1992). Outcome evaluation of a 
prison therapeutic community for substance abuse treatment In C. G Leukefeld & 
F. M Tims (Eds.), Drug abuse treatment in prisons and jails (NIDA Research 
Monograph 118, DIMS Publication Number ADM 92-1884, pp. 54-72). Washington, 
DC: National Institute on Drug Abuse. 

World Health Organization. (2004). Neuroscience of psychoactive substance use and  dependence. 
Geneva,  Switzerland:Author. 

World Health Organization. (1986). Ottawa charter for health promotion. Presented at the  first 
international conference on health promotion. Ottawa, Canada. (November 21, 
1986).  

 http://www.intechweb.org/booksprocess/authorguidelines/chapter/36007  

13 

Contributions of Non-Human Primates to  
the Understanding of Cocaine Addiction 

Rafael S. Maior, Marilia Barros and Carlos Tomaz 
University of Brasilia 

Brazil 

1. Introduction  
In this review, we aim to highlight the importance of neuropharmacological data, originated 
in non-human primate studies, towards our understanding of the mechanisms of cocaine 
addiction. Most studies in this field are undertaken with rodents as animal models, having 
provided over the years important knowledge on the behavioral, neurological and 
pharmacological mechanisms of drug addiction. There are, nonetheless, significant 
hormonal, neurochemical and neuroanatomical discrepancies between rodents and 
primates, particularly in reference to humans. Although the phylogenetic distance between 
humans-rodents, as opposed to humans-non-human primates may seem obvious, the 
impact this has on research findings is not always very evident. The gap in brain chemistry, 
neuronal organization and development, as well as behavioral diversity has serious 
implications in rodent models and limits somewhat their significance and generalization 
potential when trying to understand cocaine addiction – a phenomenon typical in humans. 
Due to ethical and important methodological restrictions on human testing, non-human 
primate (NHP) models are not only insightful, but also crucial to further the current 
scientific knowledge on this topic.   

2. Addiction and cocaine 
Cocaine is one of the most prevalent drugs of abuse. Data from the World Health 
Organization (WHO) estimated that, until 2008, approximately 19 million people worldwide 
had made use of cocaine (WHO, 2010). While the illicit retail market of cocaine is deemed to 
be worth around US$ 88 billions per year (WHO, 2009), its economic burden is difficult to 
measure. In terms of health treatment costs, there were 31,800 drug-related deaths in the 
United States alone in 2007 – a rate twice as high as that for murder in that year – with 
cocaine being related to about 40% of this toll. From 2002 to 2007, the WHO estimates that 
these premature deaths cost around 33 billion dollars. The American Drug Control 
program’s budget for all drug-related control efforts in 2011 corresponds to US$15 billion, 
including treatment, prevention and illicit trade combat (National Drug Control Budget, 
2011). Most of this will be spent on cocaine control, as the USA is the major destination of 
cocaine exports (WHO). On the other hand, the global cost of cocaine is less clear, 
considering that data from several countries are less reliable or regular.  



 
Psychiatric Disorders – Trends and Developments 

 

340 

Cocaine addiction is a psychological substance dependence where addicts have great 
difficulty in abstaining from drug-seeking, even at the cost of evident negative consequences 
(Vanderschuren & Everitt, 2004). It is a relapsing disorder with pervading effects on the 
human brain (O’Brien, 1997). Repeated use of cocaine leads to sensitization, i.e. enhanced 
response to the stimulus. In this case, repeated cocaine intake induces increased motor 
response and motivation (Robinson & Berridge, 2008). Sensitization is a long-lasting 
behavioral phenomenon with several implications to addiction (Paulson et al., 1991). The 
enduring sensitization induced by cocaine is linked to the relapsing properties of this 
disorder. Relapse or reinstatement is the return of drug-seeking or drug-taking behavior 
after a drug-free interval. In animal models, reinstatement has been shown to take place 
with priming injections of the drug (de Wit & Stewart, 1981), other compounds (Crombag et 
al., 2002), re-exposure to environmental cues associated with drug-taking (Meil & See, 1996) 
or even by stressful events (Anker & Carroll, 2010). In fact, cocaine relapse is one of the most 
difficult obstacles for the rehabilitation of addicts (O’Brien, 1997), possibly being related to 
cocaine sensitization of motivation or stimulus salience and not sensitization of locomotor 
activity (Robinson & Berridge, 2008). 
Although progress in understanding the function of the brain and addiction has been made, 
there is still no pharmacological treatment that effectively blocks cocaine dependence, even 
after 30 years or so of research. Therefore, it is evident that cocaine addiction is a lingering 
and crippling health issue that warrants continued attention from the scientific community.  

3. The case for non-human primates as models  
As in the case of most biomedical fields, rodent models stand as the primary source of data 
in the study of addiction. Their small size and short reproductive cycle makes them easy to 
maintain, handle and reproduce, as well as relatively inexpensive in up keeping in 
laboratories around the world. Nevertheless, rats and mice did not reach this ubiquity in 
biomedical research on these merits alone. Rodent models have proved reliable in a wide 
range of topics, from drug screening to cognitive tests (eg. Fouquet et al., 2010; Heinrichs, 
2010; Schmidt et al., 2011). Naturally, the versatility of these subjects has reflected on the 
enormous amount of scientific literature and experimental apparatus that have been 
generated over the course of the last five decades. The extensive amount of rodent research 
also spurs a faster refinement of the techniques, which in turn, makes rodents an even more 
practical and useful model. In terms of cocaine addiction, rats have been employed in 
several paradigms (self-administration, conditioned place-preference, open field; Mello & 
Negus, 1996; Ator & Griffiths, 2003) and also make up the majority of cocaine-related 
studies. Unfortunately, there is a significant genetic gap between humans and rodents: the 
actual figure being 66-82% homology (Nilsson et al., 2001). This difference has several 
implications in the understanding of cocaine abuse in humans. 
NHP have been employed in addiction paradigms for approximately 40 years (Thompson 
and Schuster, 1964; Griffiths et al., 1980; Mello and Negus, 1996). Although the primate 
database on addiction is less abundant than that of rodents’, there is considerable 
information available for comparison and interpretation. The genetic homology between 
NHP and human falls within 95%, depending on the species considered (Hacia et al., 1998). 
A greater phylogenetic proximity reflects on a more similar anatomy, physiology and 
behavior. In the sections below, we will examine the most important discrepancies between 
rodents and NHP and the contributions of primate research to the understanding of cocaine 
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addiction. The importance of NHP however does not lie solely on their genetic distance to 
rodents. There is rather a powerful tool in primate research that allows for a greater and 
more refined analysis of the intricacies of cocaine effects: primate behavior. 
In this sense, one of the most widespread and reliable tests for cocaine addiction is the self-
administration paradigm (Griffiths et al., 1980; Ator & Griffiths, 2003). In this model, the 
animal subject is trained to press a lever or push a button to receive a rewarding stimulus 
(e.g. electrical stimulation to “rewarding centers” in the brain or a direct infusion of an 
addictive substance). There are several schemes under which this paradigm may work for 
both rodents and NHP. Nevertheless, there is a limit to how many response parameters one 
may expect to gather from rats and mice. The great advantage of primate research is the 
plethora of behaviors that may be drawn upon, ranging from simple self-directed behaviors, 
to very complex social behaviors. All apes and monkey species present high cognitive 
indices and good manipulatory skills (Pouydebat et al., 2009, 2011). They may form large 
social structures, including even non-kin members. As a result, there are quite complex 
social situations that entail a variety of social cues and behaviors. For instance, they display 
(and react appropriately to) facial expressions signaling emotional states or intentions 
beyond only aggressiveness, as in the case of most non-primates species (Schimidt & Cohn, 
2001). They may even engage in very cognitively demanding behaviors such as deception 
(Reader et al., 2011). Thus, the use of a species-appropriated ethogram may add a wealth of 
new data even to simple reaction time experiments. Models may be improved to resemble 
very closely human social conditions or complex cognitive tasks that models human drug-
seeking behavior. As pointed out by Nader and coworkers (2008), “…all animal models are, 
as a minimum, predictive of some clinical outcome… When social behaviors of NHP and 
cocaine self-administration (for example) are included, these models are homologous 
models of human drug abuse.” Indeed, some paradigms have included social variables in 
the study of cocaine abuse (Czoty et al., 2005; Morgan et al. 2002).  
Furthermore, physical reactions to compounds or the abstinence thereof mirrors very closely 
those of humans. For example, NHP demonstrate all key signs of opioid withdrawal seen in 
humans, including retching, hiccups, pallor and abdominal cramps (see Weerts et al., 2007). 
Rodents, on the other hand, lack those and several other symptoms. Likewise, more subtle 
and yet relevant drug effects, such as hallucinatory behavior, are only clearly discernible in 
NHP (Castner & Goldman-Rakic, 2003; Ellison et al., 1981).  
In the case of addiction, NHP longevity is also another advantage. Most ape and monkey 
species tend to live quite long; a few may even live beyond the age of 40 (Judge & Carey, 
2000). This has important implications for the study of long-term effects of drug abuse. It 
means, among other aspects, that long-term effects of cocaine consumption may be more 
easily modeled for a specific developmental stage, such as adolescence. It also allows studies 
of a drug’s cumulative effects or cross-drug comparisons in the same subject (Ator & 
Griffiths, 2003). Together with their greater physiological similarities and behavioral 
diversity, longevity makes NHP models key for addiction research. 
At this point, it is important to add a caveat to our argument. Although NHP might prove 
crucial to research in most biomedical fields, for several reasons it may not always be the 
ideal model for many laboratories worldwide. First, primates require appropriate facilities 
that cater to their size, locomotion, habits and social needs. This makes primate research 
considerably more expensive than working with rats or mice. Longer reproductive cycles 
and development stages also reduce the pace of any experimental output. Even small 
species offers difficulty in handling and training. Another restriction refers to the lack of 
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background research on the behavior and/or physiology for several primate species. 
Behavioral ethograms, for instance, are not always readily available in the literature. Lastly, 
ethical considerations regarding the availability of specimens and the threat of extinction for 
some species may also limit the use of primates. Therefore, we are not advocating the use of 
primates as the primary source of scientific data. Biomedical research will still rely heavily 
on rodent studies, and rightly so. One of the aims of the present review is to advise that 
caution should be taken before generalizing rodent findings to human and to show how 
NHP research may help bridge the gap between them. 

3.1 Dopamine 
The primary focus of cocaine research, as well as most drug of abuse, is the brain’s 
dopaminergic system. Dopamine (DA) is a neurotransmitter produced in the substantia 
nigra, ventral tegmental area (VTA) and hypothalamus. The projection of VTA 
dopaminergic neurons reaches two main targets in the brain: the prefrontal cortex 
(mesocortical pathway) and the ventral striatum (mesolimbic pathway). Both comprise what 
is called the reward system, with the mesolimbic pathway playing a major role (see 
Berridge, 2007 and Wise, 1996 for review). Not surprisingly, the rewarding and 
psychostimulant effects of cocaine are mediated by its ability to enhance dopaminergic 
activity within the meso-cortico-limbic circuit (Roberts et al., 1977). Briefly, cocaine binds to 
and blocks the pre-synaptic transporter responsible for DA re-uptake (Heikkila et al., 1975; 
Ritz et al., 1987,). This dopamine transporter is referred to as DAT. As DA reuptake is 
inhibited, the synaptic cleft is overflown with DA that will bind to post-synaptic receptors, 
inducing a prolonged or enhance signaling effect.   
The DA receptors are classically divided into 5 subtypes, classified as: D1, D2, D3, D4 and D5. 
These subtypes have been further divided and organized into two main groups, the ‘D1-like’ 
receptors: D1/D1a, D5/D1b, D1c and D1d; and the ‘D2-like’ receptors: D2long and short, D3, D4 or 
D2al and s, D2b and D2c (Sibley and Monsma, 1992). D1-like and D2-like are traditionally 
involved in the rewarding properties of stimuli such as cocaine (Hummel & Unterwald, 
2002; Di Chiara et al., 2004). In this regard, several studies have reported critical differences 
between rodents and primates. NHP post-synaptic D1-like receptors show higher levels and 
their laminar distribution is more complex than in rodents, but similar to humans (Smiley et 
al., 1994). Regarding the densities of D2-like receptors, Lidow and coworkers (1989) showed 
a distinct pattern of distribution in the primate cortex: a rostro-caudal gradient, with the 
prefrontal cortex showing the highest concentration and the occipital cortex the lowest. Rats, 
on the other hand, were found to have a more diffuse distribution of these receptors. More 
specifically, the ratio between D1-like and D2-like receptors in the NHP striatum is almost 
1:1 (Madras et al, 1988; Weed et al, 1998), whereas D1-like receptors are three times more 
prevalent than D2-like (Hyttel and Arnt, 1987; Weed et al, 1998). The density ratio in humans 
seems to follow the same pattern as that observed in NHP (Hall et al, 1994; Piggott et al, 
1999). There is also greater similarity between humans and NHP in the distribution of D1-
like (Hersi et al., 1996) and D2-like receptors in the hippocampal formation (Kohler et al., 
1991). These are also reflected in low ligand efficacy of D1-like receptor agonists in the 
primate brain (Izenwasser & Katz, 1993; Pifl et al., 1991; Vermeulen et al., 1994). 
The distribution and the organization of DA receptors are not the only discrepancies 
concerning the DA system. An early review from Berger and coworkers (1991) noted 
important differences in the organization of primate and rodent DA cells. They indicated 
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larger and differentially organized terminal fields in the DA mesocortical pathway in 
primates. DA cells arriving in the rat striatum are clearly organized into two tiers, ventral 
and dorsal, whereas no such distinction is found in monkeys (Joel & Weiner, 2000). 
Cytoarchitecture of midbrain DA cells in monkeys and humans is noticeably different with 
large and dense dendritic plexuses (Gonzalez-Hernandez et al., 2004). The primate cortex 
shows a higher density of DA innervation, as compared to rodents (Goldman-Rakic et al., 
1992; Goldman-Rakic et al., 1989). Goldman-Rakic and coworkers (1992) emphasized that 
the cortical DA system in rhesus monkeys is near identical to that of humans. Both species 
show a bi-laminar innervation of the prefrontal cortex with projections reaching upper and 
deep cortical areas. These discrepancies bear important consequences for cocaine addiction 
studies. For instance, the development of compounds that may block cocaine addictive 
effects will probably depend on receptor specificity.  
It is noteworthy that greater focus is generally given to rodent pathways that show high 
homology with humans. Nevertheless, a few promising options may remain unexplored if 
NHP are not employed. For instance, the rat thalamus is very poorly innervated by DA 
neurons (Groenewegen, 1988). Only recently has some attention been given to the multiple 
DA projections to the thalamus in the monkey and human brain (Sanchez-Gonzalez et al., 
2005). Likewise, drug screening may be severely restricted by results in rodents. As pointed 
out by Weerts and coworkers (2007), “unacceptable performance in the rat can result in 
termination of further examination of a compound or an entire chemical series”.  
All the physiological and anatomical dissimilarities between primates and rodents seem to 
bear on the dynamics of DA circuits and its associated metabolism. Cocaine infusion in NHP 
was shown to reduce glucose metabolism in several brain regions, including the prefrontal 
cortex and the ventral striatum, in a manner similar to that reported in human studies 
(London et al., 1990; Pearlson et al., 1993; Lyons et al. 1996). The effect seems to reduce 
metabolism also in cortical areas projecting to the ventral striatum (Lyons et al. 1996; 
Porrino et al., 2002). This is in clear opposition to rodent findings, where metabolic activity 
is increased, not decreased, being also restricted to dopaminergic circuits (Hammer & 
Cooke, 1994; Porrino et al., 1988).  
The pharmacokinetics of the DA system also shows important differences in behavioural 
profiles. In NHP, rate-increasing effects of cocaine seem not to be important for the 
reinstatement of behavior after extinction (Banks et al. 2007). Odum and Shahan (2004) had 
found earlier that also the psychostimulant amphetamine significantly increased 
extinguished responding. Lile and co-workers also reported that cocaine and DA agonists 
induce different behavioural effects in monkeys and challenged the accepted influence of 
neurotransmitters transporters in reinforcement, as previously established in rats (Lile et al. 
2003; Roberts et al. 1999). This became clearer when Letchworth and coworkers (2001) found 
long-term cocaine-induced increases in DAT densities in monkey striatum, which is not seen 
in rodents but is quite similar to human studies. 
Regarding drug abuse in general, the DA system has been the most extensively investigated 
pathway. Despite this, its causal role in the reward system is still under debate. In short, 
three competing hypotheses have been put forward: (1) DA mediates the hedonic aspects of 
reward (i.e. ‘liking’; Wise, 1980); (2) DA mediates the prediction of rewards concordant with 
associative learning (Schultz, 2004); and (3) DA mediate the motivational aspect of drug-
seeking behavior by attributing incentive salience to reward-related stimuli (i.e. ‘wanting’; 
Berridge & Robinson, 1998). In a detailed review of mostly rodent literature, Berridge (2007) 
examined the findings from the last 30 years and concluded that there is more support for 
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background research on the behavior and/or physiology for several primate species. 
Behavioral ethograms, for instance, are not always readily available in the literature. Lastly, 
ethical considerations regarding the availability of specimens and the threat of extinction for 
some species may also limit the use of primates. Therefore, we are not advocating the use of 
primates as the primary source of scientific data. Biomedical research will still rely heavily 
on rodent studies, and rightly so. One of the aims of the present review is to advise that 
caution should be taken before generalizing rodent findings to human and to show how 
NHP research may help bridge the gap between them. 

3.1 Dopamine 
The primary focus of cocaine research, as well as most drug of abuse, is the brain’s 
dopaminergic system. Dopamine (DA) is a neurotransmitter produced in the substantia 
nigra, ventral tegmental area (VTA) and hypothalamus. The projection of VTA 
dopaminergic neurons reaches two main targets in the brain: the prefrontal cortex 
(mesocortical pathway) and the ventral striatum (mesolimbic pathway). Both comprise what 
is called the reward system, with the mesolimbic pathway playing a major role (see 
Berridge, 2007 and Wise, 1996 for review). Not surprisingly, the rewarding and 
psychostimulant effects of cocaine are mediated by its ability to enhance dopaminergic 
activity within the meso-cortico-limbic circuit (Roberts et al., 1977). Briefly, cocaine binds to 
and blocks the pre-synaptic transporter responsible for DA re-uptake (Heikkila et al., 1975; 
Ritz et al., 1987,). This dopamine transporter is referred to as DAT. As DA reuptake is 
inhibited, the synaptic cleft is overflown with DA that will bind to post-synaptic receptors, 
inducing a prolonged or enhance signaling effect.   
The DA receptors are classically divided into 5 subtypes, classified as: D1, D2, D3, D4 and D5. 
These subtypes have been further divided and organized into two main groups, the ‘D1-like’ 
receptors: D1/D1a, D5/D1b, D1c and D1d; and the ‘D2-like’ receptors: D2long and short, D3, D4 or 
D2al and s, D2b and D2c (Sibley and Monsma, 1992). D1-like and D2-like are traditionally 
involved in the rewarding properties of stimuli such as cocaine (Hummel & Unterwald, 
2002; Di Chiara et al., 2004). In this regard, several studies have reported critical differences 
between rodents and primates. NHP post-synaptic D1-like receptors show higher levels and 
their laminar distribution is more complex than in rodents, but similar to humans (Smiley et 
al., 1994). Regarding the densities of D2-like receptors, Lidow and coworkers (1989) showed 
a distinct pattern of distribution in the primate cortex: a rostro-caudal gradient, with the 
prefrontal cortex showing the highest concentration and the occipital cortex the lowest. Rats, 
on the other hand, were found to have a more diffuse distribution of these receptors. More 
specifically, the ratio between D1-like and D2-like receptors in the NHP striatum is almost 
1:1 (Madras et al, 1988; Weed et al, 1998), whereas D1-like receptors are three times more 
prevalent than D2-like (Hyttel and Arnt, 1987; Weed et al, 1998). The density ratio in humans 
seems to follow the same pattern as that observed in NHP (Hall et al, 1994; Piggott et al, 
1999). There is also greater similarity between humans and NHP in the distribution of D1-
like (Hersi et al., 1996) and D2-like receptors in the hippocampal formation (Kohler et al., 
1991). These are also reflected in low ligand efficacy of D1-like receptor agonists in the 
primate brain (Izenwasser & Katz, 1993; Pifl et al., 1991; Vermeulen et al., 1994). 
The distribution and the organization of DA receptors are not the only discrepancies 
concerning the DA system. An early review from Berger and coworkers (1991) noted 
important differences in the organization of primate and rodent DA cells. They indicated 
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larger and differentially organized terminal fields in the DA mesocortical pathway in 
primates. DA cells arriving in the rat striatum are clearly organized into two tiers, ventral 
and dorsal, whereas no such distinction is found in monkeys (Joel & Weiner, 2000). 
Cytoarchitecture of midbrain DA cells in monkeys and humans is noticeably different with 
large and dense dendritic plexuses (Gonzalez-Hernandez et al., 2004). The primate cortex 
shows a higher density of DA innervation, as compared to rodents (Goldman-Rakic et al., 
1992; Goldman-Rakic et al., 1989). Goldman-Rakic and coworkers (1992) emphasized that 
the cortical DA system in rhesus monkeys is near identical to that of humans. Both species 
show a bi-laminar innervation of the prefrontal cortex with projections reaching upper and 
deep cortical areas. These discrepancies bear important consequences for cocaine addiction 
studies. For instance, the development of compounds that may block cocaine addictive 
effects will probably depend on receptor specificity.  
It is noteworthy that greater focus is generally given to rodent pathways that show high 
homology with humans. Nevertheless, a few promising options may remain unexplored if 
NHP are not employed. For instance, the rat thalamus is very poorly innervated by DA 
neurons (Groenewegen, 1988). Only recently has some attention been given to the multiple 
DA projections to the thalamus in the monkey and human brain (Sanchez-Gonzalez et al., 
2005). Likewise, drug screening may be severely restricted by results in rodents. As pointed 
out by Weerts and coworkers (2007), “unacceptable performance in the rat can result in 
termination of further examination of a compound or an entire chemical series”.  
All the physiological and anatomical dissimilarities between primates and rodents seem to 
bear on the dynamics of DA circuits and its associated metabolism. Cocaine infusion in NHP 
was shown to reduce glucose metabolism in several brain regions, including the prefrontal 
cortex and the ventral striatum, in a manner similar to that reported in human studies 
(London et al., 1990; Pearlson et al., 1993; Lyons et al. 1996). The effect seems to reduce 
metabolism also in cortical areas projecting to the ventral striatum (Lyons et al. 1996; 
Porrino et al., 2002). This is in clear opposition to rodent findings, where metabolic activity 
is increased, not decreased, being also restricted to dopaminergic circuits (Hammer & 
Cooke, 1994; Porrino et al., 1988).  
The pharmacokinetics of the DA system also shows important differences in behavioural 
profiles. In NHP, rate-increasing effects of cocaine seem not to be important for the 
reinstatement of behavior after extinction (Banks et al. 2007). Odum and Shahan (2004) had 
found earlier that also the psychostimulant amphetamine significantly increased 
extinguished responding. Lile and co-workers also reported that cocaine and DA agonists 
induce different behavioural effects in monkeys and challenged the accepted influence of 
neurotransmitters transporters in reinforcement, as previously established in rats (Lile et al. 
2003; Roberts et al. 1999). This became clearer when Letchworth and coworkers (2001) found 
long-term cocaine-induced increases in DAT densities in monkey striatum, which is not seen 
in rodents but is quite similar to human studies. 
Regarding drug abuse in general, the DA system has been the most extensively investigated 
pathway. Despite this, its causal role in the reward system is still under debate. In short, 
three competing hypotheses have been put forward: (1) DA mediates the hedonic aspects of 
reward (i.e. ‘liking’; Wise, 1980); (2) DA mediates the prediction of rewards concordant with 
associative learning (Schultz, 2004); and (3) DA mediate the motivational aspect of drug-
seeking behavior by attributing incentive salience to reward-related stimuli (i.e. ‘wanting’; 
Berridge & Robinson, 1998). In a detailed review of mostly rodent literature, Berridge (2007) 
examined the findings from the last 30 years and concluded that there is more support for 
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the incentive salience hypothesis. However, there is also support from a few 
electrophysiological studies in monkeys showing that DA neurons cease to fire after reward-
related cues have been learned (Schultz, 2006). 
Nonetheless, primate studies have yielded a few other contributions. The study of cocaine-
induced response sensitization also showed striking differences between primate and 
rodents. Rats generally display a dose-dependent sensitization of DA reinforcing responses 
(Liu et al., 2005). Chronic exposure to cocaine or amphetamine, on the other hand, has failed 
to produce sensitization in NHP (Castner et al., 2000; Bradberry & Rubino, 2006; Castner & 
Williams, 2007), which is in agreement with human imaging studies (Volkow et al. 1997; 
Martinez et al. 2003). Similarly, cocaine-associated cues have been shown to induce DA 
release in the rat striatum (Ito et al., 2002; Weiss et al. 2000). Similar studies with monkeys 
were unable to produce significant increases in extracellular DA in either the striatum or 
cortex (Bradberry, 2000; Kimmel et al. 2005). Human findings, via imaging studies, seem to 
agree with NHP results, although DA release was not measured directly (see Bradberry, 
2007 for review). It is beyond the scope of the present review to try to settle the issue of DA 
causal role in drug abuse. Instead, the data shown here underscores critical NHP findings 
that put rodent studies in perspective. 
Overall, the data reviewed above indicates that rodent DA system differs significantly from 
humans’. This is important to keep in mind when analyzing results from rats and mice 
studies. Although rodent studies provide the initial step of investigation, data obtained from 
such models are not easily generalized to humans. In some cases they may even bias 
investigation towards rodent-related issues. As we shall see further, there are also important 
differences concerning serotonin (5-HT), neuropetides and hormones. However, these 
systems have been studied less extensively in the framework of cocaine abuse, but their 
importance is gradually becoming clearer.  

3.2 Serotonin 
Serotonin or (5-hydroxytryptamine [5-HT]) is an important neurotransmitter in the brain. It 
is mostly synthesized in the raphe nuclei in the midbrain and from there 5-HT neurons 
project to several regions in the brain (Kazakov et al., 1993). There are at least 14 types of 5-
HT receptors grouped into seven families (see Roth, 2006), with 5-HT1 and 5-HT2 being the 
most relevant and widespread in the human brain (Glennon et al., 2000). The release of 5-HT 
is modulated by the inhibition of two types of 5-HT auto-receptors: cell body and fiber 
terminal (Price et al., 1996).  
As in the case of DA receptors, discrepancies between rodent and primate 5-HT auto-
receptor distribution have been reported. 5-HT1A distribution in rats and humans seem to be 
highly congruent (Hartig et al., 1992). Autoradiographic assays, however, have shown an 
abundance of 5-HT1A mRNA expression in the superficial layers of monkeys’ prefrontal 
cortex (de Almeida & Mengod, 2008; Marazziti et al. 1994; Mengod et al. 1996). This suggests 
that raphe nuclei efference may modulate high-level cortico-cortical communication in 
primates. In rodents, 5-HT1A mRNA seems to be restricted to the deeper layers of the 
prefrontal cortex (Pompeiano et al., 1992; Santana et al., 2004) and therefore would not exert 
the same influence on cortical activity.  
Although data on 5-HT1A distribution throughout the brain is still lacking for NHP, there is 
little reason to suppose it differs much from humans and rodents. The same does not hold 
true, for example, in the case of 5-HT2A receptors. High densities of this receptor were found 

 
Contributions of Non-Human Primates to the Understanding of Cocaine Addiction 

 

345 

in the rat caudate, putamen and accumbens nuclei, as well as 5-HT2A mRNA in the caudate, 
putamen and substantia nigra (Lopez-Gimenez et al., 2001). This may reflect the fact that 5-
HT neurons in the rat striatum are not as evenly distributed as in NHP (Ikemoto et al., 1996; 
Van Bockstaele et al. 1993). A similar pattern emerges from immunohistochemical assays on 
5-HT transporting proteins (SERT), where rats show a more heterogeneous distribution than 
primates (Owashi et al., 2004). In spite of some efforts, there is as serious lack of data 
regarding the distribution specific 5-HT receptors in NHP brains. At this point, the 
involvement of 5-HT in cocaine behavioral effects still seems quite complicated (eg. Dic 
Dhonnchadha & Cunningham, 2008) and unfolding the intricacies of serotonergic system in 
the primate brain may prove crucial.  
Nevertheless, the basic interaction between cocaine and 5-HT seems to be the same as DA. 
Besides its effects on DAT, cocaine is also a potent inhibitor of 5-HT reuptake: it binds 
strongly to SERT, thereby preventing their reuptake by pre-synaptic cells (Heikkila et al., 
1975; Ritz et al., 1987; Ritz et al., 1990). There are, once again, discrepancies in how cocaine 
affects rodent and primate serotonergic transmission. Work from Miller and coworkers 
(2001) showed that although both rodents and NHP share a high similarity in DAT sequence 
homology with humans (≅ 98.9%). In the case of SERT, NHP to human homology is slightly 
lower (98.3%), and even lower in for rodents (95%). Not surprisingly, SERT inhibition has an 
inverted effect on rats and primates, where it strengthens the discriminative stimulus of 
cocaine and has no impact on self-administration on the former (Tella, 1995), while it 
reduces the discriminative stimulus and self-administration in the latter (Howell & Byrd, 
1995; Spealman, 1995).  
Although the effects of cocaine on 5-HT inhibition were already well established by the 
early 1990s (Cunningham & Lakoski, 1990; Cunningham et al., 1992), it was only more 
recently that 5-HT neurotransmission was implicated in the cocaine-increased locomotor 
activity in rats (Hergers & Taylor, 1998). These findings were further explored by Carey and 
coworkers (2000, 2001 and 2005) showing that cocaine-induced locomotor activity in rats 
was mediated more specifically by 5-HT1A receptors. Although self-administration of 
cocaine seems unaffected by 5-HT1A manipulations in rats (Parsons, Weiss, & Koob, 1998), 
low doses of highly selective 5-HT1A antagonist WAY100635 were shown to block cocaine-
induced hyperlocomotion, whereas pre-treatment with 8-OHDPAT (5-HT1A partial agonist) 
enhanced it. These findings were corroborated in NHP, where WAY100635 also blocked 
increases in locomotion induced by diethylpropion, an amphetamine-like drug (Mello Jr. et 
al., 2005). Pharmacological antagonism of this particular subtype of receptor showed 
conflicting results in rodent stress and anxiety tests (Fletcher et al., 1996; Griebel et al., 2000; 
Bell et al., 1999; Groenink et al., 1996). In monkeys, WAY100635 reduced anxiety behaviors 
in a confrontation model (Barros et al., 2003). These results are important if one considers 
the fact that stress and anxiety may trigger relapse in cocaine addicts (Steketee & Kalivas, 
2011). Also 5-HT1A agonism has been shown to enhance cocaine’s reinforcing effects in NHP 
(Czoty et al., 2002). 
The role of 5-HT on cocaine relapse seems to be related not only to its involvement in 
anxiety and stress processes. 5-HT may influence cocaine relapse due to its role in memory 
retrieval (Molodtsova, 2008). In rodents, the non-selective 5-HT1B/1A agonist RU24969 was 
shown to reduce the retrieval of cocaine induced cues (Acosta et al., 2005). This effect was 
reversed by 5-HT1B antagonism which indicates prevalence of 5-HT1B receptor in this case. 
Antagonism of 5-HT1B receptors receptors seems to have no effect of their own on cocaine-
related memories or behavior reinstatement. There are no reports on the effects of 5-HT1A 
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the incentive salience hypothesis. However, there is also support from a few 
electrophysiological studies in monkeys showing that DA neurons cease to fire after reward-
related cues have been learned (Schultz, 2006). 
Nonetheless, primate studies have yielded a few other contributions. The study of cocaine-
induced response sensitization also showed striking differences between primate and 
rodents. Rats generally display a dose-dependent sensitization of DA reinforcing responses 
(Liu et al., 2005). Chronic exposure to cocaine or amphetamine, on the other hand, has failed 
to produce sensitization in NHP (Castner et al., 2000; Bradberry & Rubino, 2006; Castner & 
Williams, 2007), which is in agreement with human imaging studies (Volkow et al. 1997; 
Martinez et al. 2003). Similarly, cocaine-associated cues have been shown to induce DA 
release in the rat striatum (Ito et al., 2002; Weiss et al. 2000). Similar studies with monkeys 
were unable to produce significant increases in extracellular DA in either the striatum or 
cortex (Bradberry, 2000; Kimmel et al. 2005). Human findings, via imaging studies, seem to 
agree with NHP results, although DA release was not measured directly (see Bradberry, 
2007 for review). It is beyond the scope of the present review to try to settle the issue of DA 
causal role in drug abuse. Instead, the data shown here underscores critical NHP findings 
that put rodent studies in perspective. 
Overall, the data reviewed above indicates that rodent DA system differs significantly from 
humans’. This is important to keep in mind when analyzing results from rats and mice 
studies. Although rodent studies provide the initial step of investigation, data obtained from 
such models are not easily generalized to humans. In some cases they may even bias 
investigation towards rodent-related issues. As we shall see further, there are also important 
differences concerning serotonin (5-HT), neuropetides and hormones. However, these 
systems have been studied less extensively in the framework of cocaine abuse, but their 
importance is gradually becoming clearer.  

3.2 Serotonin 
Serotonin or (5-hydroxytryptamine [5-HT]) is an important neurotransmitter in the brain. It 
is mostly synthesized in the raphe nuclei in the midbrain and from there 5-HT neurons 
project to several regions in the brain (Kazakov et al., 1993). There are at least 14 types of 5-
HT receptors grouped into seven families (see Roth, 2006), with 5-HT1 and 5-HT2 being the 
most relevant and widespread in the human brain (Glennon et al., 2000). The release of 5-HT 
is modulated by the inhibition of two types of 5-HT auto-receptors: cell body and fiber 
terminal (Price et al., 1996).  
As in the case of DA receptors, discrepancies between rodent and primate 5-HT auto-
receptor distribution have been reported. 5-HT1A distribution in rats and humans seem to be 
highly congruent (Hartig et al., 1992). Autoradiographic assays, however, have shown an 
abundance of 5-HT1A mRNA expression in the superficial layers of monkeys’ prefrontal 
cortex (de Almeida & Mengod, 2008; Marazziti et al. 1994; Mengod et al. 1996). This suggests 
that raphe nuclei efference may modulate high-level cortico-cortical communication in 
primates. In rodents, 5-HT1A mRNA seems to be restricted to the deeper layers of the 
prefrontal cortex (Pompeiano et al., 1992; Santana et al., 2004) and therefore would not exert 
the same influence on cortical activity.  
Although data on 5-HT1A distribution throughout the brain is still lacking for NHP, there is 
little reason to suppose it differs much from humans and rodents. The same does not hold 
true, for example, in the case of 5-HT2A receptors. High densities of this receptor were found 
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in the rat caudate, putamen and accumbens nuclei, as well as 5-HT2A mRNA in the caudate, 
putamen and substantia nigra (Lopez-Gimenez et al., 2001). This may reflect the fact that 5-
HT neurons in the rat striatum are not as evenly distributed as in NHP (Ikemoto et al., 1996; 
Van Bockstaele et al. 1993). A similar pattern emerges from immunohistochemical assays on 
5-HT transporting proteins (SERT), where rats show a more heterogeneous distribution than 
primates (Owashi et al., 2004). In spite of some efforts, there is as serious lack of data 
regarding the distribution specific 5-HT receptors in NHP brains. At this point, the 
involvement of 5-HT in cocaine behavioral effects still seems quite complicated (eg. Dic 
Dhonnchadha & Cunningham, 2008) and unfolding the intricacies of serotonergic system in 
the primate brain may prove crucial.  
Nevertheless, the basic interaction between cocaine and 5-HT seems to be the same as DA. 
Besides its effects on DAT, cocaine is also a potent inhibitor of 5-HT reuptake: it binds 
strongly to SERT, thereby preventing their reuptake by pre-synaptic cells (Heikkila et al., 
1975; Ritz et al., 1987; Ritz et al., 1990). There are, once again, discrepancies in how cocaine 
affects rodent and primate serotonergic transmission. Work from Miller and coworkers 
(2001) showed that although both rodents and NHP share a high similarity in DAT sequence 
homology with humans (≅ 98.9%). In the case of SERT, NHP to human homology is slightly 
lower (98.3%), and even lower in for rodents (95%). Not surprisingly, SERT inhibition has an 
inverted effect on rats and primates, where it strengthens the discriminative stimulus of 
cocaine and has no impact on self-administration on the former (Tella, 1995), while it 
reduces the discriminative stimulus and self-administration in the latter (Howell & Byrd, 
1995; Spealman, 1995).  
Although the effects of cocaine on 5-HT inhibition were already well established by the 
early 1990s (Cunningham & Lakoski, 1990; Cunningham et al., 1992), it was only more 
recently that 5-HT neurotransmission was implicated in the cocaine-increased locomotor 
activity in rats (Hergers & Taylor, 1998). These findings were further explored by Carey and 
coworkers (2000, 2001 and 2005) showing that cocaine-induced locomotor activity in rats 
was mediated more specifically by 5-HT1A receptors. Although self-administration of 
cocaine seems unaffected by 5-HT1A manipulations in rats (Parsons, Weiss, & Koob, 1998), 
low doses of highly selective 5-HT1A antagonist WAY100635 were shown to block cocaine-
induced hyperlocomotion, whereas pre-treatment with 8-OHDPAT (5-HT1A partial agonist) 
enhanced it. These findings were corroborated in NHP, where WAY100635 also blocked 
increases in locomotion induced by diethylpropion, an amphetamine-like drug (Mello Jr. et 
al., 2005). Pharmacological antagonism of this particular subtype of receptor showed 
conflicting results in rodent stress and anxiety tests (Fletcher et al., 1996; Griebel et al., 2000; 
Bell et al., 1999; Groenink et al., 1996). In monkeys, WAY100635 reduced anxiety behaviors 
in a confrontation model (Barros et al., 2003). These results are important if one considers 
the fact that stress and anxiety may trigger relapse in cocaine addicts (Steketee & Kalivas, 
2011). Also 5-HT1A agonism has been shown to enhance cocaine’s reinforcing effects in NHP 
(Czoty et al., 2002). 
The role of 5-HT on cocaine relapse seems to be related not only to its involvement in 
anxiety and stress processes. 5-HT may influence cocaine relapse due to its role in memory 
retrieval (Molodtsova, 2008). In rodents, the non-selective 5-HT1B/1A agonist RU24969 was 
shown to reduce the retrieval of cocaine induced cues (Acosta et al., 2005). This effect was 
reversed by 5-HT1B antagonism which indicates prevalence of 5-HT1B receptor in this case. 
Antagonism of 5-HT1B receptors receptors seems to have no effect of their own on cocaine-
related memories or behavior reinstatement. There are no reports on the effects of 5-HT1A 
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agonists on retrieval of cocaine operant behavior per se, but one study found a reinstatement 
of cocaine-induced locomotor behavior (Carey et al., 2009). Retrieval of cocaine-associated 
memories in rats was also shown to be impaired by 5-HT2A antagonism (Burmeister et al., 
2004; Fillip, 2005) and 5-HT2C agonism (Burbassi & Cervo, 2008; Fletcher et al., 2008; 
Neisewander & Acosta, 2007).  
Although the understanding of 5-HT receptor’s modulation of cocaine-related memory is still 
inceptive, Nic Dhonnchadha & Cunningham (2008) argued that future research should focus 
on 5-HT1B, 5-HT2A and 5-HT2C. To our knowledge, the effects of 5-HT1A/1B and 5-HT2A/2C 

pharmacological manipulation on cocaine-associated memories have yet to be tested. 
Nevertheless, disparities of primate and rodent serotonergic system warrant a broader stance 
for future research. Although 5-HT1B and 5-HT2A/2C modulation enhance self-administration in 
both species (Bubar & Cunningham, 2006; Czoty et al., 2005; Fletcher et al., 2002; Howell & 
Byrd, 1995; Parsons, Weiss, & Koob, 1998), 5-HT1A agonism has shown to enhance the 
reinforcing properties of cocaine only in primates (Gold & Balster, 1992; Nader and Barrett, 
1990). Therefore, differences in 5-HT reinforcing effects between rodents and NHP may very 
well transpose to cocaine-associated memories or even provide a entirely distinct pattern. 

3.3 Peptides 
Compared to DA and 5-HT, the role of neuropeptides in the effects of cocaine remains 
largely unknown. Nonetheless the past 20 years have witnessed important advances, 
especially in two fronts: tachykinin receptors and cocaine-and-amphetamine regulated 
transcript (CART). As shown below, the differences in primate and rodent brain regarding 
these two neuropeptides should exact caution from researchers. 
Tachykinins comprise a group of neuropeptides that share a common C-terminal sequence 
(Phe-X-Gly-Leu-Met-NH2), with five known mammalian tachykinins: substance P - SP, 
neurokinin A (NKA), neurokinin B (NKB), neuropeptide K and neuropeptide g. They have 
been shown to bind to three specific tachykinin receptors: NK1, NK2 and NK3. NK1-Rs and 
NK3-Rs are widely distributed in the brain, while the NK2-Rs are found only in restricted 
areas. Although SP, NKA and NKB have a high binding affinity to the NK1-R, NK2-R and 
NK3-R, respectively, all tachykinins bind to all three receptor types (Severini et al., 2002).  
In rats, cocaine administration induced the expression of tachykinin-related mRNA in the 
striatum (Adams et al., 2001; Arroyo et al., 2000; Johansson et al., 1994; Hurd et al., 1992; 
Mathieu-Kia & Besson, 1998). It also increased SP immunoreactivity in the striatum, 
substantia nigra and frontal cortex (Alburges et al., 2000). Nevertheless, results from NK1 
manipulations on cocaine effects in rodents have been controversial so far. NK1 antagonism 
was shown to block cocaine-induced hyperlocomotion (Kraft et al., 2001), reverse 
sensitization (Davidson et al., 2004) and reduce cocaine-induced DA increases in the 
striatum (Loonam et al., 2003). NK1 agonism reinstated cocaine operant behaviors, yet SP – 
which binds preferentially to NK1 – failed to replace cocaine (Ukai et al., 1995). NK1 
knockout mice showed no difference in cocaine self-administration and sensitization, as 
compared to controls (Ripley et al., 2002).  
In the case NK3 receptors, there are a few reports implicating its activity in alcohol addiction 
in rats (Ciccocioppo et al., 1998; Massi et al., 2000). Also, NK3 activation in the VTA has been 
shown to reinstate cocaine-seeking behavior (Placenza et al., 2004) and its antagonism seems 
to block cocaine sensitization (Nwaneshiudu & Unterwald, 2010). In a joint effort from 
Huston and Tomaz’s groups, a series of comparative studies regarding the involvement of 
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NK3 receptors in the effects of cocaine in rats and marmoset monkeys has been carried out. 
In rats, NK3 antagonist SR142801 reduced behavioral effects of cocaine, but increased DA 
action in the ventral nucleus accumbens and showed no significant effect on conditioned 
place preference (Jocham et al., 2006). It also had no individual effect on DA content in the 
striatum. In monkeys, the same antagonist blocked cocaine-induced effects in a range of 
behaviors, including locomotion and vigilance (De Souza Silva et al., 2006b). It also had no 
effect per se. In contrast, NK3 agonist senktide showed discrepancies between the two 
species. In rats, senktide increased both cocaine-induced hyperlocomotion and the DA 
response in the nucleus accumbens (Jocham et al., 2007). Senktide alone induced a brief 
increase in activity but no neurochemical changes. On the other hand, this same compound 
blocked cocaine-induced hyperlocomotion in monkeys, although it enhanced cocaine’s 
effects on exploratory activity and some vigilance behaviors dose-dependently (Fig. 1; De 
Souza Silva et al., 2006a). Furthermore, unlike rats, senktide did not induce significant 
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Fig. 1. The effects of cocaine (10 mg/kg, i.p.) on marmoset locomotor activity (A), terrestrial 
glance (B), exploratory activity (C) and aerial scanning duration (D; mean ± S.E.M.) and its 
modulation by the NK3-receptor agonist, senktide (0.1–0.4 mg/kg, s.c.), during a 20 min test 
trial (n = 8). +p < 0.05 vs. saline–saline, *p < 0.05, **p < 0.01, ***p < 0.001, two-way ANOVA 
(Modified from de Souza Silva et al., 2006a). 
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agonists on retrieval of cocaine operant behavior per se, but one study found a reinstatement 
of cocaine-induced locomotor behavior (Carey et al., 2009). Retrieval of cocaine-associated 
memories in rats was also shown to be impaired by 5-HT2A antagonism (Burmeister et al., 
2004; Fillip, 2005) and 5-HT2C agonism (Burbassi & Cervo, 2008; Fletcher et al., 2008; 
Neisewander & Acosta, 2007).  
Although the understanding of 5-HT receptor’s modulation of cocaine-related memory is still 
inceptive, Nic Dhonnchadha & Cunningham (2008) argued that future research should focus 
on 5-HT1B, 5-HT2A and 5-HT2C. To our knowledge, the effects of 5-HT1A/1B and 5-HT2A/2C 

pharmacological manipulation on cocaine-associated memories have yet to be tested. 
Nevertheless, disparities of primate and rodent serotonergic system warrant a broader stance 
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NK3 receptors in the effects of cocaine in rats and marmoset monkeys has been carried out. 
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behavioral changes on its own (Fig 1A). These conflicting findings may be due to relevant 
differences in NK3 receptor distribution between rodents and NHP (Langlois et al., 2001). 
Despite that, NK3 receptor seems to be an interesting target for investigation and future 
therapeutic intervention of cocaine addiction.  
CART is an mRNA identified in 1995, whose transcription seems to be modulated by 
psychostimulants (Douglas et al., 1995). It encodes two proteins in the rat (short and long 
CART), but only one in humans (short). In CART knockout mice, cocaine and amphetamine 
locomotor and reinforcing effects were reduced (Couceyro et al., 2005). The literature on 
CART research in primates, however, is scarce. There is one recent comparative report on 
the cocaine-induced expression of CART in the rat and monkey brain (Fagergren & Hurd, 
2007). They report a higher expression of CART mRNA in the primate frontal and temporal 
cortices, positive labeling confined to the shell-like region of the striatum, different 
distribution in the hippocampal formation and more markedly differences in the thalamus. 
These aspects are different from those in rats, yet seem to be in agreement with human 
studies. Limbic distribution of CART mRNA was overall very similar to that of rodents’. 
However, the authors point that they were unable to investigate the nucleus accumbens 
where cocaine had been shown to induce increases in CART mRNA in humans (Albertson 
et al., 2004).  
In summary, neuropeptidic involvement in cocaine-induced effects is beginning to provide 
important insights. The scarcity of primate studies on the subject is unsettling, considering 
that the discrepancies with rodents’ anatomy and physiology are not trivial. There is, for 
instance, an absence of co-localization of several neuropeptides with DA in primates 
(Gaspar et al., 1990; Oeth & Lewis, 1992). Although the discovery of CART is fairly recent, 
compounds acting on NK1- and NK3-receptors have been under investigation for quite 
some time. Regardless, the understanding of tachykinins’ influence on cocaine addiction 
seems to be progressing in a very slow pace. 

3.4 Hypothalamic-pituitary-adrenal (HPA) axis 
Another key aspect of psychostimulant effects concerns the neuroendocrine system. 
Stressful stimuli or situations trigger a series of neuroendocrine steps in the HPA axis; i.e., 
the release of corticotropin-releasing factor (CRF) from the hypothalamus, 
adrenocorticotropic hormone (ACTH) from the pituitary gland and finally glucocorticoids 
from the adrenal cortex. There is increasing evidence that this physiological response to 
stress is related to several aspects of drug addiction (Piazza & Le Moal, 1997; Sinha, 2001; 
Spealman et al., 2004). The work from Piazza and coworkers revealed that glucocorticoids 
were implicated in the DA response to cocaine and opioids (Marinelli et al., 1998; Marinelli 
et al., 1997; Piazza &Le Moal, 1997) and, therefore, the HPA axis was a possible target for 
addiction treatment. Glucocorticoid stress response seems to be essential for the acquisition, 
maintenance and reinstatement of stimulant self-administration (Goeders, 2002; Piazza et al., 
1991; Piazza and Le Moal, 1998).  
There are major and pervasive differences in the rodent and primate HPA system. First, the 
activation of the HPA in rodents relies predominantly on corticosterone, as opposed to 
cortisol in humans and NHP. There also seems to be discrepant age-related influences on 
hormones and cocaine. Rats display an increase in basal glucocorticoids as they age 
(Haugert et al., 1994; Meany et al., 1992), whereas no such difference was observed in NHP 
or humans (Goncharova & Lapin, 2002). More importantly, the distribution of corticotropin-
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releasing-factor (CRF) reactivity and that of corticoid receptors in the brain show great 
discrepancies in the amygdala (Bassett & Foote, 1992; Sanchez et al., 1999), hippocampus 
and pre-frontal cortex (PFC; Sanchez et al., 2000). The discrepancies in the amygdala and 
hippocampus are similar to the differences in the distribution of norepinephrine in those 
regions (Smith et al., 2006). These structures are important for learning and memory 
(McGaugh 2002; Tomaz et al., 1992) which, in turn, are also implicated in addictive 
behaviors (Garavan et al., 2000; Kilts et al., 2001; O’Brien et al., 1998). The amygdala also 
sends critical inputs to the striatum and PFC. 
The discrepancies in receptor distribution in the PFC are of particular interest. The PFC is 
another area relevant for cocaine effects. It is a critical structure in decision-making and is 
involved in stress responses (Weinberg et al., 2010). It has undergone a massive expansion in 
primates, with NHP sharing a high similarity with humans in terms of structure, 
neurochemistry and connections (Carmichael and Price, 1994, 1996; Hardman et al., 2002; 
Ongur et al., 2003; Porrino & Lyons, 2000). The predominance of glucocorticoid receptors in 
the primate PFC, compared to the hippocampus, suggests that in humans and NHP this 
structure plays an important role in the HPA negative feedback through GR-mediated 
mechanisms (Sanchez et al., 2000). Furthermore, increasing evidence has implicated PFC 
asymmetry with stimulant use and hormonal changes. Activity in the right PFC was 
positively correlated with elevated levels of cortisol and cocaine craving (Kalin et al., 1998; 
Volkow et al., 1999). Chronic use of cocaine was also correlated with greater volume loss of 
the right PFC (Liu et al., 1998).   
Despite these differences, cocaine-induced effects have shown a considerably similar 
response in rodents and primates. Plasma levels of ACTH, endorphin and corticosterone in 
rats increase in response to cocaine administration (Forman & Estilow, 1988; Levy et al., 
1991; Moldow & Fischman, 1987; Saphier et al., 1993) as also seen in NHP (Lima et al., 2008; 
Sarnyai et al., 1996). This same pattern is seen in humans, where ACTH and adrenaline 
levels were increased with cocaine infusions, along with its subjective effects such as 
euphoria (Mendelson et al., 2002). On the other hand, glucocorticoids show reinforcing 
properties of their own in rodents, whereas no such effect has been observed in primates 
(Broadbear et al., 1999). Broadbear and coworkers (2004) also reported that increases in 
ACTH and cortisol in NHP in response to cocaine infusion were in line with rodents studies, 
but the same did not hold true for opioid drugs, which induced an inhibition of HPA 
activity in monkeys.  
Although rodent and primate research presents direct mechanisms for the cocaine-induced 
activation of HPA axis, the impact that stress may have on the maintenance and relapse into 
drug seeking behavior is not so clear (Sinha, 2001). Initial studies with footshock paradigms 
in rodents have suggested that corticosterone may play a role in relapse (Deroche et al. 1997; 
Shaham et al. 1998; Mantsch and Goeders 1999). Rodent studies on reinstatement, however, 
yielded conflicting results (Erb et al., 1998; Goeders, 2003; Lu et al., 2001). Studies with 
squirrel monkeys by Spealman and coworkers suggest that the HPA axis is not involved in 
cocaine relapse (Lee et al., 2003). Rather, their following work indicated that the 
noradrenergic system is more likely to mediate stress response in cocaine reinstatement (Lee 
et al., 2004; but see Platt et al., 2007). Nevertheless, a recent study with rats suggests that 
cocaine reinstatement may be dependent on the interplay of both the HPA and 
noradrenergic systems (Graf et al., 2011). 



 
Psychiatric Disorders – Trends and Developments 

 

348 

behavioral changes on its own (Fig 1A). These conflicting findings may be due to relevant 
differences in NK3 receptor distribution between rodents and NHP (Langlois et al., 2001). 
Despite that, NK3 receptor seems to be an interesting target for investigation and future 
therapeutic intervention of cocaine addiction.  
CART is an mRNA identified in 1995, whose transcription seems to be modulated by 
psychostimulants (Douglas et al., 1995). It encodes two proteins in the rat (short and long 
CART), but only one in humans (short). In CART knockout mice, cocaine and amphetamine 
locomotor and reinforcing effects were reduced (Couceyro et al., 2005). The literature on 
CART research in primates, however, is scarce. There is one recent comparative report on 
the cocaine-induced expression of CART in the rat and monkey brain (Fagergren & Hurd, 
2007). They report a higher expression of CART mRNA in the primate frontal and temporal 
cortices, positive labeling confined to the shell-like region of the striatum, different 
distribution in the hippocampal formation and more markedly differences in the thalamus. 
These aspects are different from those in rats, yet seem to be in agreement with human 
studies. Limbic distribution of CART mRNA was overall very similar to that of rodents’. 
However, the authors point that they were unable to investigate the nucleus accumbens 
where cocaine had been shown to induce increases in CART mRNA in humans (Albertson 
et al., 2004).  
In summary, neuropeptidic involvement in cocaine-induced effects is beginning to provide 
important insights. The scarcity of primate studies on the subject is unsettling, considering 
that the discrepancies with rodents’ anatomy and physiology are not trivial. There is, for 
instance, an absence of co-localization of several neuropeptides with DA in primates 
(Gaspar et al., 1990; Oeth & Lewis, 1992). Although the discovery of CART is fairly recent, 
compounds acting on NK1- and NK3-receptors have been under investigation for quite 
some time. Regardless, the understanding of tachykinins’ influence on cocaine addiction 
seems to be progressing in a very slow pace. 

3.4 Hypothalamic-pituitary-adrenal (HPA) axis 
Another key aspect of psychostimulant effects concerns the neuroendocrine system. 
Stressful stimuli or situations trigger a series of neuroendocrine steps in the HPA axis; i.e., 
the release of corticotropin-releasing factor (CRF) from the hypothalamus, 
adrenocorticotropic hormone (ACTH) from the pituitary gland and finally glucocorticoids 
from the adrenal cortex. There is increasing evidence that this physiological response to 
stress is related to several aspects of drug addiction (Piazza & Le Moal, 1997; Sinha, 2001; 
Spealman et al., 2004). The work from Piazza and coworkers revealed that glucocorticoids 
were implicated in the DA response to cocaine and opioids (Marinelli et al., 1998; Marinelli 
et al., 1997; Piazza &Le Moal, 1997) and, therefore, the HPA axis was a possible target for 
addiction treatment. Glucocorticoid stress response seems to be essential for the acquisition, 
maintenance and reinstatement of stimulant self-administration (Goeders, 2002; Piazza et al., 
1991; Piazza and Le Moal, 1998).  
There are major and pervasive differences in the rodent and primate HPA system. First, the 
activation of the HPA in rodents relies predominantly on corticosterone, as opposed to 
cortisol in humans and NHP. There also seems to be discrepant age-related influences on 
hormones and cocaine. Rats display an increase in basal glucocorticoids as they age 
(Haugert et al., 1994; Meany et al., 1992), whereas no such difference was observed in NHP 
or humans (Goncharova & Lapin, 2002). More importantly, the distribution of corticotropin-

 
Contributions of Non-Human Primates to the Understanding of Cocaine Addiction 

 

349 

releasing-factor (CRF) reactivity and that of corticoid receptors in the brain show great 
discrepancies in the amygdala (Bassett & Foote, 1992; Sanchez et al., 1999), hippocampus 
and pre-frontal cortex (PFC; Sanchez et al., 2000). The discrepancies in the amygdala and 
hippocampus are similar to the differences in the distribution of norepinephrine in those 
regions (Smith et al., 2006). These structures are important for learning and memory 
(McGaugh 2002; Tomaz et al., 1992) which, in turn, are also implicated in addictive 
behaviors (Garavan et al., 2000; Kilts et al., 2001; O’Brien et al., 1998). The amygdala also 
sends critical inputs to the striatum and PFC. 
The discrepancies in receptor distribution in the PFC are of particular interest. The PFC is 
another area relevant for cocaine effects. It is a critical structure in decision-making and is 
involved in stress responses (Weinberg et al., 2010). It has undergone a massive expansion in 
primates, with NHP sharing a high similarity with humans in terms of structure, 
neurochemistry and connections (Carmichael and Price, 1994, 1996; Hardman et al., 2002; 
Ongur et al., 2003; Porrino & Lyons, 2000). The predominance of glucocorticoid receptors in 
the primate PFC, compared to the hippocampus, suggests that in humans and NHP this 
structure plays an important role in the HPA negative feedback through GR-mediated 
mechanisms (Sanchez et al., 2000). Furthermore, increasing evidence has implicated PFC 
asymmetry with stimulant use and hormonal changes. Activity in the right PFC was 
positively correlated with elevated levels of cortisol and cocaine craving (Kalin et al., 1998; 
Volkow et al., 1999). Chronic use of cocaine was also correlated with greater volume loss of 
the right PFC (Liu et al., 1998).   
Despite these differences, cocaine-induced effects have shown a considerably similar 
response in rodents and primates. Plasma levels of ACTH, endorphin and corticosterone in 
rats increase in response to cocaine administration (Forman & Estilow, 1988; Levy et al., 
1991; Moldow & Fischman, 1987; Saphier et al., 1993) as also seen in NHP (Lima et al., 2008; 
Sarnyai et al., 1996). This same pattern is seen in humans, where ACTH and adrenaline 
levels were increased with cocaine infusions, along with its subjective effects such as 
euphoria (Mendelson et al., 2002). On the other hand, glucocorticoids show reinforcing 
properties of their own in rodents, whereas no such effect has been observed in primates 
(Broadbear et al., 1999). Broadbear and coworkers (2004) also reported that increases in 
ACTH and cortisol in NHP in response to cocaine infusion were in line with rodents studies, 
but the same did not hold true for opioid drugs, which induced an inhibition of HPA 
activity in monkeys.  
Although rodent and primate research presents direct mechanisms for the cocaine-induced 
activation of HPA axis, the impact that stress may have on the maintenance and relapse into 
drug seeking behavior is not so clear (Sinha, 2001). Initial studies with footshock paradigms 
in rodents have suggested that corticosterone may play a role in relapse (Deroche et al. 1997; 
Shaham et al. 1998; Mantsch and Goeders 1999). Rodent studies on reinstatement, however, 
yielded conflicting results (Erb et al., 1998; Goeders, 2003; Lu et al., 2001). Studies with 
squirrel monkeys by Spealman and coworkers suggest that the HPA axis is not involved in 
cocaine relapse (Lee et al., 2003). Rather, their following work indicated that the 
noradrenergic system is more likely to mediate stress response in cocaine reinstatement (Lee 
et al., 2004; but see Platt et al., 2007). Nevertheless, a recent study with rats suggests that 
cocaine reinstatement may be dependent on the interplay of both the HPA and 
noradrenergic systems (Graf et al., 2011). 



 
Psychiatric Disorders – Trends and Developments 

 

350 

4. Current and future strategies against cocaine addiction  
As mentioned above, an effective pharmacological treatment for cocaine addiction is still 
lacking. A recent study has attempted to implement a novel cocaine vaccine trial, with 
limited results (Martell et al., 2009), yet other trials are currently under way (Kinsey et al., 
2010). There are, nonetheless, several ongoing efforts to develop pharmacological strategies 
in primates to block or reduce the reinforcing properties of cocaine. From the findings 
discussed above, DA and 5-HT receptors and their respective transporters seem to currently 
be the most likely candidates for such an endeavor. In fact, the co-administration of DAT 
and SERT inhibitors has yielded encouraging results in primates (Howell, 2008), with such 
joint infusion leading to a better outcome, when compared to DAT alone. Strategies that 
influence CART transcription may also exert an important modulatory effect on stimulant-
seeking behavior and thus should not be overlooked in primate studies. On the other hand, 
NK1 and NK3 receptors seem to be more involved in the hyperlocomotor property of 
cocaine, even if the present lack of studies limits such a prediction, while the interaction of 
the stress response, via HPA axis, with the noradrenergic system seems promising in terms 
of preventing a relapse.  
The development of drugs with such mechanisms will require confirmation and further 
testing in NHP models. Well-established testing paradigms are just now being combined 
with neuroimaging techniques in monkeys, such as PET scans (Howell, 2008; Howell & 
Murnane, 2011) and fMRI (Jenkins et al., 2004; Brevard et al., 2006). Besides the several 
aspects already pointed out in this chapter, other advantages for using NHP (specifically 
related to imaging studies) are worth mentioning, including a similar cerebral metabolism 
and pharmacokinetics profile between humans and NHP, as opposed to rodents (Banks et 
al., 2007; Lyons et al., 1996; Porrino et al., 2002). Therefore, the translational value of NHP 
neuroimaging is unparallel to any other animal model.  
In summary, there is compelling evidence for the importance of NHP in cocaine research. In 
all neural pathways analyzed, the discrepancies detected between rodents and humans 
warrant some caution when generalizing the results observed in the former. Nevertheless, 
there are several lines of research related to cocaine that have few or no corresponding 
studies being held with primates. Besides the difficulty in handling and research costs, this 
may also be due to restrictions in the use of these animals for research, especially for large 
primates. The findings discussed in this chapter indicate that NHP will remain crucial for 
biomedical research for several years to come, as substitutes have not yet been made 
available. Therefore, the development of a clinically effective anti-cocaine or anti-relapse 
drug/vaccine will very likely depend on our ability to cope with the lack of studies and 
ever-mounting pressure against the use of animals in research.  
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1. Introduction  
The drug problem in the United States is a complex mosaic involving different types of 
drugs, consumption practices, and biological and psychological responses to their effects. 
Over the past two decades, the fields of psychiatry and neurology have witnessed dramatic 
scientific breakthroughs in understanding the actions of drugs that can be used to regulate 
the nervous system (Nestler, Hyman, & Malenka, 2009). This has led to a dramatic increase 
in use of these medications for treating a wide range of physical and mental disorders 
(Dasgupta et al., 2006). An unintended consequence of this increased level of availability is 
that a large proportion of these drugs are being consumed in excess of the dosage 
recommended by the manufacturer or prescriber, used to self-treat illnesses instead of 
seeking professional medical care, and/or combined with other drugs increase the desired 
effects. As a result, the numbers of unintentional poisonings and emergency room visits 
have nearly doubled. For instance, the latest figures from the Drug Abuse Warning Network 
(DAWN) indicate that in 2008, that nearly half of the 2 million emergency room visits to U.S. 
hospitals involved prescription medications. Approximately two-thirds of those visits that 
involved prescription medications were for prescription pharmaceuticals only and no co-
occurring illicit drug or alcohol abuse (SAMHSA, 2006). In addition to the tremendous 
economic costs associated with overdoses involving prescription medications, the adverse 
social and mental/physical health effects, though difficult to directly quantify, are 
considerable. 
The goal of this chapter is to present an overview of the current state of knowledge about 
the nonmedical use of prescription medications. Because of the sheer volume of the 
literature, this chapter cannot cover the entire breadth of this complex phenomenon. 
Therefore, the discussion is limited to those exhibiting features of dependence on 
prescription medications, as this is the most harmful pattern of use. Within the context of 
dependence, the goal is to present a concise review of the epidemiological data on the 
prevalence of dependence on prescription medications within various population sub-
groups (e.g. youth, those with co-occurring illicit substance use disorders, and previous 
history of psychiatric illness). In addition, a brief summary is provided on the 
pharmacological properties that are likely to confer selective use of the particular drug 
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1. Introduction  
The drug problem in the United States is a complex mosaic involving different types of 
drugs, consumption practices, and biological and psychological responses to their effects. 
Over the past two decades, the fields of psychiatry and neurology have witnessed dramatic 
scientific breakthroughs in understanding the actions of drugs that can be used to regulate 
the nervous system (Nestler, Hyman, & Malenka, 2009). This has led to a dramatic increase 
in use of these medications for treating a wide range of physical and mental disorders 
(Dasgupta et al., 2006). An unintended consequence of this increased level of availability is 
that a large proportion of these drugs are being consumed in excess of the dosage 
recommended by the manufacturer or prescriber, used to self-treat illnesses instead of 
seeking professional medical care, and/or combined with other drugs increase the desired 
effects. As a result, the numbers of unintentional poisonings and emergency room visits 
have nearly doubled. For instance, the latest figures from the Drug Abuse Warning Network 
(DAWN) indicate that in 2008, that nearly half of the 2 million emergency room visits to U.S. 
hospitals involved prescription medications. Approximately two-thirds of those visits that 
involved prescription medications were for prescription pharmaceuticals only and no co-
occurring illicit drug or alcohol abuse (SAMHSA, 2006). In addition to the tremendous 
economic costs associated with overdoses involving prescription medications, the adverse 
social and mental/physical health effects, though difficult to directly quantify, are 
considerable. 
The goal of this chapter is to present an overview of the current state of knowledge about 
the nonmedical use of prescription medications. Because of the sheer volume of the 
literature, this chapter cannot cover the entire breadth of this complex phenomenon. 
Therefore, the discussion is limited to those exhibiting features of dependence on 
prescription medications, as this is the most harmful pattern of use. Within the context of 
dependence, the goal is to present a concise review of the epidemiological data on the 
prevalence of dependence on prescription medications within various population sub-
groups (e.g. youth, those with co-occurring illicit substance use disorders, and previous 
history of psychiatric illness). In addition, a brief summary is provided on the 
pharmacological properties that are likely to confer selective use of the particular drug 
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class for nonmedical use. Information on the prevalence of seeking treatment for a 
substance use disorder involving prescription drugs, unmet need for treatment, and types 
of evidence-based treatment available for each drug class is also presented. Surveillance 
data also indicate that nonmedical use occurs in a wide range of medication classes (e.g., 
anabolic steroids, over-the-counter cough medicines, antihistamines) (Compton & 
Volkow, 2006; Kuehn, 2007; Lankenau, Sanders, Bloom, & Hathazi, 2008). However, this 
chapter focuses on the three classes of medications where the epidemiological and 
physiological literatures indicate that the likelihood of transitioning beyond 
experimentation to dependence is greatest—pain relievers, stimulants, and 
sedatives/tranquilizers (Blanco et al., 2007). Unless otherwise noted, the source of the 
surveillance data is the 2005-2009 National Survey on Drug Use and Health (NSDUH). It 
is a cross-sectional survey of non-institutionalized youth (age 12-17) and adults (age 18+) 
in the United States that is conducted on an annual basis and arguably contains the richest 
source of data covering topics related to the nonmedical use of prescription medications 
(Colliver, Kroutil, Dai, & Gfroerer, 2006).  

2. Taxonomy of nonmedical prescription drug use 
The term nonmedical use of prescription drugs has been criticized in the literature because 
studies typically define it use as a single item. However, NMPD is a multidimensional 
construct that encompasses a wide range of motivations to use prescription medications 
(Boyd & McCabe, 2008). Unlike heroin or other illicit drugs, prescription medications can 
be used to treat legitimate medical conditions. With the exception of cocaine, most illicit 
drugs are defined by the Drug Enforcement Agency in the United States as having no 
medical therapeutic value and therefore are considered illegal to possess or dispense 
(Table 1).  
An important side note deserves mentioning. Marijuana and cocaine have some level of 
medically accepted therapeutic value and are available in certain States only under 
extremely unique circumstances. For instance, marijuana is currently treated by the US 
federal government as having no medically accepted therapeutic value and is therefore 
considered illegal (See Table 2). A small number of States (e.g., California, Colorado) 
consider marijuana an acceptable treatment, such as for patients with glaucoma. In those 
states, it is available from a licensed prescriber and may be obtained from a specialized 
pharmacy licensed to dispense limited quantities to patients. Cocaine is used as a topical 
anesthetic for conditions of the eye and nose, including nasal cauterization. However, 
prescriptions for cocaine and marijuana are highly regulated.  
 

Substances: 
Categories and 

Names 

Examples of 
Commercial and 

Street Names 

DEA Schedule* / 
How 

Administered** 

Intoxication Effects / 
Potential Health 
Consequences 

Depressants 

  barbiturates Amytal, Nembutal, 
Seconal, Phenobarbital; 
barbs, reds, red birds, 
phennies, tooies, 
yellows, yellow jackets 

II, III, V/injected, 
swallowed 

Reduced pain and anxiety; 
feeling of well-being; lowered 
inhibitions; slowed pulse and 
breathing; lowered blood 
pressure; poor 
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Substances: 
Categories and 

Names 

Examples of 
Commercial and 

Street Names 

DEA Schedule* / 
How 

Administered** 

Intoxication Effects / 
Potential Health 
Consequences 

  benzodiazepines 
(other  
  than flunitrazepam) 

Ativan, Halcion, Librium, 
Valium, Xanax; candy, 
downers, sleeping pills, 
tranks 

IV/swallowed concentration/confusion, 
fatigue; impaired coordination, 
memory, judgment; respiratory 
depression and arrest, 
addiction 
For barbiturates – sedation, 
drowsiness/depression, 
unusual excitement, fever, 
irritability, poor judgment, 
slurred speech, dizziness 
For benzodiazepines – sedation, 
drowsiness/dizziness 
For flunitrazepam – visual and 
gastrointestinal disturbances, 
urinary retention, memory loss 
for the time under the drug’s 
effects 

  flunitrazepam***+ Rohypnol; forget-me pill, 
Mexican Valium, R2, 
Roche, roofies, roofinol, 
rope, rophies 

IV/swallowed, 
snorted 

Opioids and Morphine Derivatives 

  codeine   Empirin with Codeine, 
Fiorinal with Codeine, 
Robitussin A-C,  
Tylenol with Codeine; 
Captain Cody,  
Cody, schoolboy; 
(with glutethimide doors 
& hours,  
loads, pancakes 
and syrup 

II, III, IV/injected, 
swallowed 

Pain relief, euphoria, 
drowsiness/respiratory 
depression and arrest, nausea, 
confusion, constipation, 
sedation, unconsciousness, 
coma, tolerance, addiction 
For codeine – less analgesia, 
sedation, and respiratory 
depression than morphine 

  fentanyl Actiq, Duragesic, 
Sublimaze;  
Apache, China girl, 
China white,  
dance fever, friend, 
goodfella,  
jackpot, murder 8,  
TNT,  
Tango and Cash 

II/injected, smoked, 
snorted 

  morphine Roxanol, Duramorph; M, 
Miss Emma, monkey, 
white stuff 

II/injected, 
swallowed, smoked 

  opium laudanum, paregoric;  
big O, black stuff,  
block, gum, hop 

II, III, V/swallowed, 
smoked 
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class for nonmedical use. Information on the prevalence of seeking treatment for a 
substance use disorder involving prescription drugs, unmet need for treatment, and types 
of evidence-based treatment available for each drug class is also presented. Surveillance 
data also indicate that nonmedical use occurs in a wide range of medication classes (e.g., 
anabolic steroids, over-the-counter cough medicines, antihistamines) (Compton & 
Volkow, 2006; Kuehn, 2007; Lankenau, Sanders, Bloom, & Hathazi, 2008). However, this 
chapter focuses on the three classes of medications where the epidemiological and 
physiological literatures indicate that the likelihood of transitioning beyond 
experimentation to dependence is greatest—pain relievers, stimulants, and 
sedatives/tranquilizers (Blanco et al., 2007). Unless otherwise noted, the source of the 
surveillance data is the 2005-2009 National Survey on Drug Use and Health (NSDUH). It 
is a cross-sectional survey of non-institutionalized youth (age 12-17) and adults (age 18+) 
in the United States that is conducted on an annual basis and arguably contains the richest 
source of data covering topics related to the nonmedical use of prescription medications 
(Colliver, Kroutil, Dai, & Gfroerer, 2006).  

2. Taxonomy of nonmedical prescription drug use 
The term nonmedical use of prescription drugs has been criticized in the literature because 
studies typically define it use as a single item. However, NMPD is a multidimensional 
construct that encompasses a wide range of motivations to use prescription medications 
(Boyd & McCabe, 2008). Unlike heroin or other illicit drugs, prescription medications can 
be used to treat legitimate medical conditions. With the exception of cocaine, most illicit 
drugs are defined by the Drug Enforcement Agency in the United States as having no 
medical therapeutic value and therefore are considered illegal to possess or dispense 
(Table 1).  
An important side note deserves mentioning. Marijuana and cocaine have some level of 
medically accepted therapeutic value and are available in certain States only under 
extremely unique circumstances. For instance, marijuana is currently treated by the US 
federal government as having no medically accepted therapeutic value and is therefore 
considered illegal (See Table 2). A small number of States (e.g., California, Colorado) 
consider marijuana an acceptable treatment, such as for patients with glaucoma. In those 
states, it is available from a licensed prescriber and may be obtained from a specialized 
pharmacy licensed to dispense limited quantities to patients. Cocaine is used as a topical 
anesthetic for conditions of the eye and nose, including nasal cauterization. However, 
prescriptions for cocaine and marijuana are highly regulated.  
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Substances: 
Categories and 

Names 

Examples of 
Commercial and 

Street Names 

DEA Schedule* / 
How 

Administered** 

Intoxication Effects / 
Potential Health 
Consequences 

  benzodiazepines 
(other  
  than flunitrazepam) 

Ativan, Halcion, Librium, 
Valium, Xanax; candy, 
downers, sleeping pills, 
tranks 

IV/swallowed concentration/confusion, 
fatigue; impaired coordination, 
memory, judgment; respiratory 
depression and arrest, 
addiction 
For barbiturates – sedation, 
drowsiness/depression, 
unusual excitement, fever, 
irritability, poor judgment, 
slurred speech, dizziness 
For benzodiazepines – sedation, 
drowsiness/dizziness 
For flunitrazepam – visual and 
gastrointestinal disturbances, 
urinary retention, memory loss 
for the time under the drug’s 
effects 

  flunitrazepam***+ Rohypnol; forget-me pill, 
Mexican Valium, R2, 
Roche, roofies, roofinol, 
rope, rophies 

IV/swallowed, 
snorted 

Opioids and Morphine Derivatives 

  codeine   Empirin with Codeine, 
Fiorinal with Codeine, 
Robitussin A-C,  
Tylenol with Codeine; 
Captain Cody,  
Cody, schoolboy; 
(with glutethimide doors 
& hours,  
loads, pancakes 
and syrup 

II, III, IV/injected, 
swallowed 

Pain relief, euphoria, 
drowsiness/respiratory 
depression and arrest, nausea, 
confusion, constipation, 
sedation, unconsciousness, 
coma, tolerance, addiction 
For codeine – less analgesia, 
sedation, and respiratory 
depression than morphine 

  fentanyl Actiq, Duragesic, 
Sublimaze;  
Apache, China girl, 
China white,  
dance fever, friend, 
goodfella,  
jackpot, murder 8,  
TNT,  
Tango and Cash 

II/injected, smoked, 
snorted 

  morphine Roxanol, Duramorph; M, 
Miss Emma, monkey, 
white stuff 

II/injected, 
swallowed, smoked 

  opium laudanum, paregoric;  
big O, black stuff,  
block, gum, hop 

II, III, V/swallowed, 
smoked 
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Substances: 
Categories and 

Names 

Examples of 
Commercial and 

Street Names 

DEA Schedule* / 
How 

Administered** 

Intoxication Effects / 
Potential Health 
Consequences 

  other opioid pain 
relievers   
  (oxycodone, 
meperidine,  
  hydromorphone,  
  hydrocodone,   
  propoxypene) 

Tylox, OxyContin, 
Percodan, Percocet; oxy 
90s, oxycotton, oxycet, 
hillbilly heroin, percs 
Demerol, meperidine 
hydrochloride; demmies, 
pain killer 
Dilaudid; juice, dillies 
Vicodin, Lortab, Lorcet, 
Darvon, Darvocet 

II, III, IV/swallowed, 
injected, 
suppositories, 
chewed, crushed, 
snorted 

Stimulants 

  amphetamines Biphetamine, Dexedrine; 
bennies, black beauties, 
crosses, hearts, LA 
turnaround, speed, truck 
drivers, uppers 

II/injected, 
swallowed, smoked, 
snorted 

Increased heart rate, blood 
pressure, metabolism; feelings 
of exhilaration, energy, 
increased mental 
alertness/rapid or irregular 
heart beat; reduced appetite, 
weight loss, heart failure 
For amphetamines – rapid 
breathing; 
hallucinations/tremor, loss of 
coordination; irritability, 
anxiousness, restlessness, 
delirium, panic, paranoia, 
impulsive behavior, 
aggressiveness, tolerance, 
addiction 
For cocaine – aggression, 
violence, psychotic 
behavior/memory loss, cardiac 
and neurological damage; 
impaired memory and 
learning, tolerance, addiction 
For methylphenidate – increase 
or decrease in blood pressure, 
psychotic episodes/ digestive 
problems, loss of appetite, 
weight loss 

  cocaine Cocaine hydrochloride; 
blow, bump, c, candy, 
Charlie, coke, crack, 
flake, rock, snow, toot 

II/injected, smoked, 
snorted 

  methamphetamine Desoxyn; chalk, crank, 
crystal, fire, glass, go 
fast, ice, meth, speed 

II/injected, 
swallowed, smoked, 
snorted 

  methylphenidate Ritalin; JIF, MPH, R-ball, 
Skippy, the smart drug, 
vitamin R 

II/injected, 
swallowed, snorted 

*Schedule I and II drugs have high potential for abuse. They require greater storage security and have a quota on 
manufacturing, among other restrictions. Schedule I drugs are available for research only and have no approved 
medical use; Schedule II drugs are available only by prescription (unrefillable) and require a form for ordering. 
Schedule III and IV drugs are available by prescription, may have five refills in 6 months, and may be ordered 
orally. Most Schedule V drugs are available over the counter. 
**Taking drugs by injections can increase the risk of infection through needle contamination with staphylococci, 
HIV, hepatitis, and other organisms. 
***Associated with sexual assaults. 
+Not available by prescription in the U.S. 

Table 1. Selected Prescription Drugs with Potential for Abuse 
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Substance 
Category Definition Example Drugs 

Schedule I  Most restrictive level 
 Includes drugs or other substances 

with a high potential for abuse 
 No currently accepted medical use 

in the United States 
 Low level of safety 
 Not approved for use, distribution, 

manufacture, or importation 

Heroin 
Marijuana 
Phencyclidine (PCP) 
Lysergic acid dithylamide 
(LSD) 

Schedule II  Drugs have high abuse potential 
 Have currently accepted medical 

use in treatment, with severe 
restrictions 

Cocaine 
Methamphetamine 
Amphetamines 

Dextroamphetamine 
Adderall® 

Morphine 
Oxycodone 

OxyContin® 
Methylphenidate 

Ritalin® 
Schedule III  Drugs have abuse potential less 

than that of Schedule I or II drugs 
 Have currently accepted medical 

uses in treatment 

Hydrocodone 
Vicodin® 

Butalbital 
Fiorinal® 

Schedule IV  Drugs have lower abuse potential 
than those of Schedule III drugs 

 Have currently accepted medical 
uses in treatment 

Alprazolam 
Xanax® 

Diazepam 
Valium® 

Propoxyphene 
Darvon® 

Schedule V  Drugs have low abuse potential 
 Have recognized medical uses 
 Some pharmaceuticals contain 

drugs with higher abuse potential 
but in much lower concentrations 
relative to other ingredients 
 

Cough medicines with codeine 
Robitussin AC® 

Table 2. Drug Enforcement Agency’s Controlled Substances Act Definitions of Substances 
Subject to Food and Drug Administration Regulation 

Notwithstanding marijuana and cocaine, many illicit drugs were originally developed for 
medicinal purposes, but were deemed to have little or no efficacy, or having such a high 
abuse liability that they were prohibited as a legal medical treatment (e.g., heroin, LSD). 
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Substances: 
Categories and 

Names 

Examples of 
Commercial and 

Street Names 

DEA Schedule* / 
How 

Administered** 

Intoxication Effects / 
Potential Health 
Consequences 

  other opioid pain 
relievers   
  (oxycodone, 
meperidine,  
  hydromorphone,  
  hydrocodone,   
  propoxypene) 

Tylox, OxyContin, 
Percodan, Percocet; oxy 
90s, oxycotton, oxycet, 
hillbilly heroin, percs 
Demerol, meperidine 
hydrochloride; demmies, 
pain killer 
Dilaudid; juice, dillies 
Vicodin, Lortab, Lorcet, 
Darvon, Darvocet 

II, III, IV/swallowed, 
injected, 
suppositories, 
chewed, crushed, 
snorted 

Stimulants 

  amphetamines Biphetamine, Dexedrine; 
bennies, black beauties, 
crosses, hearts, LA 
turnaround, speed, truck 
drivers, uppers 

II/injected, 
swallowed, smoked, 
snorted 

Increased heart rate, blood 
pressure, metabolism; feelings 
of exhilaration, energy, 
increased mental 
alertness/rapid or irregular 
heart beat; reduced appetite, 
weight loss, heart failure 
For amphetamines – rapid 
breathing; 
hallucinations/tremor, loss of 
coordination; irritability, 
anxiousness, restlessness, 
delirium, panic, paranoia, 
impulsive behavior, 
aggressiveness, tolerance, 
addiction 
For cocaine – aggression, 
violence, psychotic 
behavior/memory loss, cardiac 
and neurological damage; 
impaired memory and 
learning, tolerance, addiction 
For methylphenidate – increase 
or decrease in blood pressure, 
psychotic episodes/ digestive 
problems, loss of appetite, 
weight loss 

  cocaine Cocaine hydrochloride; 
blow, bump, c, candy, 
Charlie, coke, crack, 
flake, rock, snow, toot 

II/injected, smoked, 
snorted 

  methamphetamine Desoxyn; chalk, crank, 
crystal, fire, glass, go 
fast, ice, meth, speed 

II/injected, 
swallowed, smoked, 
snorted 

  methylphenidate Ritalin; JIF, MPH, R-ball, 
Skippy, the smart drug, 
vitamin R 

II/injected, 
swallowed, snorted 

*Schedule I and II drugs have high potential for abuse. They require greater storage security and have a quota on 
manufacturing, among other restrictions. Schedule I drugs are available for research only and have no approved 
medical use; Schedule II drugs are available only by prescription (unrefillable) and require a form for ordering. 
Schedule III and IV drugs are available by prescription, may have five refills in 6 months, and may be ordered 
orally. Most Schedule V drugs are available over the counter. 
**Taking drugs by injections can increase the risk of infection through needle contamination with staphylococci, 
HIV, hepatitis, and other organisms. 
***Associated with sexual assaults. 
+Not available by prescription in the U.S. 

Table 1. Selected Prescription Drugs with Potential for Abuse 
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Substance 
Category Definition Example Drugs 

Schedule I  Most restrictive level 
 Includes drugs or other substances 

with a high potential for abuse 
 No currently accepted medical use 

in the United States 
 Low level of safety 
 Not approved for use, distribution, 

manufacture, or importation 

Heroin 
Marijuana 
Phencyclidine (PCP) 
Lysergic acid dithylamide 
(LSD) 

Schedule II  Drugs have high abuse potential 
 Have currently accepted medical 

use in treatment, with severe 
restrictions 

Cocaine 
Methamphetamine 
Amphetamines 

Dextroamphetamine 
Adderall® 

Morphine 
Oxycodone 

OxyContin® 
Methylphenidate 

Ritalin® 
Schedule III  Drugs have abuse potential less 

than that of Schedule I or II drugs 
 Have currently accepted medical 

uses in treatment 

Hydrocodone 
Vicodin® 

Butalbital 
Fiorinal® 

Schedule IV  Drugs have lower abuse potential 
than those of Schedule III drugs 

 Have currently accepted medical 
uses in treatment 

Alprazolam 
Xanax® 

Diazepam 
Valium® 

Propoxyphene 
Darvon® 

Schedule V  Drugs have low abuse potential 
 Have recognized medical uses 
 Some pharmaceuticals contain 

drugs with higher abuse potential 
but in much lower concentrations 
relative to other ingredients 
 

Cough medicines with codeine 
Robitussin AC® 

Table 2. Drug Enforcement Agency’s Controlled Substances Act Definitions of Substances 
Subject to Food and Drug Administration Regulation 

Notwithstanding marijuana and cocaine, many illicit drugs were originally developed for 
medicinal purposes, but were deemed to have little or no efficacy, or having such a high 
abuse liability that they were prohibited as a legal medical treatment (e.g., heroin, LSD). 
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Therefore, prescription medications are unique in that their use is motivated by factors other 
than euphoria. For instance, prescription pain relievers are often used to treat legitimate 
medical injuries, but many patients self-treat without a doctor’s prescription when a dosage 
of the drug is readily available to them (e.g., using a spouses prescription).  
Attempts to develop survey items to capture the concept of nonmedical use has been 
challenging because there is no universally accepted definition as to what constitutes 
nonmedical use prescription drug use (NMPD). The National Survey on Drug Use and 
Health (NSDUH) frames the question as whether the respondent “used a particular drug 
that was not prescribed for you or was used only for the experience or feeling it caused.”   It 
is sometimes argued that the NSDUH definition of NMPD is overly inclusive, as it could 
include drugs that are used for self-treatment of a medical condition, but were not 
specifically prescribed by a physician (Huang et al., 2006). In contrast, another annual cross-
sectional surveillance study focused on youth, the Monitoring the Future (MTF) study 
defines nonmedical prescription drug use as ‘use of prescription medications without a 
doctor telling you to take them’ (Johnston, O’Malley, Bachman, & Schulenberg, 2009). Then, 
the survey follows with queries about motivations about the most important reason for use, 
such as: experimentation, pain relief, euphoria. Understanding motivations for use are 
important because nonmedical users who use only for therapeutic value and those using for 
other reasons, such as for euphoria, are likely to have different profiles of risk and protective 
factors for use, abuse liabilities, and prevention and treatment needs (Zachny and Lichtor, 
1998; Boyd and McCabe).  
In the United States, there is a tremendous gulf among legislative stakeholders in terms of a 
formal taxonomy for nonmedical prescription drug use and problematic levels of use. The 
Food and Drug Administration has urged manufactured to focus on “Physical Dependence” 
and “Tolerance” (Dasgupta, Henningfield, Ertischek, & Schnoll, 2011) in the assessment of 
abuse liability for prescription medications. The National Institutes of Health (NIH) is 
concerned both the physical and psychological aspects of addiction that are linked to extant 
diagnostic criteria, such as the American Psychiatric Association’s Diagnostic and Statistical 
Manual (DSM) or the International Classification of Diseases (ICD) categories of abuse and 
dependence (Compton & Volkow, 2006). The United States Drug Enforcement Agency 
(DEA) takes a more scientific approach, focusing on the legal requirements (e.g., number 
and timing of refills, quantity dispensed under a single prescription, written versus 
ePrescribing) that is tied to a drug’s particular abuse liability (Katz et al., 2007). The words 
“abuse” and “misuse” have often been used interchangeably, but may be used to define 
separate acts of nonmedical use. The term Abuse may refer to use that involves seeking a 
euphoric “high” and misuse typically refers to “intentional use that involves a legitimate 
prescription that is used in amounts not directed by the prescriber or to treat another 
medical condition.” An additional piece of this complicated taxonomy is whether the drug 
was prescribed for the user or whether they obtained it illicitly (e.g., stole/obtained from 
friends/family, forged written prescription, feigned symptoms to a prescriber with liberal 
prescribing habits [pill mills] (Boyd & McCabe, 2008).  
In 2003, the College on Problems on Drug Dependence, the largest professional society in 
the United States dedicated solely to the advancement of knowledge about drug abuse, 
published a position statement about prescription pain relievers (Zacny et al., 2003). The 
statement urged for a formal clarification of the term nonmedical use that is broad enough 
to include motivations for use for inclusion on national surveillance surveys, such as the 
NSDUH. However, the purpose of this chapter focuses on the epidemiology and treatment 
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of levels of use that are problematic and in need of specialty substance abuse treatment. 
Therefore, clarification of the term nonmedical use is less important than resolution of the 
diagnostic criteria that can be used to assess problem use, such as the DSM or ICD 
classifications of abuse or dependence. There is some debate about the degree to which 
opioids differ in their abuse liability and phenotypic expression of abuse and/or 
dependence symptoms (Wu, Woody, Yang, & Blazer, 2011; Wu, Woody, Yang, Mannelli, & 
Blazer, 2011). However, DSM and ICD criteria are generally accepted measures that can be 
easily translated onto epidemiological surveys to estimate the population in need of 
substance abuse treatment services for prescription drug-related problems. There are many 
clinical tools that are used to diagnose problem use for different therapeutic classes, as well 
as biological challenge tests of physical dependence (Kosten, Bianchi, & Kosten, 1989). At 
one end of the continuum, there is concern that the “one-size fits all” approach to defining 
the concepts of abuse and dependence may not operate similarly across all substances even 
within a therapeutic class (e.g., extended release having lower abuse liability than 
immediate release oxycodone) (Dasgupta, et al., 2011). At the other end of the continuum, 
there is an argument that abuse and dependence are a continuum, which is derived from an 
underlying biopsychosocial propensity (Krueger et al., 2002). Regardless of the placement 
on the spectrum, the term Addiction refers to a chronic and relapsing pattern of use and is 
defined by essentially three characteristics: compulsive use, loss of control in limiting intake, 
and altering behavioral activities in support of drug consumption. Medical professionals 
typically employ more specific terminology aligned within clinical (e.g., DSM or ICD 
criteria) criteria when referencing disordered patterns of substance use, such as abuse 
and/or dependence.  
For the remainder of this chapter, we present data on problem levels of prescription drug 
use using the DSM-IV/ICD classification scheme of abuse and/or dependence. This 
scheme is the most widely employed diagnostic tool for problem use on national 
surveillance data systems, and are used to frame the nation’s perspective and 
conversation related to research, prevention, treatment, and public policy toward the 
nonmedical use of prescription drugs. Within this diagnostic taxonomy, hierarchical 
criteria are used to ensure that substance use disorders are classified by whether 
symptoms are directly tied to substance use or a separate psychiatric disorder or illness. 
For example, mood and anxiety disorders (APA, 2006) have exclusionary criteria because 
a common symptom of withdrawal (e.g., “dope sick”) may involve symptomotology that 
overlaps with mood and anxiety disorders, such as “feeling downhearted and blue” or 
“nervousness”. This task is complicated by the high rate of comorbidity between mental 
(i.e., mood, anxiety, and personality) and substance use disorders (McLellan, Lewis, 
O'Brien, & Kleber, 2000; NIDA, 1999; O'Brien et al., 2004).  
Evaluating a substance use disorder has been established using criteria that can be 
implemented by a clinician, or a trained interviewer using a semi-structured instrument, 
such as the Structured Clinical Interview for DSM Axis II disorders (First, 2002). There are 
also many diagnostic tools that are fully structured and can be implemented in the context 
of a research interview. These include the Composite International Diagnostic Interview 
[CIDI] (Green et al., 2011; Haro et al., 2006; Kessler et al., 2004)and the Associated 
Disabilities Interview Schedule [AUDADIS] (Grant et al., 2003; Grant, Harford, Dawson, 
Chou, & Pickering, 1995). Ascertaining the count of the population in need of services is a 
challenge because of the resources needed to execute a full diagnostic exam on a 
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Therefore, prescription medications are unique in that their use is motivated by factors other 
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sufficiently large enough sample that permits generalization to the population as a whole. 
However, such a task is critical for policymakers to help identify and prioritize placement 
of finite resources that are funded through public monies. As mentioned earlier, there are 
a small number of surveys that collect data annually on nonmedical  use of prescription 
drugs, but only one implements a fully-structured diagnostic interview for substance use 
disorders annually for youth (age 12-17) and adults (ages 18 or older—the National 
Survey on Drug Use and Health (SAMHSA, 2008). Other annual surveys administer brief 
screening scales that can be used to assess probable case based on a small number of 
items. A drawback is that they lack the sensitivity and specificity to accurately assess the 
number in need of treatment (Aldworth et al., 2010; Novak, Colpe, Barker, & Gfroerer, 
2010). Therefore, in-depth diagnostic scales provide the best approach to capturing the 
complex phenomena of substance abuse disorders, despite the length and expense in their 
implementation.  
The Diagnostic and Statistical Manual of Mental Disorders (DSM-IV) distinguishes 
problematic substance use along two categorical rubrics (shown in Table 3):  
 ABUSE: Captures a maladaptive pattern of use that causes significant impairment in 

social, mental, and physical life-world domains. An example is missing work or failing 
to attend to household obligations because of use. Continued use despite consistent 
interpersonal or social problems associated with use is another hallmark system.  

 DEPENDENCE: Is defined by a maladaptive pattern of use with adverse clinical 
consequences. Dependence involves two physical aspects: (1) Tolerance—refers to the 
decrease in the physical or psychological effects of a constant dosage of a drug over 
time; and (2) Withdrawal—refers to a physiological state of adverse mental and physical 
symptoms (e.g., nausea, insomnia, muscle aches/pains, These symptoms will vary 
depending upon how long the medication was taken and the type of medication.  

In the next section, we summarize the epidemiology of nonmedical prescription drug use, 
with an emphasis on disordered patterns of use as defined by DSM-IV criteria (APA, 2002). 
Surveillance data are drawn from the National Survey on Drug Use and Health (SAMHSA, 
2009). The NSDUH is an annual, nationally representative survey of youth (age 12-17) and 
adults (age 18 or older) in the United States. The procedures and characteristics of the 
sample have been published extensively elsewhere (SAMHSA, 2008). Briefly, the sample 
includes approximately 65,000 respondents each year. The target population is the civilian, 
noninstitutionalized population of the United States (including civilians living on military 
bases) and residents of noninstitutional group quarters (e.g., college dormitories, group 
homes, civilians dwelling on military installations) and persons with no permanent 
residence (homeless people in shelters and residents of single rooms in hotels). The NSDUH 
collects information on a large range of illicit substances, including consumption patterns, 
treatment utilization, and diagnoses aligned with the Diagnostic and Statistical Manual of 
Mental Disorders (DSM-IV) criteria for abuse and/or dependence (APA, 2000) for alcohol 
and selected drugs. For this paper, Substance use treatment was coded if the respondent 
reported any therapy or treatment, including detoxification and treatment for any medical 
problems associated with their drug use. Unmet treatment need was defined as the presence 
of a past-year DSM-IV diagnosis for abuse and/or dependence on prescription medications, 
but the respondent did not report receiving substance abuse treatment. Due to the complex 
sampling design of the NSDUH, all descriptive and inferential analyses were conducted 
with SUDAAN release 10.0 (RTI, 2009).  
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Disorders Definition 

Substance Use Disorders 

  Substance Dependence 

A maladaptive pattern of substance use with adverse 
clinical consequences. The DSM-IV has widened the concept 
of dependence to include the association of substance use 
with uncontrolled use or with use in spite of adverse 
consequences. 

  Substance Abuse 

A maladaptive pattern of substance use that causes clinically 
significant impairment, not meeting dependence criteria. 
This may include impairments in social, family, or 
occupational functioning, in the presence of a psychological 
or physical problem, or in satiations in which use of the 
substance is physically hazardous, such as driving while 
intoxicated. 

Substance Induced Disorders 

  Substance Intoxication 
Reversible, substance-specific physiological and behavioral 
changes due to recent exposure to a psychoactive substance. 
Produced by all substances. 

  Substance Withdrawal 

A substance-specific syndrome that develops following 
cessation of or reduction in dosage of a regularly used 
substance. Occurs with chronic use of all substances, except 
perhaps cannabis and hallucinogens. 

  Substance Induced Delirium 
  (confusion, psychosis) 

Occurs with overdose of many substances 

  Substance Induced Psychotic Disorder
  (psychosis) 

May occur with phenylcyclidine (PCP) and hallucinogens, 
stimulants, cannabis, and alcohol. 

  Substance Induced Mood Disorder 
  (depression, mania) 
  Anxiety 

Common with many substances, especially alcohol and 
stimulants. Disorder must be distinguished from primary 
psychiatric disorder that preceded drug use. 

  Substance Induced Sleep Disorder 
A sleep disturbance attributable to acute or chronic 
substance use. Common with alcohol, sedatives, and 
stimulants. 

  Substance Induced Sexual Dysfunction Alcohol, benzodiazepines, and opioids commonly reduce 
sexual responsiveness and performance. 

  Substance Induced Persisting 
Disorders 

Substance-specific syndromes that persist long after drug 
use ceases (e.g., hallucinogen “flashbacks,” memory 
impairments, or dementia). 

* dsm-iv criteria (american psychiatric association, 1994) 

Table 3. Classification of Substance Use and Substance Induced Disorders* 

3. Patterns of prescription drug use and disordered use in the United States 
Although trend data indicate that the prevalence of nonmedical use of prescription drugs 
has nearly doubled over the past two decades (Blanco, et al., 2007), the rate of nonmedical 
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sufficiently large enough sample that permits generalization to the population as a whole. 
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disorders annually for youth (age 12-17) and adults (ages 18 or older—the National 
Survey on Drug Use and Health (SAMHSA, 2008). Other annual surveys administer brief 
screening scales that can be used to assess probable case based on a small number of 
items. A drawback is that they lack the sensitivity and specificity to accurately assess the 
number in need of treatment (Aldworth et al., 2010; Novak, Colpe, Barker, & Gfroerer, 
2010). Therefore, in-depth diagnostic scales provide the best approach to capturing the 
complex phenomena of substance abuse disorders, despite the length and expense in their 
implementation.  
The Diagnostic and Statistical Manual of Mental Disorders (DSM-IV) distinguishes 
problematic substance use along two categorical rubrics (shown in Table 3):  
 ABUSE: Captures a maladaptive pattern of use that causes significant impairment in 

social, mental, and physical life-world domains. An example is missing work or failing 
to attend to household obligations because of use. Continued use despite consistent 
interpersonal or social problems associated with use is another hallmark system.  

 DEPENDENCE: Is defined by a maladaptive pattern of use with adverse clinical 
consequences. Dependence involves two physical aspects: (1) Tolerance—refers to the 
decrease in the physical or psychological effects of a constant dosage of a drug over 
time; and (2) Withdrawal—refers to a physiological state of adverse mental and physical 
symptoms (e.g., nausea, insomnia, muscle aches/pains, These symptoms will vary 
depending upon how long the medication was taken and the type of medication.  

In the next section, we summarize the epidemiology of nonmedical prescription drug use, 
with an emphasis on disordered patterns of use as defined by DSM-IV criteria (APA, 2002). 
Surveillance data are drawn from the National Survey on Drug Use and Health (SAMHSA, 
2009). The NSDUH is an annual, nationally representative survey of youth (age 12-17) and 
adults (age 18 or older) in the United States. The procedures and characteristics of the 
sample have been published extensively elsewhere (SAMHSA, 2008). Briefly, the sample 
includes approximately 65,000 respondents each year. The target population is the civilian, 
noninstitutionalized population of the United States (including civilians living on military 
bases) and residents of noninstitutional group quarters (e.g., college dormitories, group 
homes, civilians dwelling on military installations) and persons with no permanent 
residence (homeless people in shelters and residents of single rooms in hotels). The NSDUH 
collects information on a large range of illicit substances, including consumption patterns, 
treatment utilization, and diagnoses aligned with the Diagnostic and Statistical Manual of 
Mental Disorders (DSM-IV) criteria for abuse and/or dependence (APA, 2000) for alcohol 
and selected drugs. For this paper, Substance use treatment was coded if the respondent 
reported any therapy or treatment, including detoxification and treatment for any medical 
problems associated with their drug use. Unmet treatment need was defined as the presence 
of a past-year DSM-IV diagnosis for abuse and/or dependence on prescription medications, 
but the respondent did not report receiving substance abuse treatment. Due to the complex 
sampling design of the NSDUH, all descriptive and inferential analyses were conducted 
with SUDAAN release 10.0 (RTI, 2009).  
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use remained fairly consistent over the past 5 years (Figure 1). Among youth (aged 12-17), 
the NSDUH showed that approximately 8 percent (8,000 per 100,000) used any class of 
prescription medication in the prior year. Among those that used, about 16% met the criteria 
for abuse or dependence (Figure 2). The rate of use far exceeds that of adults (aged 18 or 
older) where approximately 6% used any prescription medication non-medically and the 
 

 
Fig. 1. Past Year Nonmedical Prescription Drug Use and Meeting Criteria for Dependence or 
Abuse of Nonmedical Prescription Drugs, by Age and Year: 2005-2009 NSDUH (per 100,000) 

 

 
Fig. 2. Past Year Substance Use Disorder among Persons Receiving Drug Treatment in the 
Past Year, by Age and Year: 2005-2009 NSDUHs (In Percent) 
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rates of disordered use was about 16%, similar to adolescents. These data suggest that 
problematic levels of abuse are developing far earlier in lifecourse, especially compared to 
other drugs, such as heroin and cocaine where the median age of disordered use is in the 
mid 20s (SAMSHA, 2006). Additional data (Figure 2) indicate that adolescent females are 
progressing to abuse/dependence more rapidly than males. Among those that received any 
form of treatment for a substance use disorder in the United States (about 2.3 million in 
2009), Figure 3 reveals that approximately 15% to 18% met the criteria for a prescription 
drug disorder. A concern about drug treatment is that care usually focuses on eliminating 
the most harmful substance in the client’s drug-taking repertoire, so prescription drug 
disorders often go unrecognized and untreated compared to illicit drugs such as cocaine 
and heroin. When broken down by the amount of co-occurring disorders among those in 
treatment, Figure 4, shows that of those in drug treatment that have a prescription drug 
disorder, about 70% have a co-occurring drug and/or alcohol use disorder as well.  
 

 
Fig. 3. Past Year Substance Use Disorders Among Persons Aged 18 or Older Receiving Past 
Year Drug Treatment, by Year: 2005-2009 NSDUHs 



 
Psychiatric Disorders – Trends and Developments 

 

376 

use remained fairly consistent over the past 5 years (Figure 1). Among youth (aged 12-17), 
the NSDUH showed that approximately 8 percent (8,000 per 100,000) used any class of 
prescription medication in the prior year. Among those that used, about 16% met the criteria 
for abuse or dependence (Figure 2). The rate of use far exceeds that of adults (aged 18 or 
older) where approximately 6% used any prescription medication non-medically and the 
 

 
Fig. 1. Past Year Nonmedical Prescription Drug Use and Meeting Criteria for Dependence or 
Abuse of Nonmedical Prescription Drugs, by Age and Year: 2005-2009 NSDUH (per 100,000) 

 

 
Fig. 2. Past Year Substance Use Disorder among Persons Receiving Drug Treatment in the 
Past Year, by Age and Year: 2005-2009 NSDUHs (In Percent) 

 
The Epidemiology and Treatment of Prescription Drug Disorders in the United States 

 

377 

rates of disordered use was about 16%, similar to adolescents. These data suggest that 
problematic levels of abuse are developing far earlier in lifecourse, especially compared to 
other drugs, such as heroin and cocaine where the median age of disordered use is in the 
mid 20s (SAMSHA, 2006). Additional data (Figure 2) indicate that adolescent females are 
progressing to abuse/dependence more rapidly than males. Among those that received any 
form of treatment for a substance use disorder in the United States (about 2.3 million in 
2009), Figure 3 reveals that approximately 15% to 18% met the criteria for a prescription 
drug disorder. A concern about drug treatment is that care usually focuses on eliminating 
the most harmful substance in the client’s drug-taking repertoire, so prescription drug 
disorders often go unrecognized and untreated compared to illicit drugs such as cocaine 
and heroin. When broken down by the amount of co-occurring disorders among those in 
treatment, Figure 4, shows that of those in drug treatment that have a prescription drug 
disorder, about 70% have a co-occurring drug and/or alcohol use disorder as well.  
 

 
Fig. 3. Past Year Substance Use Disorders Among Persons Aged 18 or Older Receiving Past 
Year Drug Treatment, by Year: 2005-2009 NSDUHs 



 
Psychiatric Disorders – Trends and Developments 

 

378 

 

 
 

Fig. 4. Poly Drug Use Disorder among Persons with NMPD Use Disorder, by Age and Year: 
2005-2009 NSDUHs 

 

 
 

Fig. 5. Percent of Past Year Nonmedical Prescription Drug Use and Meeting Criteria for 
Dependence or Abuse of Nonmedical Prescription Drugs among 12-17 years olds, by Sex 
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4. Prescription pain relievers  
Therapeutic Indications: Pain relievers as a therapeutic medication class are also referred to as 
analgesics. They are distinguished by the ways in which they act in the peripheral or central 
nervous system. Analgesics that are non-steroidal anti-inflammatory drugs (NSAIDS) are 
used to treat mild pain and act by reducing inflammation at the site of an injury or disease 
in the body. NSAIDS typically do not require a prescription in the United States and are 
available “over-the-counter” (OTC) at local pharmacies, drug stores, and even gas stations. 
Other types of (OTC) analgesics are not NSAIDS (e.g., acetaminophen), but act on the same 
physiological pathways to reduce the neuro-chemical sensation of pain.   
Narcotic analgesics are used to treat moderate to severe pain, in many instances require a 
prescription from a prescriber that is licensed by the Drug Enforcement Agency (DEA). 
Perhaps the most widely used class of pain reliever in the United States is opioids, which 
can be subdivided into three types. First, naturally occurring (e.g., morphine or codeine) 
opioids are derived from the opium poppy plant. These drugs are typically altered into pro-
drugs during the pharmaceutical manufacturing process, meaning that they are chemically 
converted to opioids as they are metabolized into the body. This manufacturing strategy is 
preferable to leaving the chemical structure unaltered (i.e., free base) because it increases the 
bioavailability of the drugs during metabolization and therefore maximizes their efficacy. 
Naturally occurring opioids are also used as chemical building blocks for semi-synthetic 
opiates (e.g., hydrocodone, oxycodone). Both naturally occurring and semi-synthetic opioids 
attach to specific opioid receptors in the brain (e.g., Mu, Kappa, Delta, and Epsilon). Heroin 
is a semi-synthetic opioid that is similar in chemical structure to morphine and was 
primarily developed as a legitimate treatment for pain in the 1800s. However, it was 
discovered to have high affinity to abuse because it quickly activates the brain’s opioid 
neuro-receptors, thus producing a quick euphoric flush that is highly desirable by 
recreational abusers. Fully synthetic opioids (e.g., methadone, tramadol, 
dextropropoxyphene) are fully manufactured drugs and are not chemically related to 
opiates in structure, other than they selectively bind to the same neural receptors in the 
brain. There is controversy regarding the degree to which fully synthetic opioids have the 
same abuse liability as naturally occurring or semi-synthetic opioids (Aldworth, et al., 2010; 
Dasgupta, et al., 2011; Wu, Woody, Yang, Mannelli, et al., 2011). Overall, these drugs are 
known as exogenous opioids in that they are external stimuli, whereas endogenous opioids 
are produced internally (e.g., endorphins) in response to high levels of physical or emotional 
activity, and are secreted from the pituitary glands and attach to the opioid-like receptors in 
the brain.  
Epidemiology of Nonmedical and Disordered Use: The United States has one of the highest levels 
per capital consumption of prescription opioids (United Nations, 2004). While the use of 
narcotic opioids is recognized as an important weapon in the physician’s arsenal to combat 
mild to severe pain, studies have correlated high levels of exposure to nonmedical use and 
problematic levels to dependence (Dasgupta et al, 2006). Prescription pain relievers are the 
have the highest prevalence of nonmedical use, especially among youth aged 12-17 (Figure 
6). Between 2005 to 2009, approximately 6.5% of youth (pop est. 6,000 per 100,000) used a 
prescription pain reliever non-medically in the prior year. About 1/6 of those who abused 
also used at levels consistent with DSM-IV abuse and/or dependence. Among adults aged 
18 or older, the rates of nonmedical use were lower, approximately 4.5% (pop est. 4,500 per 
100,000). The rates of disordered use were similar to youth, with about 16 percent reporting 
symptoms of abuse and/or dependence.  
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Fig. 4. Poly Drug Use Disorder among Persons with NMPD Use Disorder, by Age and Year: 
2005-2009 NSDUHs 

 

 
 

Fig. 5. Percent of Past Year Nonmedical Prescription Drug Use and Meeting Criteria for 
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in the body. NSAIDS typically do not require a prescription in the United States and are 
available “over-the-counter” (OTC) at local pharmacies, drug stores, and even gas stations. 
Other types of (OTC) analgesics are not NSAIDS (e.g., acetaminophen), but act on the same 
physiological pathways to reduce the neuro-chemical sensation of pain.   
Narcotic analgesics are used to treat moderate to severe pain, in many instances require a 
prescription from a prescriber that is licensed by the Drug Enforcement Agency (DEA). 
Perhaps the most widely used class of pain reliever in the United States is opioids, which 
can be subdivided into three types. First, naturally occurring (e.g., morphine or codeine) 
opioids are derived from the opium poppy plant. These drugs are typically altered into pro-
drugs during the pharmaceutical manufacturing process, meaning that they are chemically 
converted to opioids as they are metabolized into the body. This manufacturing strategy is 
preferable to leaving the chemical structure unaltered (i.e., free base) because it increases the 
bioavailability of the drugs during metabolization and therefore maximizes their efficacy. 
Naturally occurring opioids are also used as chemical building blocks for semi-synthetic 
opiates (e.g., hydrocodone, oxycodone). Both naturally occurring and semi-synthetic opioids 
attach to specific opioid receptors in the brain (e.g., Mu, Kappa, Delta, and Epsilon). Heroin 
is a semi-synthetic opioid that is similar in chemical structure to morphine and was 
primarily developed as a legitimate treatment for pain in the 1800s. However, it was 
discovered to have high affinity to abuse because it quickly activates the brain’s opioid 
neuro-receptors, thus producing a quick euphoric flush that is highly desirable by 
recreational abusers. Fully synthetic opioids (e.g., methadone, tramadol, 
dextropropoxyphene) are fully manufactured drugs and are not chemically related to 
opiates in structure, other than they selectively bind to the same neural receptors in the 
brain. There is controversy regarding the degree to which fully synthetic opioids have the 
same abuse liability as naturally occurring or semi-synthetic opioids (Aldworth, et al., 2010; 
Dasgupta, et al., 2011; Wu, Woody, Yang, Mannelli, et al., 2011). Overall, these drugs are 
known as exogenous opioids in that they are external stimuli, whereas endogenous opioids 
are produced internally (e.g., endorphins) in response to high levels of physical or emotional 
activity, and are secreted from the pituitary glands and attach to the opioid-like receptors in 
the brain.  
Epidemiology of Nonmedical and Disordered Use: The United States has one of the highest levels 
per capital consumption of prescription opioids (United Nations, 2004). While the use of 
narcotic opioids is recognized as an important weapon in the physician’s arsenal to combat 
mild to severe pain, studies have correlated high levels of exposure to nonmedical use and 
problematic levels to dependence (Dasgupta et al, 2006). Prescription pain relievers are the 
have the highest prevalence of nonmedical use, especially among youth aged 12-17 (Figure 
6). Between 2005 to 2009, approximately 6.5% of youth (pop est. 6,000 per 100,000) used a 
prescription pain reliever non-medically in the prior year. About 1/6 of those who abused 
also used at levels consistent with DSM-IV abuse and/or dependence. Among adults aged 
18 or older, the rates of nonmedical use were lower, approximately 4.5% (pop est. 4,500 per 
100,000). The rates of disordered use were similar to youth, with about 16 percent reporting 
symptoms of abuse and/or dependence.  
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Fig. 6. Past Year Pain Reliever Use and Meeting Criteria for Dependence or Abuse of Pain 
Relievers, by Age and Year: 2005-2009 NSDUHs (Per 100,000) 

Treatment: Treatment for opioid pain medications tend toward the pharmacological 
spectrum, although some behavioral therapies do exist. The most common pharmacological 
treatment therapies for opioid pain medications include methadone, Buprenorphine, and 
Naltrexone or buprenorhpine/suboxone. Of the three, methadone is the oldest and most 
frequently used pharmacology (Amato et al., 2005), although limited evidence has shown 
that Buprenorphine may be slightly advantageous to methadone in terms of lessening 
withdrawal symptoms faster and overall completion of treatment (Gowing, Ali, & White, 
2004). In contrast, a systematic review of Naltrexone indicates that the treatment may not be 
very effective on treatment retention or abuse relapse rates (Minozzi et al., 2006). Although 
pharmacotherapies are popular with clinicians, trials on behavioral therapies have shown to 
be effective in the treatment of opioid pain medication abuse. These therapies have been 
found to increase treatment adherence as well as increase social support variables known to 
increase positive outcomes (Amato et al., 2008). Specific behavioral therapies like 
motivational interventions among prescription drug abusers have been shown to reduce use 
by 25% in over half of users (Zahradnik et al., 2009). 

5. Sedatives/tranquilizers 
This class of therapeutic medications is primary used to treat used to treat anxiety and 
sleep disorders. They are also a major source of drug overdoses and adverse drug 
reactions (DAWN, 2008). The effects of most sedative medications are mediated through 
the GABA-chloride receptor complex, and there have been specific neural-receptors that 
have a high affinity to benzodiazepines. These effects are potentiated with co-ingestion 
with other depressants, such as alcohol. At extremely high levels of use, 
sedatives/hypnotics produce a loss of coordination, euphoria, dyskinesia, and even 
hallucinations. There are primarily two classes of medications. Barbiturates are among the 
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oldest sedative/hypnotics and are sub-classified into their mechanism of duration 
(ultrashort acting, short acting, and long acting pharmacokinetics). The second major class 
is benzodiazepines. Unlike barbiturates, benzodiazepines are not useful for producing 
deep sedation and therefore are considered less powerful and of lower addictive 
potential. Because sedative/hypnotic drugs reduce neural excitability in the brain, neural 
adaption may occur after a period of weeks or months of prolonged use. Therefore, 
tapering rather than immediate withdrawal is recommended for patients who may 
develop physical tolerance after long-term exposure.  
Epidemiology of Nonmedical and Disordered Use: The rate of nonmedical use and disordered 
use is far lower for sedative/hypnotics than prescription pain relievers. As shown in 
Figure 7, approximately 2% of youth and adults reported nonmedical use in the prior 
year. Use also appeared stable between 2005 to 2009. Among those reporting use in the 
past year, approximately 16% of youth and adults met the criteria for abuse and/or 
dependence.  
 

 
Fig. 7. Past Year Sedative and Tranquilizer Use and Meeting Criteria for Dependence or 
Abuse of Sedatives and Tranquilizers, by Age and Year: 2005-2009 NSDUHs (Per 100,000|) 

Treatment: Other than tapering, many types of treatment seem to be effective in treating 
benzodiazepine abuse. Minimal intervention, such as receiving physician advice or a form 
letter from a physician as well as treatment programs led by physicians or counselors are 
two effective treatments (Voshaar, Couvee, van Balkom, Mulder, & Zitman, 2006). Tailored 
behavioral interventions have also been found to be particularly effective in benzodiazepine 
abusers (Ten Wolde et al., 2008; Tyrer et al., 1996). Behavioral therapy programs augmented 
with pharmacotherapies, such as imipramine also help to reduce use among abusers. Other 
pharmacotherapies such as Carbamazepine have also significantly improved drug 
abstinence among benzodiazepine abusers (Voshaar, Couvee, et al., 2006; Voshaar et al., 
2006; Voshaar et al., 2003). Behavioral interventions, such as cognitive behavioral therapy 
has also shown promise in reducing dependence (Denis, Fatseas, Lavie, & Auriacombe, 
2006).  
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6. Psychostimulants 
These drugs are typically used to treat attentional disorders (e.g., attention deficit disorder) 
and sleep disorders (e.g., narcolepsy). They are also compounds used in cold-medications 
because they are used to expand the nasal and esophageal airways and assist breathing (e.g., 
Ephedra). Ironically, low dosages of amphetamines actually produce a calming effect in 
those with attentional disorders. Drugs in this class are structurally related to a wide range 
of drugs that increase activation of the central nervous system. These include legitimate 
drugs such as caffeine and nicotine as illicit drugs such as crack cocaine. Prescription 
stimulants are typically referred to as amphetamines, and available in two chemical forms: I-
amphetamine (e.g., Benzedrine) and d-amphetamine (aka dextroamphetamine). 
Amphetamines have a high resemblance to the dopamine (DA) transmitter in their chemical 
structure, therefore have a high affinity to DA receptors in binding. Methamphetamine is 
perhaps the most potent form of amphetamine in its effects on the central nervous system. 
Illicit forms of methamphetamine (e.g., crystallize methamphetamine or crystal meth) are 
manufactured using processes to increase the speed of uptake in the brain because 
amphetamine is first metabolized in the liver and has a slow uptake and a long half life 
(about 7-30 hours depending upon the formulation).  
Epidemiology of Nonmedical and Disordered Use 
The recent rise of diagnoses for attentional disorders in the United States (Birnbaum, 2004) 
has placed an increased volume of amphetamine stimulants used to treat ADHD/ADD 
within the public domain. An estimated 4% of youth aged 17 or younger have been 
projected to meet the diagnostic criteria for AHDH/ADD. Of importance is that much of the 
data indicate that youth and adults who use ADHD/ADD stimulants non-medically do so 
for its purported therapeutic value rather than euphoria or to “get high.”  (McCabe, et al., 
2007; Novak et al., 2009). Epidemiological surveillance data from NSDUH (Figure 8) show 
 

 
Fig. 8. Past Year Stimulant Use and Meeting Criteria for Dependence or Abuse of 
Stimulants, by Age and Year: 2005-2009 NSDUHs (Per 100,000) 
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that less than 2% of youth and 1% of adults reported nonmedical use, and of these, about 7% 
report levels consistent with abuse and/or dependence. Therefore, there may be a 
significant amount of nonmedical use of prescription psychostimulants, the level of problem 
use is far lower than prescription pain relievers and sedatives/hypnotics.  
Treatment  

Treatments for prescription stimulants and tranquilizers/sedatives are primarily limited to 
behavioral therapies (Rawson et al., 1995), though novel drug targets are being developed 
for cocaine and amphetamine use. Interventions such as cognitive behavioral therapy (CBT) 
and contingency management which have proven moderately effective for cocaine and 
methamphetamine use disorders in achieving drug abstinence can be applied to persons 
abusing or dependent upon prescription stimulants. Tapering can be used initially to begin 
treatment which will ease the symptoms of withdrawal, following by CBT and contingency 
management. An extensive review of the literature indicated that the behavioral therapies 
being applied to illicit stimulant abuse are currently the best options for treatment of 
prescription stimulant abuse (Vocci & Montoya, 2009). Currently, there is no Food and Drug 
Administration approved medication for the treatment of prescription stimulants. 

7. Summary and future directions 
Nonmedical  prescription drug use had received a significant amount of policy and media 
attention in the past several years, with some using the term “epidemic” to describe the levels 
of use in the United States (Maxwell, 2011). In response, the Office of National Drug Control 
Policy (ONDCP), which is the policy arm of the President focused on substance abuse, issued a 
position statement in early 2011 (ONDCP, 2011). This policy release outlines the federal 
strategy for reducing nonmedical prescription drug abuse, and dictates various activities and a 
division of labor among federal agencies. The plan begins with patient and provider education 
programs across all federal health agencies. The content of which should focus on educating 
providers and patients on the safe and appropriate use of prescription medications, as well as 
the side effect profiles and the likelihood of abuse and diversion for nonmedical  purposes. A 
more detailed understanding of the sequence of substance use initiation would help identify 
optimal points for prevention and treatment. For example, it is unknown how many persons 
develop a prescription drug disorder after long-term exposure to prescription medications 
used in the treatment of a legitimate medical condition. This pathway may be different in 
terms of etiology and treatment needs from a “garbage head” or poly-drug user who uses 
multiple illicit substances. For this latter type of user, prescription drugs are either substituted 
when illicit drugs are unavailable, used to self-treat withdrawal symptoms, or used 
concurrently to increase the feelings of euphoria. Research has shown differences in 
motivations to use based on therapeutic and euphoric reasons (McCabe, Cranford, Boyd, & 
Teter, 2007; McCabe, Teter, & Boyd, 2006; Novak, Kroutil, Williams, & Van Brunt, 2007; 
Novak, Reardon, & Buka, 2002), but additional knowledge is needed to articulate the 
pathways leading from initiation to regular use and dependence.  
Tracking and enforcement are also primary goals outlined in the ONDCP Prescription Drug 
Control Strategy. While a large majority of the medications used for nonmedical purposes 
are obtained through friends and family, the highest volume consumers of prescription 
medications, who also meet the criteria for disordered use, obtain their medications through 
illicit channels such as doctor shopping, the internet, or theft (SAMHSA, 2009). There are a 
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number of initiatives to reduce the availability of prescription medications for diversion, 
such as “Medication Take Back Days” sponsored by local law enforcement in various states. 
In addition, drugs with even modest abuse liability, such as Tramadol—a non-opioid 
prescription pain reliever, are being rescheduled by several States so that prescribing and 
refilling practices by doctors and patients is more restrictive.  
In response to the public health threat that prescription drug abuse poses, federal and state 
initiatives in the United States have earmarked more than $500 million toward reducing the 
supply of NMPD through prescription monitoring programs, regulations for prescribing 
and dosing, and physician education programs (Fischer, Bibby, & Bouchard, 2010; Fishman, 
2011; Manchikanti, 2007). These programs are implemented in more than 40 states, with 
some form of legislation pending in the rest. Several screening instruments have also been 
developed to help clinicians identify potential abuse liability for their patient. 
Unfortunately, these programs and assessments have been developed and implemented in 
the absence of a strong scientific understanding of characteristics of prescription drug abuse. 
Medical professionals need guidance about types of NMPD to identify those with the 
greatest potential for abuse of a particular medication. It is also unknown whether 
individuals are aware of these monitoring systems and programs and if they have 
significantly affected drug procuring behaviors. 
This chapter began with an important statement about the complexities of the national drug 
problem involving prescription medications in the United States. This chapter presented 
descriptive epidemiological data on prescription drug disorders and their treatment. Unlike 
other drugs of abuse, the body of knowledge around prescription drug abuse is in its 
relative infancy. Many unresolved questions remain regarding the degree to which the risk 
factors for alcohol and tobacco and marijuana in adolescence are similar to prescription drug 
abuse. Resolution of this question would help frame primary prevention efforts toward 
either universal or specialized prevention programming in schools and in the community. 
Moreover, there are also many unknown questions about how the bio-pharmacological 
properties of prescription medications contribute toward abuse liability. Prescription drug 
manufacturers are developing abuse deterrent formulations (ADFs) of commonly abuse 
drugs. For example, several drugs in the FDA pipeline (Phase I to III) employ sequestered 
naltrexone, an opioid antagonist, to limit the nonmedical use of opioid-based pain 
medications. When the pill is crushed or tampered, the naltrexone becomes activated and 
counteracts the effects of the opioid concentrated in the medication. However, these 
methods are only effective against abuse by tampering (e.g., crushing, snorting, injecting), so 
additional methods are needed to curb routes of abuse that include oral ingestion as well. 
The health care delivery system for behavioral health is also under going tremendous 
transformation, which has wide-ranging implications for the prevention and treatment of 
prescription drug abuse. While the final proposed structure is likely to stay under 
significant and prolonged debate, experts agree that behavioral health, which is largely 
responsible for the delivery of substance abuse treatment services, will have greater 
integration into the primary and specialized health care systems. Taken together, it appears 
that a multi-pronged approach that involves effects at multiple systematic levels will be 
needed to reduce the epidemic of prescription drug abuse over the next several years.  
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developed to help clinicians identify potential abuse liability for their patient. 
Unfortunately, these programs and assessments have been developed and implemented in 
the absence of a strong scientific understanding of characteristics of prescription drug abuse. 
Medical professionals need guidance about types of NMPD to identify those with the 
greatest potential for abuse of a particular medication. It is also unknown whether 
individuals are aware of these monitoring systems and programs and if they have 
significantly affected drug procuring behaviors. 
This chapter began with an important statement about the complexities of the national drug 
problem involving prescription medications in the United States. This chapter presented 
descriptive epidemiological data on prescription drug disorders and their treatment. Unlike 
other drugs of abuse, the body of knowledge around prescription drug abuse is in its 
relative infancy. Many unresolved questions remain regarding the degree to which the risk 
factors for alcohol and tobacco and marijuana in adolescence are similar to prescription drug 
abuse. Resolution of this question would help frame primary prevention efforts toward 
either universal or specialized prevention programming in schools and in the community. 
Moreover, there are also many unknown questions about how the bio-pharmacological 
properties of prescription medications contribute toward abuse liability. Prescription drug 
manufacturers are developing abuse deterrent formulations (ADFs) of commonly abuse 
drugs. For example, several drugs in the FDA pipeline (Phase I to III) employ sequestered 
naltrexone, an opioid antagonist, to limit the nonmedical use of opioid-based pain 
medications. When the pill is crushed or tampered, the naltrexone becomes activated and 
counteracts the effects of the opioid concentrated in the medication. However, these 
methods are only effective against abuse by tampering (e.g., crushing, snorting, injecting), so 
additional methods are needed to curb routes of abuse that include oral ingestion as well. 
The health care delivery system for behavioral health is also under going tremendous 
transformation, which has wide-ranging implications for the prevention and treatment of 
prescription drug abuse. While the final proposed structure is likely to stay under 
significant and prolonged debate, experts agree that behavioral health, which is largely 
responsible for the delivery of substance abuse treatment services, will have greater 
integration into the primary and specialized health care systems. Taken together, it appears 
that a multi-pronged approach that involves effects at multiple systematic levels will be 
needed to reduce the epidemic of prescription drug abuse over the next several years.  
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1. Introduction 
Substance abuse, defined here as the abuse of alcohol, cannabis, cocaine and heroin, in older 
adults is often neglected, both in science and in practice. Substance abuse is a serious public 
health issue as it not only affects physical and mental health of the abusers, it also leads to 
increased costs for society (Adams et al., 1993). Older adults with addiction problems 
deserve special attention. Compared to younger people, smaller amounts of substance may 
lead to intoxication and organ damage because of greater use of contraindicated 
medications, less efficient liver metabolism and decreases in lean body mass and total body 
water (Dufour & Fuller, 1995).  
Substance use and abuse among people aged 50 and over is rapidly increasing in Europe 
and the United States (Beynon, 2009). For Europe, the number of older people with 
substance use problems is estimated to more than double between 2001 and 2020 (Gossop, 
2008). This is partly due to the size of the baby-boom cohort (born between 1946 and 1964) 
and the higher rate of substance use among this group (Gfroerer et al., 2003). Estimates from 
the United States suggest that the number of adults aged 50 and over will double from 2.8 
million (annual average) in 2002–06 to 5.7 million in 2020 (Han et al., 2009).  
To reduce the negative trend in substance abuse, effective prevention is required. Cuijpers 
and Willemse (2005) distinguish four types of prevention in this context; universal 
prevention, selective prevention, indicated prevention and care based prevention. For each 
level of prevention, specific knowledge is needed. For universal prevention, targeted at the 
entire population regardless of the risk of addiction, knowledge about the prevalence, 
causes and adverse consequences of risk-full use are important. In selective prevention, 
aimed at groups at risk of becoming addicted, knowledge of risk factors is essential to 
identify the groups. For indicated prevention, aimed at people with limited symptoms, it is 
important to recognize signs of addiction and have knowledge of appropriate treatments. 
Finally, care based prevention, referring to people with an addiction according to DSM 
criteria, it is important to have insight into factors that influence the course of the disease. 
Insufficient knowledge of one or more levels of prevention can lead to under-recognition of 
addiction problems by social workers (Adams et al., 1992), lack of agreement between 
doctors on the causes and treatment of addiction (Brown, 1982), and people are still 
insufficiently aware of the importance and effects of proper treatment (McInnes & Powell, 
1994). 
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1. Introduction 
Substance abuse, defined here as the abuse of alcohol, cannabis, cocaine and heroin, in older 
adults is often neglected, both in science and in practice. Substance abuse is a serious public 
health issue as it not only affects physical and mental health of the abusers, it also leads to 
increased costs for society (Adams et al., 1993). Older adults with addiction problems 
deserve special attention. Compared to younger people, smaller amounts of substance may 
lead to intoxication and organ damage because of greater use of contraindicated 
medications, less efficient liver metabolism and decreases in lean body mass and total body 
water (Dufour & Fuller, 1995).  
Substance use and abuse among people aged 50 and over is rapidly increasing in Europe 
and the United States (Beynon, 2009). For Europe, the number of older people with 
substance use problems is estimated to more than double between 2001 and 2020 (Gossop, 
2008). This is partly due to the size of the baby-boom cohort (born between 1946 and 1964) 
and the higher rate of substance use among this group (Gfroerer et al., 2003). Estimates from 
the United States suggest that the number of adults aged 50 and over will double from 2.8 
million (annual average) in 2002–06 to 5.7 million in 2020 (Han et al., 2009).  
To reduce the negative trend in substance abuse, effective prevention is required. Cuijpers 
and Willemse (2005) distinguish four types of prevention in this context; universal 
prevention, selective prevention, indicated prevention and care based prevention. For each 
level of prevention, specific knowledge is needed. For universal prevention, targeted at the 
entire population regardless of the risk of addiction, knowledge about the prevalence, 
causes and adverse consequences of risk-full use are important. In selective prevention, 
aimed at groups at risk of becoming addicted, knowledge of risk factors is essential to 
identify the groups. For indicated prevention, aimed at people with limited symptoms, it is 
important to recognize signs of addiction and have knowledge of appropriate treatments. 
Finally, care based prevention, referring to people with an addiction according to DSM 
criteria, it is important to have insight into factors that influence the course of the disease. 
Insufficient knowledge of one or more levels of prevention can lead to under-recognition of 
addiction problems by social workers (Adams et al., 1992), lack of agreement between 
doctors on the causes and treatment of addiction (Brown, 1982), and people are still 
insufficiently aware of the importance and effects of proper treatment (McInnes & Powell, 
1994). 
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In this chapter, an overview is given of what is known about the prevalence and the bio-
psycho-social characteristics of older people who abuse substances. In addition, we will 
describe the known risk factors for the development and course of substance abuse.  

2. Methods 
2.1 Review 
In addressing the aim of this chapter, three databases (PubMed, PsychINFO, and Socindex) 
were investigated for potentially relevant studies using the following keywords: “Alcohol”, 
“drug abuse”, “heroin”, “cocaine”, “cannabis”, “substance abuse” each combined with 
AND (elderly OR older adults). Based on the title and abstract of each retrieved article the 
potential relevance for the current study was investigated. We selected only articles that 
were written in English, have appeared in peer‐reviewed journals, were based on original 
quantitative empirical research, aiming at the older population (aged 50 years or older). 
Relevant information for answering the research questions was extracted from each selected 
article. For information on the prevalence and the bio-psycho-social characteristics of older 
people who abuse substances, studies containing information on one or more of the 
following characteristics were selected: prevalence, trends in use with age, bio-psycho-social 
characteristics of users, and risk-full use or addiction. For information on risk factors for the 
development and course of substance abuse, only longitudinal studies or case‐control 
studies were selected.  

2.2 Definitions 
Substance abuse is defined in accord with the Diagnostic and Statistical Manual of Mental 
Disorders (DSM) if three or more of the following criteria were met: 1) tolerance, as defined 
by either a need for markedly increased amounts of the substance to achieve intoxication or 
the desired effect or markedly diminished effect with continued use of the same amount of 
the substance; 2) withdrawal, as manifested by the characteristic withdrawal syndrome for 
the substance or the same (or closely related) substance is taken to relieve or avoid 
withdrawal symptoms; 3) the substance is often taken in larger amounts or over a longer 
period than intended; 4) there is a persistent desire or unsuccessful efforts to cut down or 
control substance use; 5) a great deal of time is spent in activities necessary to obtain the 
substance, use the substance, or recover from its effects; 6) important social, occupational, or 
recreational activities are given up or reduced because of substance use; and 7) the 
substance use is continued despite knowledge of having a persistent physical or 
psychological problem that is likely to have been caused or exacerbated by the substance.  
A limitation of the DSM classification is that it does not take account of the specific 
circumstances and life stage in which older people reside. The consequences of substance 
abuse are more visible in people who are still employed than in people who live alone, 
which is more prevalent among older people. Also milder forms of abuse or risky use can 
significantly affect the physical, cognitive and mental health of older adults. Therefore, also 
risk-full substance use will be addressed in this study.  

3. Results  
The literature search resulted in 432 studies potentially relevant to this investigation. 
Based on the title and abstract 81 studies were subsequently selected for further study and 
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data extraction. Of the 81 selected studies, 75 studies were on alcohol consumption, 7 
studies on alcohol use in combination with medicines and one study on cocaine and 
heroin use. Only a small fraction of all studies (n = 10) focused on addiction according to 
DSM‐IV criteria. The results will be summarized around 6 themes: recognition of alcohol 
abuse, prevalence, changes in substance use with aging, bio-psycho-social characteristics 
of older substance users, risk factors, and consequences of abuse. In addition, also study 
results for risk-full of alcohol that does not fit the DSM criteria for an addiction will be 
summarized. The results will be described separately for alcohol, cannabis, heroin and 
cocaine.  

3.1 Recognition of alcohol abuse 
Assessing correct diagnosis regarding alcohol abuse is complicated (Aartsen et al., 2009). 
This is partly due to the reluctance of abusers and health care practitioners to discuss the 
drinking behavior. However, even without explicitly asking, there are signs that may 
indicate an underlying alcohol problem. For example, in some cases the breath of people can 
smell like alcohol, there may be complaints from the social environment of people about 
alcohol consumption, there may be convictions for driving with to much previous alcohol 
intake, and people may become annoyed once the subject is brought up to alcohol. Also, 
certain physical problems may indicate alcohol problems, such as hypertension, 
gastrointestinal problems, unexplained falls and psychological symptoms as anxiety and 
depression. There are screening instruments especially developed for older people that can 
help professionals to make a more deliberated diagnose. A simple, but not always adequate 
way is to ask how much alcohol is consumed on average per day. Besides the danger of 
under-reporting (people tend to underestimate their own drinking behavior), the average 
number of drinks per day is not always informative. Whether you drink two glasses a day, 
or once a week, 14 units, the average remains the same, but the social and physical 
consequences can vary widely. Moreover, one factor that affects the harmful effects of 
alcohol intake is the fat-moisture balance, and whether there are any concurrent medications 
or other chronic diseases that does not tolerate alcohol intake. A good alternative is the 
Alcohol Related Problem Survey (ARPS: Fink et al., 2002). The ARPS is a comprehensive 
questionnaire which not only questions drinking behavior, but also assesses health, life 
style, drug use and risky behaviors such as driving after alcohol use. Other screenings 
instruments are the Alcohol Use Disorders Identification Test (AUDIT), the Short Michigan 
Alcohol Screening Test-Geriatric (SMAST-G) and the Cut down, Annoyed, Guilty, Eye-
opener test (CAGE).  

3.2 Prevalence of substance use and abuse 
Prevalence of risk-full alcohol consumption in the community ranged from 3 to 22% in men 
and 1 to 4% in women (Table 1). Men are two to five times more often risk-full alcohol 
consumers. The number of cannabis, heroin and cocaine users in the U.S. population is low 
(Blazer & Wu, 2009), of which the use of cannabis was the most prevalent. The annual 
prevalence of cannabis for people aged 50-64 year was 3,9%, and for people aged 65 0.7%. 
The annual prevalence of cocaine use by 50-64 year olds and 65 + was, respectively 0.68% 
and 0.04%. Heroin was used by 0.08% of 50-64 year old people. Heroin use is not observed 
among people aged 65 and over. 
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summarized. The results will be described separately for alcohol, cannabis, heroin and 
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Assessing correct diagnosis regarding alcohol abuse is complicated (Aartsen et al., 2009). 
This is partly due to the reluctance of abusers and health care practitioners to discuss the 
drinking behavior. However, even without explicitly asking, there are signs that may 
indicate an underlying alcohol problem. For example, in some cases the breath of people can 
smell like alcohol, there may be complaints from the social environment of people about 
alcohol consumption, there may be convictions for driving with to much previous alcohol 
intake, and people may become annoyed once the subject is brought up to alcohol. Also, 
certain physical problems may indicate alcohol problems, such as hypertension, 
gastrointestinal problems, unexplained falls and psychological symptoms as anxiety and 
depression. There are screening instruments especially developed for older people that can 
help professionals to make a more deliberated diagnose. A simple, but not always adequate 
way is to ask how much alcohol is consumed on average per day. Besides the danger of 
under-reporting (people tend to underestimate their own drinking behavior), the average 
number of drinks per day is not always informative. Whether you drink two glasses a day, 
or once a week, 14 units, the average remains the same, but the social and physical 
consequences can vary widely. Moreover, one factor that affects the harmful effects of 
alcohol intake is the fat-moisture balance, and whether there are any concurrent medications 
or other chronic diseases that does not tolerate alcohol intake. A good alternative is the 
Alcohol Related Problem Survey (ARPS: Fink et al., 2002). The ARPS is a comprehensive 
questionnaire which not only questions drinking behavior, but also assesses health, life 
style, drug use and risky behaviors such as driving after alcohol use. Other screenings 
instruments are the Alcohol Use Disorders Identification Test (AUDIT), the Short Michigan 
Alcohol Screening Test-Geriatric (SMAST-G) and the Cut down, Annoyed, Guilty, Eye-
opener test (CAGE).  

3.2 Prevalence of substance use and abuse 
Prevalence of risk-full alcohol consumption in the community ranged from 3 to 22% in men 
and 1 to 4% in women (Table 1). Men are two to five times more often risk-full alcohol 
consumers. The number of cannabis, heroin and cocaine users in the U.S. population is low 
(Blazer & Wu, 2009), of which the use of cannabis was the most prevalent. The annual 
prevalence of cannabis for people aged 50-64 year was 3,9%, and for people aged 65 0.7%. 
The annual prevalence of cocaine use by 50-64 year olds and 65 + was, respectively 0.68% 
and 0.04%. Heroin was used by 0.08% of 50-64 year old people. Heroin use is not observed 
among people aged 65 and over. 
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Prevalence rates of substance abuse, however, should be taken with caution. Taking into 
account that substance abuse among older adults is often under-diagnosed (Stewart & Oslin, 
2001), and given the fact that only a small fraction of those with disorders related to 
substance abuse seek treatment, the actual number of older people with an alcohol use 
disorder in the general population must be much higher. 
 
Alcohol 
First author 
and year of  
publication 

Country 

Breslow 2003 Prevalence of heavy drinking ranged from 9 to 10% in men 
and from 2% to 3% in women US 

Merrick 2008 16% of the men and 4% of the women are risk-full users US 

Du 2009 15% risk-full drinking, and 8% benzodiazepine and alcohol 
use DE 

Ganry 2001 3% of the 75+ women drank more than 30 grams per day FR 

Halme 2009 20% of the men and 1% of the women are heavy drinkers 
(more than 8 standard glasses per week) FI 

La Greca 1988 6% heavy users US 
Lang 2007 22% of the men and 4% of the women are heavy drinkers GB 

Rodgers 2005 7% of the men and 6% of the women drink hazardous 
amounts of alcohol AU 

Mirand 1996 13% of the men and 2% women were heavy drinkers US 
Cannabis, Cocaine, Heroin 

Blazer 2009 

Prevalence of cannabis use: 3,9% for people aged 50-64  
Prevalence of cannabis use: 0,7% 65 year old people  
Prevalence of cocaine use: 0,7% for people aged 50-64  
Prevalence of cocaine use: 0,04% for 65 year old  
Prevalence of heroin use: 0,08% for people aged 50-64  
Prevalence of heroin use: 0,0% 65 year old people 

US 

Table 1. Prevalence of alcohol, cannabis, cocaine and heroin use in society 

In patient populations, prevalence rates of alcohol use were higher (Table 2). Estimates of 
the incidence of risk-full drinking range from 2% in women to 17% in men. Alcohol 
addiction in France varies in different patient populations from 3% in women and 18% in 
men (Lejoyeaux et al., 2003). Also Speckens et al., (1991) found high prevalence of alcohol in 
a university hospital in the Netherlands. 

3.3 Developments in alcohol use with aging 
Trends in alcohol use with aging were estimated in a number of longitudinal studies. 
Research in the United States (Adams et al., 1990) shows that older people generally reduce 
the number of drinks as they become older (each year a decrease of 2% drinkers). There is an 
indication for a gender effect. Men who drink heavily, but continue to drink, reduce 
drinking as opposed to heavily drinking women whose alcohol consumption remained 
stable (Breslow et al., 2003).  
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First author  
and year of  
publication 

Country 

Adams 1992 Prevalence of lifetime alcohol abuse: 24% 
Prevalence of current alcohol abuse: 14%. US 

Blow 2000 Prevalence of risk-full drinkers: 7% US 

Kahn 2001 
Prevalence of risk-full alcohol use: 5%.  
Prevalence of lifetime alcohol abuse: men 37%, women 12%.  
Prevalence for last year alcohol abuse: 0.5%  

NZ 

Ganry 2000 Prevalence of risk-full alcohol use: men 17%, women 3% FR 
Kirchner 2007 Prevalence of risk-full drinkers: 5%  US 

Lawley 1996 Prevalence of risk-full use: 12% 
Prevalence of abuse: 3% GB 

Lejoyeux 2003 Prevalence of alcohol abuse: 18% men and 3% women  FR 
Onen 2005 Prevalence in Emergency Departments of alcohol abuse: 5,3% BE 
Speckens 1991 Prevalence of alcohol abuse: men 13%, women 7% women NL 

Table 2. Prevalence of alcohol abuse in patient population 

3.4 Bio-psycho-social characteristics of older substance users 
3.4.1 Alcohol 
Older adults who are addicted to alcohol constitute a heterogeneous group consisting of 
people who have been addicted to alcohol before the age of 25 (early onset), people whose 
addiction started between the 25th and 45th year of life (late onset), and people who could 
remain at moderate levels of drinking till the age of 45, and became addicted at higher ages 
(very late onset). It is currently believed that the etiology and the course of alcohol disorders 
or risk-full drinking is complex and includes both genetic and environmental factors and the 
interaction of the two (Edenberg & Foroud, 2006). Genetic factors leading to differential risk 
for alcoholism were demonstrated using twin and family studies. In addition, functional 
polymorphisms of alcohol dehydrogenase (ADH2) and aldehyde dehydrogenase (ALDH2) 
genes have been shown to have a significant impact on alcohol metabolism in the liver, and 
thus, may contribute to vulnerability to alcohol abuse and dependence (Yokoyama & 
Omori, 2003). Antisocial personality is found to be a frequent cause of early onset (Watson et 
al., 1997), whereas very late onset seems to be more often induced by stressful life events 
(Hurt, 1988). Furthermore, early onset is more often seen among people who are homeless, 
who have family members with alcohol problems, and who have low socio-economic status, 
and people with very late onset often show better social functioning, have normal family 
lives and professional careers, rarely have a criminal history; furthermore, the course of very 
late onset is more favorable compared to early onset or late onset (Liberto & Oslin, 1995; 
Rigler, 2000).  
Studies consistently show that there is a U-shaped relationship between alcohol use and 
mental and physical health. Abstainers, high-risk users and addicts have a poorer physical 
and mental health than moderate users (Blow et al., 2000; Brideveaux et al., 2004, Mukamal 
et al., 2001; Rodgers et al., 2005). Alcohol use appears to be related to prevailing beliefs 
about alcohol (Akers et al., 1989, Preston & Goodfellow, 2006; Graham & Braun, 1999). 
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Catholics, white people and non religious people drink significantly more than other ethnic 
groups or religions (Breslow et al., 2003; Forster et al., 1993, Merrick et al., 2008; Ruchlin, 
1997). Higher education is associated with more, but also risk-full alcohol use (Breslow et al., 
2003, Forster et al., 1993; Goodwin et al., 1987; Merrick et al., 2008; Ruchlin, 1997). Alcohol 
consumers smoke more than non-users (Mirand & Welte, 1996; Ganry et al., 2001), and 
alcoholics often live alone (Brennan, 2005; Onen et al., 2002). 
 
First author Main findings 
Adlaf 1995 Men report more alcohol related problems then women 
Aira 2005 Most alcohol drinkers used medications on a regular basis 

(86.9%) or as needed (87.8%).
Akers 1989 Drinking is related to the norms and behavior of one's primary 

groups, one's own attitudes toward (definitions of) alcohol, and 
the balance of reinforcement for drinking

Blow 2000 Low-risk drinkers were significantly better off than abstainers on 
the following domains: general health, physical functioning, 
bodily pain, vitality, mental health, emotional role, and social 
functioning. At-risk drinkers had significantly poorer mental 
health functioning than low-risk drinkers.

Brennan 2005 Nursing home residents with alcohol use disorders were more 
likely to have lived alone before admission and to have obtained 
mental health and social services. Residents with alcohol use 
disorders had somewhat better performance of basic activities 
than did residents in the demographically-matched sample 
group. Men with alcohol use disorders had shorter lengths of 
stay than did men without alcohol use disorders; women with 
alcohol use disorders had longer lengths of stay than did women 
without such disorders.

Breslow 2003 White people had the highest prevalence of moderate and 
heavier drinking compared with other racial/ethnic groups. 
Higher education was related to higher drinking levels. 
Moderate drinking was related to living with a partner. 

Brideveaux 2004 Drinkers have a better health status than nondrinkers. Problem 
drinkers had lower health status than drinkers without drinking 
problems 

Christie 2008 Controlling for age, gender, and vascular health, global Cerebral 
Blood Flow was greater in the lightest alcohol consumption 
group (<1 per week) and lower in the heaviest (>15 per week). 

Forster 1993 Drinking is related to male gender, higher education, Catholic or 
no organized religious affiliation.

Ganry 2001 Smoking, good health status, higher socioeconomic status or 
single marital status are related to higher levels of alcohol use.  

Gao 2009 Moderate current and lifetime alcohol consumption were found 
to be associated with reduced chronic atrophic arthritis 
compared to alcohol.

Geroldi 1994 Male gender, poorer cognitive function, and income 
dissatisfaction were significantly associated with alcohol 
problems.
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First author Main findings 
Goodwin 1987 Alcohol intake was positively associated with male gender, 

income, cognitive functioning and amount of education and 
negatively associated with age. 

Graham & Schmidt 1999 Depression was correlated with heavier drinking. 
Graham & Braun 1999 Having a drinking spouse (versus an abstinent spouse) was 

associated with higher levels of drinking.  
Kirchner 2007 Heavy drinking showed significant positive association with 

depressive/anxiety symptoms and less social support. Heavy 
drinking combined with binging was similarly positively 
associated with depressive/anxiety symptoms and perceived 
poor health.  

Lang 2007 For both men and women, better cognition and subjective well-
being, and fewer depressive symptoms, were associated with 
moderate levels of alcohol consumption than with never having 
drunk any.  

Mattace-Raso 2005 Moderate alcohol consumption is associated with lower arterial 
stiffness in women but not in men independently of 
cardiovascular risk factors and atherosclerosis 

Merrick 2008 Unhealthy drinking Is associated with higher education and 
income; better health status; male sex; younger age; smoking; 
being white; and being divorced, separated, or single.  were 
associated with higher likelihood of unhealthy drinking.  
Among drinkers, in addition to socio-demographic variables, self 
reported depressive symptoms were positively associated with 
unhealthy drinking.  
Among unhealthy drinkers, race and ethnicity variables were 
associated with likelihood of heavy episodic drinking. 

Midanik 1992 Sense of Coherence was a significant negative predictor of 
alcohol problems while controlling for alcohol consumption 
level, frequency of drunkenness and demographic 
characteristics.  

Mirand 1996 Positive associations between heavy drinking and being male, 
having suburban residency, and currently using cigarettes. Negative 
relationships between heavy drinking and socioeconomic status, 
rural residency, and degree of health orientation. 

Mukamal 2001 Moderate alcohol consumption is associated with a lower 
prevalence of white matter abnormalities and infarcts, thought to 
be of vascular origin, but with a dose-dependent higher 
prevalence of brain atrophy on MRI among older adults. 

Mukamal 2004 Alcohol intake is associated with lower levels of inflammatory 
markers in older adults free of cardiovascular disease 

Musick 2000 Alcohol use had no effect on depressive symptoms. One 
exception to this latter finding was that among rural Baptists 
who rarely attended religious services, using alcohol was 
associated with more depressive symptoms. 
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Ganry 2001 Smoking, good health status, higher socioeconomic status or 
single marital status are related to higher levels of alcohol use.  

Gao 2009 Moderate current and lifetime alcohol consumption were found 
to be associated with reduced chronic atrophic arthritis 
compared to alcohol.

Geroldi 1994 Male gender, poorer cognitive function, and income 
dissatisfaction were significantly associated with alcohol 
problems.
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exception to this latter finding was that among rural Baptists 
who rarely attended religious services, using alcohol was 
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First author Main findings 
Onen 2002 Being homeless, living alone, being divorced and never married and 

being a man was associated with alcohol use disorders. Drinkers 
more commonly presented with gastrointestinal disorders. 

Oslin 2005 Among people with alcohol use disorders, 22,3% has current 
depressive disorder, 44,9 physical disabilities, 13,6 anxiety disorder, 
70,8% have college or higher education, 57% married. Compared to 
younger patients, they have less mental health problems, less severe 
alcohol use, and less outpatient treatment experience.

Preston 2006 Frequency of drinking and abuse is positively associated with 
personal approval of daily alcohol use and number of peers who 
use alcohol. 

Rapuri 2000 Moderate alcohol intake was associated with higher bone 
mineral density  in postmenopausal elderly women.   

Rice 1995 Alcohol consumption was negatively associated with General 
Practitioners visits, controlling for gender and health 

Riserus 2007 In men: self-estimated alcohol intake was not related to insulin 
sensitivity, early insulin response, or BMI, but was positively 
related to Waist Circumference.

Rodgers 2005 Abstainers have poorer cognitive function than light drinkers. 
Ruchlin 1997 Everyday drinkers are more likely to being male, white, higher 

educated, living in the city centre and less likely to be in less 
than in excellent health, having diabetes, and believing that 
drinking has negative health consequences. 

Schuckit 1978 Compared to younger alcoholics, older alcoholics had relatively 
more stable lives in early years and had developed alcohol-
related problems in later years

Sheahan 1995 Alcohol use is not related to falls
Steunenberg 2008 Depression and alcohol use are not related in this very old, 

mostly female population. Alcohol use was related to 
extraversion and openness to experience. Chronic diseases was 
related to non-alcohol use and parental problem drinking was 
found to be a risk factor for late life problem drinking. 

Sulander 2004 Higher alcohol use was more common among retired office 
workers than other former employees.

Westerterp 2004 Alcohol intake does not lead to increased body weight, probably 
due to the higher physical activity level 

Table 3. Bio-Psycho-Social chraracteristics of older people who (ab)use alcohol 

The relationship between cognitive functioning, cognitive pathology and drinking is more 
complicated. Risk-full use seems to be associated with worse cognitive function (Geroldi et 
al., 1994) and moderate use with better cognitive function (Goodwin et al., 1987; Lang et al., 
2007; Rodgers et al., 2005). There are indications that the relationship is actually spurious, as 
the relation disappears when controlling for other potential influences (Cooper et al., 2009; 
Goodwin et al., 1987).   
Several studies found a relationship with physical characteristics. Women who drink moderate 
levels of alcohol have a higher density of mineral in bone (Ilich et al., 2002; Rapuri et al., 2000). 
A positive correlation between alcohol use, reduced inflammation, lower prevalence of strokes 
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and white matter pathology, and the quality of blood vessels is found by Christie et al. (2008), 
Gao et al.(2009), Mattace-Raso et al. (2005) and Mukamal et al. (2001, 2004). 
Risk-full drinkers appear to be more often depressed (Blow et al., 2000, Graham & Schmidt, 
1999; Oslin et al., 2005), while moderate drinkers have fewer levels of depressive symptoms 
(Blow et al., 2000, Graham & Schmidt, 1999; Kirchner et al., 2007; Lang et al., 2007, Merrick et 
al, 2008). A relationship between alcohol and depression was however not found in very old 
nursing home residents (Steunenberg et al., 2008) and older Baptists (Musick, 2000). 

3.4.2 Cannabis, cocaine and heroin 
One study reported information on older cannabis, cocaine and heroin users. These users 
are more often male, single, and have depressive symptoms, but no differences in 
educational background are observed (Blazer & Wu, 2009). 

3.5 Risk factors for substance abuse 
Only one longitudinal study examined risk factors for risk-full drinking (Moos et al., 2010). 
The study revealed that a lower quality of marriage, lower participation in social activities, 
approval of drinking by friends and larger financial resources lead to an increased risk of 
risky alcohol use. 

3.6 Consequences of substance use 
In general, moderate consumption of alcohol has beneficial effects on physical and mental 
health, while risk-full use entails negative effects. Moderate alcohol use leads to higher bone 
density (Felson et al., 1995), longer life (Brideveaux et al., 2004; Colditz et al., 1985; Simons et 
al., 2000;), and reduced risk of Type 2 Diabetes (Djousse et al., 2007). Moderate alcohol 
consumption may also have some negative consequences as it may increase blood pressure, 
glycemia and body weight (Buja et al., 2010). Risk-full alcohol use leads to an increased risk 
of mental health problems (Friedman et al., 1999) and mortality (Gronbaek et al., 1998) and 
possibly an increased risk of acute pneumonia (Van der Horst Graat et al., 2007). 

4. Conclusions 
This study provides an overview of scientific knowledge in the field of substance abuse 
(alcohol, cannabis, heroin, and cocaine) in people aged 55 and older. Three databases were 
searched for relevant literature. There is useful information on alcohol use and risk-full use, 
but large gaps in knowledge about substance abuse exists. Research on alcohol addiction is 
limited and use of cannabis, cocaine and heroin in older adults is virtually absent. Moreover, 
many of the studies had a cross-sectional design, which limits conclusions about causes and 
effects. An additional problem is that most of the studies were conducted in the United 
States, while that information not necessarily applies to other countries because of cultural 
differences is (Vaz De Almeida et al., 2005). 
Nevertheless, an outline of people who use risk-full amounts of alcohol became visible. 
First, there is a U-shaped relationship between amount of alcohol use and health. Moderate 
users are healthier than high-risk users and abstainers. The fact that abstainers were worse 
of than moderate users is possibly explained on the basis of the great heterogeneity in the 
non-using group. Not drinking is associated with certain medications and thus indicates the 
presence of disease, previous alcohol dependence, but also a healthy lifestyle. 
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related problems in later years
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extraversion and openness to experience. Chronic diseases was 
related to non-alcohol use and parental problem drinking was 
found to be a risk factor for late life problem drinking. 

Sulander 2004 Higher alcohol use was more common among retired office 
workers than other former employees.

Westerterp 2004 Alcohol intake does not lead to increased body weight, probably 
due to the higher physical activity level 

Table 3. Bio-Psycho-Social chraracteristics of older people who (ab)use alcohol 

The relationship between cognitive functioning, cognitive pathology and drinking is more 
complicated. Risk-full use seems to be associated with worse cognitive function (Geroldi et 
al., 1994) and moderate use with better cognitive function (Goodwin et al., 1987; Lang et al., 
2007; Rodgers et al., 2005). There are indications that the relationship is actually spurious, as 
the relation disappears when controlling for other potential influences (Cooper et al., 2009; 
Goodwin et al., 1987).   
Several studies found a relationship with physical characteristics. Women who drink moderate 
levels of alcohol have a higher density of mineral in bone (Ilich et al., 2002; Rapuri et al., 2000). 
A positive correlation between alcohol use, reduced inflammation, lower prevalence of strokes 
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and white matter pathology, and the quality of blood vessels is found by Christie et al. (2008), 
Gao et al.(2009), Mattace-Raso et al. (2005) and Mukamal et al. (2001, 2004). 
Risk-full drinkers appear to be more often depressed (Blow et al., 2000, Graham & Schmidt, 
1999; Oslin et al., 2005), while moderate drinkers have fewer levels of depressive symptoms 
(Blow et al., 2000, Graham & Schmidt, 1999; Kirchner et al., 2007; Lang et al., 2007, Merrick et 
al, 2008). A relationship between alcohol and depression was however not found in very old 
nursing home residents (Steunenberg et al., 2008) and older Baptists (Musick, 2000). 

3.4.2 Cannabis, cocaine and heroin 
One study reported information on older cannabis, cocaine and heroin users. These users 
are more often male, single, and have depressive symptoms, but no differences in 
educational background are observed (Blazer & Wu, 2009). 

3.5 Risk factors for substance abuse 
Only one longitudinal study examined risk factors for risk-full drinking (Moos et al., 2010). 
The study revealed that a lower quality of marriage, lower participation in social activities, 
approval of drinking by friends and larger financial resources lead to an increased risk of 
risky alcohol use. 

3.6 Consequences of substance use 
In general, moderate consumption of alcohol has beneficial effects on physical and mental 
health, while risk-full use entails negative effects. Moderate alcohol use leads to higher bone 
density (Felson et al., 1995), longer life (Brideveaux et al., 2004; Colditz et al., 1985; Simons et 
al., 2000;), and reduced risk of Type 2 Diabetes (Djousse et al., 2007). Moderate alcohol 
consumption may also have some negative consequences as it may increase blood pressure, 
glycemia and body weight (Buja et al., 2010). Risk-full alcohol use leads to an increased risk 
of mental health problems (Friedman et al., 1999) and mortality (Gronbaek et al., 1998) and 
possibly an increased risk of acute pneumonia (Van der Horst Graat et al., 2007). 

4. Conclusions 
This study provides an overview of scientific knowledge in the field of substance abuse 
(alcohol, cannabis, heroin, and cocaine) in people aged 55 and older. Three databases were 
searched for relevant literature. There is useful information on alcohol use and risk-full use, 
but large gaps in knowledge about substance abuse exists. Research on alcohol addiction is 
limited and use of cannabis, cocaine and heroin in older adults is virtually absent. Moreover, 
many of the studies had a cross-sectional design, which limits conclusions about causes and 
effects. An additional problem is that most of the studies were conducted in the United 
States, while that information not necessarily applies to other countries because of cultural 
differences is (Vaz De Almeida et al., 2005). 
Nevertheless, an outline of people who use risk-full amounts of alcohol became visible. 
First, there is a U-shaped relationship between amount of alcohol use and health. Moderate 
users are healthier than high-risk users and abstainers. The fact that abstainers were worse 
of than moderate users is possibly explained on the basis of the great heterogeneity in the 
non-using group. Not drinking is associated with certain medications and thus indicates the 
presence of disease, previous alcohol dependence, but also a healthy lifestyle. 
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High-risk alcohol users were more often male (2-5 times more), live in social environments 
where alcohol is not condemned, are higher educated, smoke more often, are more often 
single or depressed and may have poorer cognitive function. With age, the average 
consumption of alcohol decreases, except for risk-full drinking women. The consequences of 
risk-full alcohol use are decreased mental health and increased mortality. Very little is 
known about causes of alcohol addiction.  
For information about use of cannabis, heroin and cocaine in older adults, we can only rely 
on one study conducted in the US. Of the three, cannabis is most often used, particularly 50-
64 year olds (year prevalence 3.89% and 0.69% at 65). Less than 1 percent of older people use 
cocaine, while heroin use is not seen in people over 65 (Blazer & Wu, 2009). 
In sum, it appears that knowledge of substance abuse in older adults is still mainly limited 
to the description of bio-psycho-social characteristics of older adults with alcohol abuse. 
Knowledge of prevalence, causes, consequences and characteristics of the elderly who 
according to DSM criteria are addicted to any of the tested agents is still virtually absent. 
The design of effective prevention of substance abuse in older adults, as well as effective 
therapies is therefore strongly hampered. With respect to universal and selective prevention 
at the population level, more research is required into causes and consequences of substance 
abuse. For effective care-oriented prevention research into the effects of treatments in 
patients populations such as in addiction clinics is needed in order to improve the effect of 
treatment programs. 
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single or depressed and may have poorer cognitive function. With age, the average 
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on one study conducted in the US. Of the three, cannabis is most often used, particularly 50-
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1. Introduction  
“Tobacco is the single most preventable cause of death in the world today. This year, tobacco will kill 
more than five million people – more than tuberculosis, HIV/AIDS and malaria combined. By 2030, 
the death toll will exceed eight million a year. Unless urgent action is taken tobacco could kill one 
billion people during this century. Tobacco is the only legal consumer product that can harm 
everyone exposed to it – and it kills up to half of those who use it as intended.” (WHO Report on the 
global tobacco epidemic, 2008, p. 8) 
Although nearly all smokers are aware of the outstanding healthy risks of cigarette smoking 
and the majority of them is willing to quit, only a small proportion of regular smokers is 
able to stop smoking successfully. Within 12 months after a stop smoking trial, only 2-6% of 
quitters remain abstinent. This high relapse rate can only be explained by mechanisms of 
addiction. The term “tobabacco addiction” refers to the definition of substance use disorders, 
which includes harmful substance use as well as physiological and psychological 
dependence. This chapter aims to summarize the current state of knowledge regarding to 
the phenomenon of tobacco addiction and tobacco use related disorder. 

2. Classification, epidemiology, etiology, and treatment of tobacco addiction 
2.1 Diagnostic classification 
Tobacco addiction states a mental disorder with severe somatic and mental symptoms and 
consequences. The term 'addiction' was, due to its terminological vagueness, discarded as an 
official name for a diagnostic category by the WHO in 1964, however it is still used today in 
everyday speech and as part of the technical language. Within the current clinical classification 
systems DSM-IV and ICD-10 the phenomene of addiction caused by psychotropic substances 
is classified in two different diagnostic categories: DSM-IV differenciates ‘substance dependence’ 
(303.xx) and ‘substance abuse’ (305.xx) whereas ICD-10 refers to ‘dependence’ and ‘harmful use’ 
(F1x.1).  According to DSM, drug dependence is defined by seven diagnostic core criteria of 
which three must be met along with clinically important suffering in order to confirm the 
diagnosis. In contrast, abuse is determined by repeated, maladjusted substance use and 
psychosocial impairments (e.g., interpersonal problems, legal problems, high risk behaviour) 
over a period of at least 12 months (cf. Tab. 1). 
There is a clinical and neurobiological distinction between somatic and mental addiction. 
Somatic addiction is primarily defined by development of tolerance and physiological 
withdrawal symptoms. That means, the organism "gets used" to the regular dose of the 
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1. Introduction  
“Tobacco is the single most preventable cause of death in the world today. This year, tobacco will kill 
more than five million people – more than tuberculosis, HIV/AIDS and malaria combined. By 2030, 
the death toll will exceed eight million a year. Unless urgent action is taken tobacco could kill one 
billion people during this century. Tobacco is the only legal consumer product that can harm 
everyone exposed to it – and it kills up to half of those who use it as intended.” (WHO Report on the 
global tobacco epidemic, 2008, p. 8) 
Although nearly all smokers are aware of the outstanding healthy risks of cigarette smoking 
and the majority of them is willing to quit, only a small proportion of regular smokers is 
able to stop smoking successfully. Within 12 months after a stop smoking trial, only 2-6% of 
quitters remain abstinent. This high relapse rate can only be explained by mechanisms of 
addiction. The term “tobabacco addiction” refers to the definition of substance use disorders, 
which includes harmful substance use as well as physiological and psychological 
dependence. This chapter aims to summarize the current state of knowledge regarding to 
the phenomenon of tobacco addiction and tobacco use related disorder. 

2. Classification, epidemiology, etiology, and treatment of tobacco addiction 
2.1 Diagnostic classification 
Tobacco addiction states a mental disorder with severe somatic and mental symptoms and 
consequences. The term 'addiction' was, due to its terminological vagueness, discarded as an 
official name for a diagnostic category by the WHO in 1964, however it is still used today in 
everyday speech and as part of the technical language. Within the current clinical classification 
systems DSM-IV and ICD-10 the phenomene of addiction caused by psychotropic substances 
is classified in two different diagnostic categories: DSM-IV differenciates ‘substance dependence’ 
(303.xx) and ‘substance abuse’ (305.xx) whereas ICD-10 refers to ‘dependence’ and ‘harmful use’ 
(F1x.1).  According to DSM, drug dependence is defined by seven diagnostic core criteria of 
which three must be met along with clinically important suffering in order to confirm the 
diagnosis. In contrast, abuse is determined by repeated, maladjusted substance use and 
psychosocial impairments (e.g., interpersonal problems, legal problems, high risk behaviour) 
over a period of at least 12 months (cf. Tab. 1). 
There is a clinical and neurobiological distinction between somatic and mental addiction. 
Somatic addiction is primarily defined by development of tolerance and physiological 
withdrawal symptoms. That means, the organism "gets used" to the regular dose of the 
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DSM-IV-TR DSM-V 
Nicotine Abuse Nicotine 

Dependence
Tobacco Use Disorder

at least one of the 
following criteria 
within the same 
12 months 
period: 
(1) Severe 
problems 
regarding family, 
home, profession 
or school due to 
substance use 
(2) Substance use 
in dangerous 
situations 
(3)Legal 
problems due to 
substance use 
(4) Social and/or 
interpersonal 
problems due to 
substance use 
 
The symptoms 
have never 
fulfilled the 
criteria for 
substance 
addiction of the 
respective 
substance class. 
 

at least three of the 
following criteria 
within the same 
12 months period: 
(1) Development 
of tolerance 
(2) Withdrawal 
symptoms 
(3) Substance use 
longer or in larger 
quantities than 
intended 
(4) Permanent 
wish or failure to 
control substance 
use 
(5) Time-
consuming 
procurement, use 
and recovery 
from substance 
(6) Important 
social, 
professional or 
recreational 
activities are 
given up or 
limited due to 
substance use 
(7) Continued 
substance use 
despite physical 
or psychic 
problems 

maladaptive pattern of substance use leading to 
clinically significant impairment or distress, as 
manifested by 2 (or more) of the following, occurring 
within a 12-month period: 
1. recurrent substance use resulting in a 

failure to fulfill major role obligations at 
work, school, or home  

2. recurrent substance use in situations in 
which it is physically hazardous  

3. continued substance use despite having 
persistent or recurrent social or 
interpersonal problems caused or 
exacerbated by the effects of the substance  

4. tolerance, as defined by either of the 
following: a need for markedly increased 
amounts of the substance to achieve 
intoxication or desired effect b) markedly 
diminished effect with continued use of the 
same amount of the substance 

5. withdrawal, as manifested by either of the 
following: a) the characteristic withdrawal 
syndrome for the substance; b) the same (or 
a closely related) substance is taken to 
relieve or avoid withdrawal symptoms 

6. the substance is often taken in larger 
amounts or over a longer period than was 
intended  

7. there is a persistent desire or unsuccessful 
efforts to cut down or control substance use  

8. a great deal of time is spent in activities 
necessary to obtain the substance, use the 
substance, or recover from its effects  

9. important social, occupational, or 
recreational activities are given up or 
reduced because of substance use  

10. the substance use is continued despite 
knowledge of having a persistent or 
recurrent physical or psychological 
problem that is likely to have been caused 
or exacerbated by the substance  

11. Craving or a strong desire or urge to use a 
specific substance. 

Table 1. Tobacco-related Disorders according to DSM-IV-TR vs. DSM-V. 
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substance and thus needs ever increasing amounts to reach the desired state of intoxication 
(dose increase), however, also can tolerate higher doses than at the beginning of drug use 
(tolerance).  In contrast, the mental addiction is characterized by behavioral patterns such as 
compulsive use, loss of control, addiction memory, craving and coping deficits. The term 
"addiction" refers more to the mental aspect of the dependency, i.e. to the continuing 
compulsive consumption of the drug despite negative effects and/or despite the wish to 
stop drug use. Whereas the somatic dependency syndrome is generally gone some weeks 
after the withdrawal, the addiction memory may remain active for years and decades and 
continue to trigger periodical craving or even relapses from time to time. Thus, a dependent 
smoker may have stopped to be dependent on tobacco after successful withdrawal therapy 
but he/she may remain addicted, possibly for his/her whole life.  
Within the process for revising the Diagnostic and Statistical Manual of Mental Disorders 
(DSM-V) the work group which is responsible for addressing substance use disorders 
currently developed new recommendations to redefine these diagnostic categories. Among 
the work group’s proposals are the following recommendations: 
i. To move the categories of ‘abuse’ and ‘dependence’ in one common diagnosis category 

named ‘Substance-Related Disorders’; 
ii. To include both substance use disorders and non-substance addictions (Gambling 

disorder, Internet addiction) in this new diagnostic category  
iii. To tentatively re-title the category into the term ‘Addiction and Related Disorders’. 
In consequence, the diagnosis ‘Nicotine Dependence’ (305.1) should be replaced by ‘Tobacco 
Use Disorder’ which includes 11 diagnostic criteria (s. table 1). 

2.2 Epidemiology 
2.2.1 Prevalence of cigarette smoking and nicotine dependence 
The epidemiology of addictive smoking can be demonstrated by international point 
prevalence as well as life-time prevalence data of representative population-based health 
surveys. The rates of current smokers in adult population (> 14 years) are extremely varying 
by country and gender (figure 2).  
Approximately one half of the smoking men and one-third of the women are classified as 
heavy smokers (>20 cig./day). However, not every chronic cigarette smoker will necessarily 
become addicted to nicotine or tobacco. A number of international epidemiological studies 
found that only a minority of persistent smokers become dependent according the 
diagnostic criteria for substance use disorders described above. In a currently conducted, 
well controlled population survey on nearly 8,000 representative participants in Germany, 
6.3% participants among the total sample and 29.9% of all current smokers (smoking rate: 
29,6%) met the DSM-IV criteria for a nicotine dependence disorder (Papst et al., 2010). 
Nevertheless, nicotine dependence has an outstanding significance from an epidemiological 
perspective since, with a lifetime prevalence of 17% and 21% (cf. Tab. 2), it is one of the most 
common mental disorders, compared to affective disorders (lifetime prevalence: 12-19%) or 
anxiety disorders (LT prevalence:  15%). By trend, nicotine dependence occurred more often 
in female smokers and in younger age groups compared with older cohorts. In Lifetime, 
50% of all smokers succeed to quit, mostly after 5-10 ineffective attempts. 
Approximately every second smoker who has tried to quit smoking reports somatic 
withdrawal symptoms that manifest themselves in psycho-vegetative conditions or 
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substance and thus needs ever increasing amounts to reach the desired state of intoxication 
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(tolerance).  In contrast, the mental addiction is characterized by behavioral patterns such as 
compulsive use, loss of control, addiction memory, craving and coping deficits. The term 
"addiction" refers more to the mental aspect of the dependency, i.e. to the continuing 
compulsive consumption of the drug despite negative effects and/or despite the wish to 
stop drug use. Whereas the somatic dependency syndrome is generally gone some weeks 
after the withdrawal, the addiction memory may remain active for years and decades and 
continue to trigger periodical craving or even relapses from time to time. Thus, a dependent 
smoker may have stopped to be dependent on tobacco after successful withdrawal therapy 
but he/she may remain addicted, possibly for his/her whole life.  
Within the process for revising the Diagnostic and Statistical Manual of Mental Disorders 
(DSM-V) the work group which is responsible for addressing substance use disorders 
currently developed new recommendations to redefine these diagnostic categories. Among 
the work group’s proposals are the following recommendations: 
i. To move the categories of ‘abuse’ and ‘dependence’ in one common diagnosis category 

named ‘Substance-Related Disorders’; 
ii. To include both substance use disorders and non-substance addictions (Gambling 

disorder, Internet addiction) in this new diagnostic category  
iii. To tentatively re-title the category into the term ‘Addiction and Related Disorders’. 
In consequence, the diagnosis ‘Nicotine Dependence’ (305.1) should be replaced by ‘Tobacco 
Use Disorder’ which includes 11 diagnostic criteria (s. table 1). 

2.2 Epidemiology 
2.2.1 Prevalence of cigarette smoking and nicotine dependence 
The epidemiology of addictive smoking can be demonstrated by international point 
prevalence as well as life-time prevalence data of representative population-based health 
surveys. The rates of current smokers in adult population (> 14 years) are extremely varying 
by country and gender (figure 2).  
Approximately one half of the smoking men and one-third of the women are classified as 
heavy smokers (>20 cig./day). However, not every chronic cigarette smoker will necessarily 
become addicted to nicotine or tobacco. A number of international epidemiological studies 
found that only a minority of persistent smokers become dependent according the 
diagnostic criteria for substance use disorders described above. In a currently conducted, 
well controlled population survey on nearly 8,000 representative participants in Germany, 
6.3% participants among the total sample and 29.9% of all current smokers (smoking rate: 
29,6%) met the DSM-IV criteria for a nicotine dependence disorder (Papst et al., 2010). 
Nevertheless, nicotine dependence has an outstanding significance from an epidemiological 
perspective since, with a lifetime prevalence of 17% and 21% (cf. Tab. 2), it is one of the most 
common mental disorders, compared to affective disorders (lifetime prevalence: 12-19%) or 
anxiety disorders (LT prevalence:  15%). By trend, nicotine dependence occurred more often 
in female smokers and in younger age groups compared with older cohorts. In Lifetime, 
50% of all smokers succeed to quit, mostly after 5-10 ineffective attempts. 
Approximately every second smoker who has tried to quit smoking reports somatic 
withdrawal symptoms that manifest themselves in psycho-vegetative conditions or 
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cognitive-emotional adverse effects (cf. table 3). The nicotine withdrawal syndrome starts 2-4 
hours after the last cigarette, reaches its intensity peak after 24-48 hours and gradually 
passes after 1-4 weeks. However, the primarily mental symptoms (craving, feeling of 
hunger, dysphoria) may persist for months. 
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Fig. 1. WHO Report on the Global Tabacco Epidemic (2008) 

 
 
 Total Gender 
   Men Women 
Consumption prevalence (30 d)1 7,983  3,542 4,441 
Non-Smokers 44.8% (3,858) 38.8% 51.0% 
Ex-smokers 26.0% (1,771) 28.5% 23.6% 
Smokers 29.2% (2,354) 32.8% 25.5% 
Consumption frequency (30 d)2 2,238  1,096 1,142 
Not daily 29.6% (714) 28.4% 31.0% 
Daily up to 10 21.7% (530) 17.4% 27.1% 
Daily 11-19 23.5% (517) 25.7% 20.9% 
Daily more than 20 25.2% (477) 28.5% 21.1% 
DSM-IV (12M)3 7,984  3,521 4,427 
Total sample 6.3% (531) 6.8% 5.8% 
Consumers4 19.9% (531) 19.2% 20.9% 

1 Non-Smokers: have smoked a total of maximum 100 cigarettes; ex-smoker: have smoked more than 
100 cigarettes, but not in the previous 30 days; smokers: smoked cigarettes in the previous 30 days. 
2 Referring to cigarette smokers during the previous 30 days. 
3 Nicotine dependence according to DSM-IV: unweighted number of cases regarding to total sample 
4 Referring to 12 months prevalence of smoking. 

Table 2. Prevalence of smoking, of smoke frequency and nicotine dependence according to 
DSM-IV (Papst e al., 2010, p. 332) 
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 craving 
 increased appetite, sensation of hunger, weight gain 
 concentration problems 
 nervousness, irritability, restlessness, insomnia 
 feeling of frustration, unhappiness, depressive moods, depression, states of anxiety, 

anxieties 
 circulation problems, sweating, digestive disorders 

Table 3. Withdrawal symptoms during the smoke stop 

The strength of the nicotine dependency can best be measured through specific withdrawal 
symptoms. The Fagerstrom Test for Nicotine Dependence (FTND; Heatherton et al., 1991; cf. 
table 4), which consists of six items, is recommended worldwide as a dimensional research 
tool for the measurement of nicotine dependency. This test has been validated in 
international studies and represents one of the best predictors for abstinence success. 
 

 
Table 4. Fagerstrom Test for Nicotine Dependence (FTND; Heatherton et al., 1991) 

2.2.2 Addiction and risk potential of the drug tobacco 
The ‘addiction potential’ of a drug describes the risk for developing a mental or physical 
dependence when using a drug and the subsequent failure to quit the use and to master a 
withdrawal. This addiction risk results from a) the pharmacological effects of the substance 
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 feeling of frustration, unhappiness, depressive moods, depression, states of anxiety, 

anxieties 
 circulation problems, sweating, digestive disorders 

Table 3. Withdrawal symptoms during the smoke stop 

The strength of the nicotine dependency can best be measured through specific withdrawal 
symptoms. The Fagerstrom Test for Nicotine Dependence (FTND; Heatherton et al., 1991; cf. 
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2.2.2 Addiction and risk potential of the drug tobacco 
The ‘addiction potential’ of a drug describes the risk for developing a mental or physical 
dependence when using a drug and the subsequent failure to quit the use and to master a 
withdrawal. This addiction risk results from a) the pharmacological effects of the substance 
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on the organism, b) the quality and intensity of the evoked subjective states of intoxication 
or well-being and c) the learned stimulus-response association between the drug use on the 
one hand and the ‘kick’ or flush response (positive reinforcement) and/or the avoidance of 
withdrawal symptoms on the other (negative reinforcement). The addiction potential of a 
psychotropic substance is not exclusively determined by its pharmacological characteristics 
and its potency for physical dependence but essentially, among other things, by the type of 
the substance intake (addiction potential decreasing with types of applications: injecting, 
sniffing, smoking and swallowing). This explains that smoked nicotine has a high addiction 
potential compared to nicotine patches at the same dose.  
Alongside heroin, nicotine is seen as the substance with the highest ’pure addiction 
potential’. This finding has been determined in animal studies wherein different 
substances are applied in standardised form (e.g. as an oral application). The measure for 
the addiction potential is typical addiction behaviour shown by the laboratory animals 
after a number of applications (e.g. number of lever actions or toleration of pain stimuli in 
order to get to the drug). However, the approaches for the determination of the addiction 
potential that are based on complex expert judgements on the addiction risk of persons 
under real using conditions seem to be more adequate. In a study conducted by the Swiss 
Institute for the Prevention of Alcohol and Drug Problems (SIPA), renowned addiction 
experts evaluated the addiction potential of seven different substances in direct 
comparison according to five evaluation criteria (cf., tab. 5). In the resulting ranking list 
heroin reached the highest addiction potential, followed by cocaine, alcohol and nicotine, 
whereby for nicotine especially a very high value for (mental) ‘addiction’ was declared 
(Fahrenkrug & Gmel, 1996). 
 
Substance Overall 

Evaluation

With-
drawal 

Symptoms

Reinforce-
ment 

Increase of 
Tolerance Addiction Intoxication 

Heroin 1 1 1 1 1 2 
Cocaine 2 3 2 3 3 1 
Alcohol 3 2 4 2 4 3 
Nicotine 4 4 3 4 2 6 
Caffeine 7 7 7 6 7 7 
Ecstasy 5 5 5 5 5 4 
Marihuana 6 6 6 7 6 5 
1= highest addiction potential; 7= lowest addiction potential 

Table 5. Addiction Potential of Different Psychotropic Substances (quoted in Fahrenkrug & 
Gmel, 1996). 

The ‘addiction potential’ relates to the addiction risk, but does not state anything about 
the overall biopsychosocial risk potential of a drug. Nutt et al. (2007) determined three main 
factors of potential damage by a psychotropic substance: 1) physical damage, 2) addiction 
potential and 3) social effects. A three-dimensional risk categories matrix was derived 
from this, by means of which the different substances were evaluated by two independent 
expert groups regarding their overall risk potential. In this multi-dimensional evaluation 
of the biopsychosocial overall risks, tobacco smoking is positioned in the upper middle 
field (place 9).  
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2.2.3 Comorbidity: Tobacco smoking and mental disorders 
Tobacco addiction is closely associated with the occurrence of mental disorders and their 
course of disease. Cigarette smoking is disproportionately prevalent amongst persons with 
mental disorders (population) and/or psychiatric patients (clinical populations; Breslau, 
1995; Degenhardt & Hall, 2001; John et al., 2004; Meyer et al, 2004; Haug et al., Heinberg & 
Guarda, 2001; Kordon & Kahl, 2004). On the whole, prevalence of smoking in mentally 
comorbid persons is approximately twice as high (50%) when compared to the general 
population (25-30%) (Grant et al., 2004; Lasser et al., 2000). It even amounts to 71-90% in 
patients with addictions to other substances (Ker et al., 1996; Patten et al., 1996; Martin et al., 
1997; Williams & Ziedonis, 2004); for other severe types of disorders such as schizophrenia and 
bipolar disorders prevalence is on average 80% (Hughes, 1993; Leon & Diaz, 2005). In the 
US, the market share of the overall cigarette consumption by persons with psychiatric 
diagnoses is currently between 44 and 46% (Lasser et al., 2000; Grant et al., 2004). 
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Fig. 2. Co-Morbidity of Smoking in Patients with Psychiatric and Substance Use Disorders 
(Kalman et al., 2005, p. 107) 

Smokers with mental comorbidity mostly are heavy smokers, that means they are prone to 
smoke more cigarettes per day (days pack) and to smoke each cigagette more intensively 
(e.g. draws per cigarette, draw frequency, inhalation depth) (Lasser et al., 2000; Tidey et al., 
2005). As a result, they do not only show increased physic long-term morbidity and 
mortality rates due to organic diseases associated with tobacco (Williams & Ziedonis, 2004), 
but they also have, amongst other things, a worse prognosis in relation to their mental 
disorder, a higher psychiatric lifetime-co-/multimorbidity, a more unfavourable course of 
disease (e.g. episodes in MDE that are more often, longer and more intensive), less 
successful therapy outcomes, a higher burden of disease, severe impairment of psychosocial 
functioning (Brown et al. 2000) as well as a lower quality of life (Schmitz et al., 2003). Smokers 
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on the organism, b) the quality and intensity of the evoked subjective states of intoxication 
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Substance Overall 

Evaluation

With-
drawal 

Symptoms

Reinforce-
ment 

Increase of 
Tolerance Addiction Intoxication 

Heroin 1 1 1 1 1 2 
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The ‘addiction potential’ relates to the addiction risk, but does not state anything about 
the overall biopsychosocial risk potential of a drug. Nutt et al. (2007) determined three main 
factors of potential damage by a psychotropic substance: 1) physical damage, 2) addiction 
potential and 3) social effects. A three-dimensional risk categories matrix was derived 
from this, by means of which the different substances were evaluated by two independent 
expert groups regarding their overall risk potential. In this multi-dimensional evaluation 
of the biopsychosocial overall risks, tobacco smoking is positioned in the upper middle 
field (place 9).  
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2.2.3 Comorbidity: Tobacco smoking and mental disorders 
Tobacco addiction is closely associated with the occurrence of mental disorders and their 
course of disease. Cigarette smoking is disproportionately prevalent amongst persons with 
mental disorders (population) and/or psychiatric patients (clinical populations; Breslau, 
1995; Degenhardt & Hall, 2001; John et al., 2004; Meyer et al, 2004; Haug et al., Heinberg & 
Guarda, 2001; Kordon & Kahl, 2004). On the whole, prevalence of smoking in mentally 
comorbid persons is approximately twice as high (50%) when compared to the general 
population (25-30%) (Grant et al., 2004; Lasser et al., 2000). It even amounts to 71-90% in 
patients with addictions to other substances (Ker et al., 1996; Patten et al., 1996; Martin et al., 
1997; Williams & Ziedonis, 2004); for other severe types of disorders such as schizophrenia and 
bipolar disorders prevalence is on average 80% (Hughes, 1993; Leon & Diaz, 2005). In the 
US, the market share of the overall cigarette consumption by persons with psychiatric 
diagnoses is currently between 44 and 46% (Lasser et al., 2000; Grant et al., 2004). 
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Fig. 2. Co-Morbidity of Smoking in Patients with Psychiatric and Substance Use Disorders 
(Kalman et al., 2005, p. 107) 

Smokers with mental comorbidity mostly are heavy smokers, that means they are prone to 
smoke more cigarettes per day (days pack) and to smoke each cigagette more intensively 
(e.g. draws per cigarette, draw frequency, inhalation depth) (Lasser et al., 2000; Tidey et al., 
2005). As a result, they do not only show increased physic long-term morbidity and 
mortality rates due to organic diseases associated with tobacco (Williams & Ziedonis, 2004), 
but they also have, amongst other things, a worse prognosis in relation to their mental 
disorder, a higher psychiatric lifetime-co-/multimorbidity, a more unfavourable course of 
disease (e.g. episodes in MDE that are more often, longer and more intensive), less 
successful therapy outcomes, a higher burden of disease, severe impairment of psychosocial 
functioning (Brown et al. 2000) as well as a lower quality of life (Schmitz et al., 2003). Smokers 
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suffering from a mental disorder also show a lower self-efficacy and more negative attitudes 
towards a smoke stop (Carossella et al., 1999; Esterberg & Compton, 2005) as well as below 
average success rates for tobacco withdrawal that are often <15% (Glassman et al., 1993; 
Hall, Munoz, Reus, & Sees, 1993; Rohde et al., 2004; Ziedonis & George, 1997; Ziedonis et al., 
1994). Moreover, smoking tobacco is a significant predictor for a lifetime-suicidal tendency, 
even when monitoring possible confounders (Breslau et al., 2005; Oquendo et al., 2004; 
Bronisch et al., 2009; Miller et al., 2000; figure 4).  
 

 
Fig. 3. Smoking and suicide risk (Miller et al., 2000) 

The etiological causality of this coincidence between smoking tobacco and mental disorders is 
largely unresolved. Three competing theoretical models are being discussed: 1) According to 
the 'primary disorder model' smoking is a reaction to the mental disorder (Guidelines of the 
American Psychiatric Association, 1996; Kendler et al., 1993; Pomerleau et al., 1997). In the 
sense of the ‘self treatment hypothesis’, persons suffering from mental strain use nicotine for 
stress reduction (easing effect of nicotine) and for alleviating their subjective mental 
symptoms (effect of nicotine to soothe, enhance moods and improve the well-being of 
smokers) (Kendler et al., 1993; Hughes, 2004; Breslau, 2001). It is true that nicotine has 
specific anti-depressive effects (Tizabi et al., 1999; Balfour et al., 2000), since the serotonergic 
system is activated by nicotine similar to antidepressants (Vazquez-Palacios et al., 2005), and 
it is often used by psychiatric patients to specifically enhance their mood. According to this 
model, initial manifestation of the mental disorder would have to precede chronological 
tobacco smoking. 2) In contrast, the 'primary smoking model' states that smoking can 
contribute to the development of a mental disorder. According to that, exposition to nicotine 
is a risk factor making individuals vulnerable to mental disorders due to the chronic impact 
on diverse transmitter systems that are involved in the development of mental disorders. 
This hypothesis is supported by the observation that the initial manifestation of mental 
symptoms often follows a longer break of regular smoking. Furthermore, for example, 
prenatal exposition to smoking is associated with the later occurrence of ADHD and 
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depression in infancy and adolescence. 3) The 'bidirectional model' assumes a long lasting 
interaction effect between smoking and mental disorders. Therefore, smoking triggers the 
development of mental symptoms in genetically disposed persons first and is later used for 
easing symptoms. In this way, regular nicotine consumption contributes to the 
chronification of the disorders in the long term (Mueser et al., 1998). It could be possible that 
smokers with mental disorders shy away from smoke stop because nicotine withdrawal 
symptoms contribute to an exacerbation of psychiatric symptoms and an increase of the 
relapse risk (Glassman, 2001; Balfour et al., 2000). Finally, it has been proven that e.g. 
schizophrenic patients often use nicotine to specifically counter regulate the effect of 
neuroleptics (Barnes et al., 2006; Glassman, 1994; Haring, Barnas, Saria, Humpel, & 
Fleischhaker, 1989; Hughes, 1993). 4) Finally, the 'common-factor model' assumes a common 
etiology of nicotine dependence and other mental disorders (Breslau et al., 1998; Dierker, 
2002; Covey, 1998). Since nicotine dependence itself is a mental disorder with manifold 
commonalities in terms of neurobiological, cognitive personal or social risk factors and 
mechanisms with a) other substance disorders (e.g. dopaminergic system) and also b) with 
other mental disorders (e.g. serotonergic system in MD), a common genetic disposition for 
e.g. depressions and susceptibility for the effects of nicotine positive seems likely (Kendler et 
al., 1993; Breslau et al., 1998). 

2.3 Etiology: Neurobiological and psychological addiction mechanisms 
2.3.1 Vulnerability and risk factors 
Today, the average age of onset for smoking cigarettes ranges between eleven to thirteen 
years (Silagy et al., 1994; Nelson et al., 1998). The development of a tobacco addiction is 
dependent on a number of factors or causes. In addition to a genetic disposition (e.g. number 
of receptors, availability of specific enzymes, and function of transmitter systems), multiple 
acquired vulnerabilities and risk factors have been identified that comprise individual 
characteristics as well as specific environmental conditions (Brown et al., 1992; US 
Department of Health and Human Services, 1990). In the stage of initial or experimental use, 
despite of availability of tobacco products and advertising influences, social factors like  family 
models and the peer group that are decisive for the start of one’s smoking  (Silagy et al., 1994). 
There are significant differences in social classes with the highest smoking rates in the lower 
social class, in unemployed people and social groups with lower educational achievement. 
Furthermore, an existing psychiatric comorbidity and unfavourable influences of the family 
milieu (parental psychopathology) primarily count towards the individual risk factors for 
the development of a tobacco addiction (WHO, 2001). Moreover, tobacco addiction and 
health risks towards smoking-related disorders correlate with the early onset of smoking. The 
physical addiction phenomena seem to develop especially rapidly in children and 
adolescents. In the stage of regular and dependent use, smokers try to manage their psycho-
social stress or daily hassles by using nicotine (‘self treatment’). In the long term run, the most 
important condition to maintain dependency is negative reinforcement, because every 
cigarette acts more and more to reduce withdrawal symptoms in the first line. 

2.3.2 Neurobiological mechanisms 
Like all psychotropic substances, nicotine stimulates the mesolimbic dopamine system (‘desire 
and reward system’) whose neurones are located in the area tegmentalis ventralis and project 
to the nucleus accumbens as well as the corpus striatum, among others. In contrast to other 
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drugs, nicotine exposition initiates a particular long term potentiation of specific neurons in 
this area of the brain, which causes a persistent increase of the dopamine level even after 
short term nicotine exposition.  
In order to compensate for the artificial biochemical flooding and to maintain the normal 
functions, the brain reacts on two levels: 1) with a neuroanatomical change of the number 
and responsiveness of specific receptors (neuroplastic down or up regulation) and 2) with an 
inhibiting feedback on the level of transmitters, restricting the effect of nicotine by releasing 
counter-regulative molecules (Kunze et al., 1998). Both reactions lead to a weakening of the 
effect of nicotine. If the smoker subsequently tries to compensate the diminishing effect by 
means of more intensive smoking, the brain respectively produce more inhibiting molecules 
in that ever-increasing doses of nicotine are necessary to achieve ‘intoxication’ (tolerance). If 
the organism is then suddenly deprived of the substance (withdrawal), the balance of the 
system is forcefully disturbed. On the one hand, too few bodily-owned transmitters are 
available since the body has limited its own production and, on the other hand, a surplus of 
compensatorily released inhibitory molecules, which further inhibit the normal remaining 
functions of the transmitter balance, exist for a number of weeks. A strong state of deprivation 
results thereof and causes torturing mental and physical acute withdrawal conditions 
(withdrawal syndrome). The body is now not able to exist without tobacco any more and, 
therefore, an addiction has formed.  

2.3.3 Psychological and neuropsychological mechanisms 
Addicted ex-smokers are still at risk to relapse in face of any smoking-associated cues which 
trigger an irresistible desire (craving) for nicotine, even many years and decades after the 
withdrawal, probably for their whole lifetime. This long time active ‘addiction memory’ 
cannot be explained by mechanism of physical dependence, which normalise within a few 
weeks after quitting. In the first line, complex learned conditioning processes are responsible 
for the continuing sensitisation to nicotine and the ongoing high relapse rates. 
Simultaneously to dopamine release in the ‘desire and reward system’ nicotine stimulates 
specific areas in the brain which are involved in association learning processes. That is why 
smoking tobacco has a particularly strong link to situational (smoking break, coffee drinking, 
after work beer), behavioural (reaching for the box of cigarettes), sensory (smell, taste) or 
affective (mood) cues that are associated with smoking. Insofar, persistent addiction can be 
primarily traced back to respondent and operant conditioning. In the case of smoking positive 
reinforcement is generated by the fateful association between the inhalation (stimulus) and 
the subsequent state of well-being (response) that permanently becomes engraved in 
memory (’addiction memory’) within a short time. Despite the missing intensive intoxication, 
the high addiction potential of tobacco smoking results from the brain of a regular smoker 
being flooded with nicotine 200 to 400 times per day (per year: 73,000 to 146,000 times) — 
and the stimulus-response connection is thereby continuously enforced. 
The high risk of a relapse and the actual relapse process after a smoke stop can be explained by 
means of neuropsychological and cognitivepsychological models. However, one of the main -
questions, why the addiction behaviour and craving is not extinguished after a certain time 
was not resolved satisfactorily. The latest research in cognitive learning shows that the 
extinction of a respondent conditioning is, in a neurobiological sense, no unlearning in terms 
of a decoupling of synaptic links but a new learning and/or re-learning where new stimulus-
reaction-links are generated while the old ones are principally still available (Conklin & 
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Tiffany, 2002).  That is why old addiction conditionings can, if certain triggers emerge, be 
reactivated even after a long time (e.g. by reinstatement or spontaneous recovery). 
Furthermore, the hypersensitivity to the addiction cues (cue reactivity), which is profoundly 
resistant against extinction and overwriting, can be explained with neuroplastic changes in the 
dopamine system. In the case of chronic substance intake a neurobiological hyper reactivity 
to the drug and their trigger cues develops in the mesolimbic dopamine system (subcortical 
dysfunction) and, at the same time, the areas that are responsible for executive control (frontal 
cortical dysfunction) are weakened. Finally, the relapse can be described by the different 
levels of information processing of addiction-related cues on the one hand, and by the 
intentional control of action on the other (Tiffany und Conklin, 2000). The addicts’ reaction 
to drug-associated cues is an example of ‘automatic processing’, i.e. it is made unconsciously 
quick, linked to certain trigger situations, with a low use of cognitive capacity and can only 
be influenced to a small degree. In contrast, abstinence demands an intentional regulation of 
action with conscious information processing and executive control functions (‘controlled 
processing’), which is consciously, intention controlled and flexible, but relatively slow, 
cognitively demanding and limited by the processing capacity. In case of chronic substance 
abuse an increasing disequilibrium between the growing influence of automatic stimulus 
processing (‘implicit cognitions’), as well as a weakening of executive control and regulation 
of emotions that makes the person trying to quit increasingly vulnerable to addiction 
triggers and, finally, relapse. 

2.4 Treatment 
Almost all smokes are aware of the smoke-related health risks and a majority of them 
repeatedly tries to stop smoking. The willingness to quit depends on the individual stage of 
motivation. According to the widely known transtheoretical model (Prochaska & DiClimente, 
1993) smokers move through a discrete series of five motivational stages before they quit 
successfully: (i) precontemplation (no thoughts of quitting), (ii) contemplation (thinking about 
quitting), (iii) preparation (planning to quit in the next 30 days), (iv) action (quitting 
successfully for up to six months), and (v) maintenance (no smoking for more than six 
months). The transtheoretical theory has not been empirically supported, and some authors 
cast doubt its practical value (Etter & Sutton, 2002; Sutton, 2001).  
However, most smokers will succeed to quit at one point in their life: There are more ex-
smokers than current smokers to be found in the age cohort over 50 years old. However, 
tobacco withdrawal often requires a multitude of stop smoking trials to be successful when 
no professional help is sought. The success rate of unassisted smoke stop trials is at a mere 
3-6% during the 12-months period. However, less than 5 % of all smokers willing to stop 
make use of professional help, despite the availability of effective smoking cessation 
therapies (WHO, 2001; Nelson & Wittchen, 1998). 
Professional smoking cessation treatments include a wide range of interventions, from medical 
advice through to brief motivational interventions to complex withdrawal programs. In 
practice, less effective methods such as hypnosis and acupuncture are used alongside 
motivational interviewing, cognitive-behavioural therapy interventions (CBT) and 
medicinal approaches in withdrawal and substitution treatment. Professional smoking 
cessation treatment is first and foremost based on behavioural group interventions (cf. Box 
1) and approaches of motivational interviewing, and often offered in combination with 
medicinal support (e.g. nicotine substitutes).  
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1. Psychoeducation: education, information and attitude change
2. Analysis of problem and behaviour: Analysis and documentation of smoking 

behaviour and the maintaining cognitive and situational or social conditions 
3. Strengthening of motivation to change (motivational interview): Clear decision to quit 

smoking, determination of a deadline to stop smoking 
4. Systematic preparation for abstinence, execution of smoke stop and modification of 

behaviour: Control of conditioning stimuli, development and training of alternative 
behaviour, contract management, self-reward, teaching of strategies of self-control 

5. Activation of a supporting social network and teaching of health promotional 
behaviour 

6. Relapse prevention: Dealing with risk situations, strategies against relapse risks (role 
play exercises) 

Box 1. Components of complex behavioural therapy programmes for smoking cessation. 

Primary goal in smoking cessation treatment is total abstinence. Controlled tobacco use 
leading to harm reduction is only aimed for in exceptional cases (in cases of severe disease 
or pregnancy with simultaneous inability to remain abstinent; Stead & Lancaster, 2007; 
Lumley et al., 2009). The medicinal treatment in smoking cessation primarily aims to soothe 
the somatic withdrawal symptoms and associated craving. The pharmacological treatment 
options are based on three different modes of action:  
i. In nicotine replacement therapy a patient is given nicotine doses, which substitute the 

nicotine the patient does not take in anymore by smoking, by means of drugs 
containing nicotine (nicotine patch, gum, inhaler, lozenge, nasal spray, sublingual 
tablet). By means of retaining an equal level of nicotine withdrawal symptoms are 
soothed and the withdrawal is made easier by stepwise downdosing the 
pharmacological nicotine. 

ii. The nicotine-free drug bupropion (Zyban®), originally developed as anti-depressant, 
inhibits the synaptic absorption of catecholamines (adrenalin, dopamine) in the 
mesolimbic dopamine system, thereby compensating the dopamine lack caused by the 
nicotine withdrawal and, in this way, soothes the withdrawal symptoms without 
supplying nicotine. Due to serious contra-indications, side-effects and pharmaceutical 
risks, bupropion may only be applied under medical supervision.  

iii. The partial agonist varenicline (Chantix®) binds to specific nicotine receptors of the 
subtype that is responsible for one of the addictive effects of the nicotine. The active 
agent stimulates the receptors and thereby eases withdrawal symptoms. At the same 
time, it inhibits the effect of externally supplied nicotine by blocking the receptors. Also 
due to the serious side-effects and risks (nausea, headache, insomnia, abnormal dreams, 
suicidal ideation and occasional suicidal behavior, erratic behavior and drowsiness) 
there are similarly strict regulations for varenicline in terms of prescription and medical 
supervision. 

Multi-modal smoking cessation programmes can be divided into three stages: (i) reinforcement 
of the abstinence motivation and the patient’s commitment to quit smoking, (ii) preparation 
and realisation of smoke stop, (iii) maintenance of abstinence and using new coping 
strategies to avoid a return to use. 
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i. Regular smokers generally are ambivalent towards quitting. Although almost every 
smoker is aware of the health risks and further disadvantages of smoking, most of 
them dread the burdens associated with smoke stop (fear of withdrawal symptoms 
and loss of positive reinforcement) and continually postpone their withdrawal, often 
for years. This is why it is necessary to make an explicit decision pro tobacco 
withdrawal at the beginning of the withdrawal stage (in case of smokers willing to 
stop) and/or to motivate in favor of a smoke stop (in case of smokers not yet willing 
to stop). For this purpose, motivational interviewing is a suitable approach (Miller & 
Rollnick, 2002 by which the motivation to quit smoking and the confidence to change 
can be analysed and systematically strengthened during the preparation stage. In 
smoking cessation practice, behavioural-therapeutic techniques (smoking diaries, 
behavioural analysis, CO-measurement, reinforcement plans, pros-cons lists, target 
hierarchies, aim in life analysis, short and long term benefits, strengthening of self-
efficacy) as well as cognitive techniques (disputation of irrational ideas, worst case 
scenarios, development of rational alternatives) are applied for the preparation of the 
smoke stop. The explicit commitment of the smoker to his/her desire to quit smoking 
(importance) and his belief to being able to reach this goal (realisability) proves to be 
decisive in this stage. 

ii. During the quitting stage the smoker is systematically prepared for the smoke stop and 
the time of abstinence. For this purpose, it is important, not only to create adequate 
commitment but also to enhance the optimism about one's ability to change and to 
strengthen self efficacy. Using the ‘cold turkey method’, a certain quit day is 
determined. In the sense of a stimulus control, all triggers (smoke utensils such as 
ashtray, cigarette boxes, lighter etc.) are removed from the immediate surrounding 
and/or typical smoke situations (e.g. local pub) are temporarily avoided for the time of 
the smoke stop preparation stage. The smoke stop can be supported by means of 
aversion therapy (excessive inhaling, retain smoke in lung, smelling of containers with 
cigarette butts and cold ash) or counter conditioning (presentation of unpleasant stimuli 
such as deterring photos of smoke-related diseases contingent to smoking). 

iii. The treatment stage most important to keep long term abstinence is the maintenance 
and relapse prevention. The ex-smoker is supported in his/her self control management 
(response control) and self instruction in order for him/her to master craving and 
withdrawal symptoms and to successfully cope with high risky situation (refusal 
training). At the same time, positive alternatives to smoking (relaxation exercise, 
physical exercise, easy breathing, water drinking, pleasant activities and attentional 
distraction) are proposed and trained. Positive stimuli (e.g. appraisal, material 
rewards, amount of money saved, improvement of lung function, duration of 
abstinence) or contracting (written commitment, rewards vs punishment) are used to 
support abstinence and social resources are mobilised (workshop assistants, 
supporters). During abstinence a cognitive reframing shall be triggered in which the 
smokefree life comes to be seen as less unpleasant condition of withdrawal and loss 
but increasingly as an awarding situation in which a positive physical well-being and 
independence dominates. Finally, an individual emergency plan is drafted and 
structured relapse prevention management is trained (what to do when having a 
relapse). 
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2.5 Empirical evidence 
Up to date, a large amount of professional and more or less evidence-based smoking cessation 
treatments have been developed, that range from minimal interventions (physician’s advice 
to quit smoking) and medicinal withdrawal treatment (nicotine replacement therapy, 
psychotropic drugs such as bupropion or varenicline) to telephone counselling (‘quit-line’) 
and online quitting programmes as well as to multi-modal smoking cessation in behavioural 
group therapy described above. The efficacy of professional smoking cessation treatments is 
well determined. An impressive number of RCTs as well as several meta-analyses and 
Systematic Cochrane Reviews clearly proved the high efficacy of several cessation treatments 
towards the primary outcome of long-term abstinence.  
In particular, group behaviour therapy programmes for smoking cessation yielded high effect 
sizes in many randomised controlled trials (RCT) and were found to be superior to self help, 
and other less intensive interventions (Stead & Lancaster, 2005). However, there is not enough 
evidence to evaluate whether groups are more effective, or cost-effective, than intensive 
individual counselling and only limited evidence that the addition of group therapy to other 
forms of treatment, such as advice from a health professional or nicotine replacement, 
produced extra benefit (Stead & Lancaster, 2005, p 2). Individual behavioural counselling 
interventions for smoking cessation have been well-proven, too (Lancaster & Stead, 2005). 
Individual counselling was more effective than control, but a greater effect of intensive 
counselling compared to brief counseling could not be found. Aversion therapy, which pairs the 
pleasurable stimulus of smoking a cigarette with some unpleasant stimulus in order to 
extinguish the urge to smoke, has been evaluated in a smaller number of RCT’s that provide 
insufficient evidence to determine the efficacy of rapid smoking (Hajek & Stead, 2001).  
Pharmaceutical treatment in smoking cessation is high efficient as well. All of the commercially 
available forms of nicotine replacement therapy (gum, transdermal patch, nasal spray, inhaler 
and sublingual tablets/lozenges) can help people who make a quit attempt to increase their 
chances of successfully stopping smoking by 50-70%, regardless of setting Stead et al., 2008). 
The empirical evidence show that the antidepressants bupropion and nortriptyline are equally 
effective and of similar efficacy to nicotine replacement therapy, but there is insufficient 
evidence that adding bupropion to nicotine replacement therapy provides an additional long-
term benefit (Hughes et al., 2007, p 2). Also varenicline at standard dose increases the chances of 
successful long-term smoking cessation between two- and threefold compared with 
pharmacologically unassisted quit attempts (Cahill et al., 2011, p 2).  
The trials to internet-based interventions for smoking cessation did not show consistent effects, 
but for some interventions there is evidence that online counselling can assist smoking 
cessation, especially if the information is appropriately tailored to the users and frequent 
automated contacts with the users are ensured (Civljak, Sheikh, Stead & Car, 2010, p 2). 
Similarly, proactive telephone counselling for smoking cessation can efficiently help smokers in 
quitting, but a minimum of three or more calls are required to increase the chances of quitting 
compared to a minimal intervention (providing standard self-help materials, brief advice), or 
compared to pharmacotherapy alone (Stead et al., 2006). Motivational interviewing for smoking 
cessation yielded a modest but significant increase in quitting compared to brief advice or 
usual care and was more effective, when delivered by primary care physicians and by 
counselors and when conducted in longer and multiple sessions (Lai et al., 2010). 
In contrast, there is no consistent, bias-free evidence that acupuncture, acupressure, laser 
therapy or electrostimulation or exercise interventions for smoking cessation are effective for 
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smoking cessation (White et al., 2011; Ussher et al., 2008). Also, the empirical evidence for 
hypnotherapy fails to show a greater effect on six-month quit rates than other interventions or 
no treatment (Barnes et al., 2010). Standard self-help materials may increase quit rates 
compared to no intervention, but the effect is likely to be small, and no additional benefit 
has been found alongside other interventions such as advice from a healthcare professional, 
or nicotine replacement therapy (Lancaster & Stead, 2005, p 2). Materials that are tailored for 
individual smokers are more effective than untailored materials, although the absolute size 
of effect is still small. 
Smoking reduction versus abrupt cessation in smokers who want to quit makes no difference 
with regard to long-term abstinence (Lindson et al., 2010). According to the transtheoretical 
model stage-based self-help interventions (expert systems and/or tailored materials) and 
individual counselling were neither more nor less effective than their non-stage-based 
equivalents (Cahill et al., 2010, p 2). 
 

 
Fig. 4. Success rates (12-months abstinence) of measurements for tobacco withdrawal in 
clinical studies (efficacy) according to a meta-analysis of the US Department of Health and 
Human Services (Fiore et al., 2008) 

In context of the US Clinical Practice Guidelines, sponsored by the U.S. Public Health Service, 
Guideline Panel conducted 2000 a large mega-metanalysis ‘Treating Tobacco Use and 
Dependence’ which has been updated in 2008 (Fiore et al., 2008). The main results are shown 
in figure 7. In Detail, the effectiveness and abstinence rates of various interventions and 
medications in smoking cessation treatment are presented in table 6 and 7. In summary, the 
most effective smoking cessation treatment is a combination of group behavior therapy or 
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individual counseling with pharmaceutical treatment, whereas a combination of more than 
one pharmaceutics has an extra benefit (e.g., NRT patch + NRT gum or NRT patch + oral 
medication). 
Based on the empirical evidence of international trials in the field of smoking, tobacco 
dependence and smoking cessation in numerous countries specific clinical guidelines for 
treating tobacco addiction have been developed during the last decade, e.g. : 
 The well-known US ‘Clinical Practice Guideline for Treating Tobacco Use and Dependence’ 

(Fiore et al., 2000, 2008) occurred as a result of an extraordinary partnership among 
Federal Government and nonprofit organizations; 

 in UK the National Institute for Health and Clinical Excellence – NICE created a 
number of clinical guidelines: 
 Smoking cessation services in primary care, pharmacies, local authorities and 

workplaces, particularly for manual working groups, pregnant women and hard to 
reach communities (2008) 

 The Impact of Quitlines on Smoking Cessation (2007) 
 Economic Analysis of Interventions for Smoking Cessation Aimed at Pregnant 

Women (2007) 
 School-based interventions to prevent the uptake of smoking among children and 

young people: cost-effectiveness model (2010) 
 The effectiveness of smoking cessation interventions to reduce the rates of 

premature death in disadvantaged areas through proactive case finding, retention 
and access to services 

 Mass-media and point-of-sales measures to prevent the uptake of smoking by 
children and young people (2008) 

 Workplace health promotion: how to help employees to stop smoking (2007) 
 Association of the Scientific Medical Societies in Germany co-ordinates the national 

programme of medical guidelines of its member organizations. In cooperation with 
numerous institutions and non-profit organizations (e.g. German Society of Addiction 
Research; German Association for Psychiatry and Psychotherapy) two smoking 
cessation guidelines have been developed: 
 Guidelines for Treating Substance Use Disorders (2004) 
 Smoking Cessation in COPD patients (2008) 

These various national guidelines do explicitly consider the different conditions of the 
social, cultural or health care systems in each country and should be received by the health 
care professionals in the specific region they are developed for.  
 
Various intensity levels of session length (n = 43 studies)a 

Level of contact Number of 
arms 

Estimated odds ratio 
(95% C.I.) 

Estimated abstinence 
rate 

(95% C.I.) 
No contact 30 1.0 10.9 
Minimal counseling  
(< 3 minutes) 19 1.3 (1.01–1.6) 13.4 (10.9–16.1) 

Low-intensity 
counseling 
 (3–10 minutes) 

16 1.6 (1.2–2.0) 16.0 (12.8–19.2) 
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Higher intensity 
counseling 
 (> 10 minutes) 

55 2.3 (2.0–2.7) 22.1 (19.4–24.7) 

Total amount of contact time (n = 35 studies) a 

Total amount of 
contact time 

Number of 
arms 

Estimated odds ratio 
(95% C.I.) 

Estimated abstinence 
rate 

(95% C.I.) 
No minutes 16 1.0 11.0 
1–3 minutes 12 1.4 (1.1–1.8) 14.4 (10.3–17.5) 
4–30 minutes 20 1.9 (1.5–2.3) 18.8 (15.6–22.0) 
31–90 minutes 16 3.0 (2.3–3.8) 26.5 (21.5–31.4) 
91–300 minutes 16 3.2 (2.3–4.6) 28.4 (21.3–35.5) 
> 300 minutes 15 2.8 (2.0–3.9) 25.5 (19.2–31.7) 
Various types of formats (n = 58 studies) a 

Format Number Number of 
arms 

Estimated odds ratio 
(95% C.I.) 

Estimated abstinence 
rate 

(95% C.I.) 
No format 20 1.0 10.8 
Self-help 93 1.2 (1.02–1.3) 12.3 (10.9–13.6) 
Proactive tel. counseling 26 1.2 (1.1–1.4) 13.1 (11.4–14.8) 
Group counseling 52 1.3 (1.1–1.6) 13.9 (11.6–16.1) 
Individual counseling 67 1.7 (1.4–2.0) 16.8 (14.7–19.1) 
Various types of counseling and behavioral therapies (n = 64 studies) a 

Type of counseling and 
behavioral therapy 

Number of 
arms 

Estimated odds ratio 
(95% C.I.) 

Estimated abstinence 
rate 

(95% C.I.) 
No counseling/ 
behavioral therapy 35 1.0 11.2 

Relaxation/breathing 31 1.0 (0.7–1.3) 10.8 (7.9–13.8) 
Contingency contracting 22 1.0 (0.7–1.4) 11.2 (7.8–14.6) 
Weight/diet 19 1.0 (0.8–1.3) 11.2 (8.5–14.0) 
Cigarette fading 25 1.1 (0.8–1.5) 11.8 (8.4–15.3) 
Negative affect 8 1.2 (0.8–1.9) 13.6 (8.7–18.5) 
social support 50 1.3 (1.1–1.6) 14.4 (12.3–16.5) 
Extratreatment  
social support 19 1.5 (1.1–2.1) 16.2 (11.8–20.6) 

Practical counseling 
(problem solving/skills) 104 1.5 (1.3–1.8) 16.2 (14.0–18.5) 

Other aversive smoking 19 1.7 (1.04–2.8) 17.7 (11.2–24.9) 
Rapid smoking 19 2.0 (1.1–3.5) 19.9 (11.2–29.0) 

a Go to www.surgeongeneral.gov/tobacco/gdinrefs.htm for the articles used in this meta-analysis.  

Table 6. Meta-analysis (2000): Effectiveness and abstinence rates of various interventions in 
smoking cessation treatment 
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Total amount of 
contact time 

Number of 
arms 

Estimated odds ratio 
(95% C.I.) 

Estimated abstinence 
rate 

(95% C.I.) 
No minutes 16 1.0 11.0 
1–3 minutes 12 1.4 (1.1–1.8) 14.4 (10.3–17.5) 
4–30 minutes 20 1.9 (1.5–2.3) 18.8 (15.6–22.0) 
31–90 minutes 16 3.0 (2.3–3.8) 26.5 (21.5–31.4) 
91–300 minutes 16 3.2 (2.3–4.6) 28.4 (21.3–35.5) 
> 300 minutes 15 2.8 (2.0–3.9) 25.5 (19.2–31.7) 
Various types of formats (n = 58 studies) a 

Format Number Number of 
arms 

Estimated odds ratio 
(95% C.I.) 

Estimated abstinence 
rate 

(95% C.I.) 
No format 20 1.0 10.8 
Self-help 93 1.2 (1.02–1.3) 12.3 (10.9–13.6) 
Proactive tel. counseling 26 1.2 (1.1–1.4) 13.1 (11.4–14.8) 
Group counseling 52 1.3 (1.1–1.6) 13.9 (11.6–16.1) 
Individual counseling 67 1.7 (1.4–2.0) 16.8 (14.7–19.1) 
Various types of counseling and behavioral therapies (n = 64 studies) a 

Type of counseling and 
behavioral therapy 

Number of 
arms 

Estimated odds ratio 
(95% C.I.) 

Estimated abstinence 
rate 

(95% C.I.) 
No counseling/ 
behavioral therapy 35 1.0 11.2 

Relaxation/breathing 31 1.0 (0.7–1.3) 10.8 (7.9–13.8) 
Contingency contracting 22 1.0 (0.7–1.4) 11.2 (7.8–14.6) 
Weight/diet 19 1.0 (0.8–1.3) 11.2 (8.5–14.0) 
Cigarette fading 25 1.1 (0.8–1.5) 11.8 (8.4–15.3) 
Negative affect 8 1.2 (0.8–1.9) 13.6 (8.7–18.5) 
social support 50 1.3 (1.1–1.6) 14.4 (12.3–16.5) 
Extratreatment  
social support 19 1.5 (1.1–2.1) 16.2 (11.8–20.6) 

Practical counseling 
(problem solving/skills) 104 1.5 (1.3–1.8) 16.2 (14.0–18.5) 

Other aversive smoking 19 1.7 (1.04–2.8) 17.7 (11.2–24.9) 
Rapid smoking 19 2.0 (1.1–3.5) 19.9 (11.2–29.0) 

a Go to www.surgeongeneral.gov/tobacco/gdinrefs.htm for the articles used in this meta-analysis.  

Table 6. Meta-analysis (2000): Effectiveness and abstinence rates of various interventions in 
smoking cessation treatment 
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Various medications and medication compared to placebo at 6-months post quit (n = 83 
studies) a 
Medication Number of 

arms 
Estimated odds ratio 

(95% C.I.) 

Estimated abstinence 
rate 

(95% C.I.) 
Placebo 80 1.0 13.8 
Monotherapies 
Varenicline (2mg/day) 5 3.1 (2.5–3.8) 33.2 (28.9–37.8) 
Nicotine Nasal Spray 4 2.3 (1.7–3.0) 26.7 (21.5–32.7) 
Hig-Dose Nicotine Patch  
(> 25mg) (These include 
both standard or ling-
term-duration) 

4 2.3 (1.7–3.0) 26.5 (21.3–32.5) 

Long-Term Nicotine 
Gum (>14 weeks) 6 2.2 (1.5–3.2) 26.1 (19.7–33.6) 

Varenicline (1mg/day) 3 2.1 (1.5–3.0) 25.4 (19.6–32.2) 
Nicotine Inhaler 6 2.1 (1.5–2.9) 24.8 (19.1–31.6) 
Clonidine 3 2.1 (1.2–3.7) 25.0 (15.7–37.3) 
Bupropion SR 226 2.0 (1.8–2.2) 24.2 (22.2–26.4) 
Nicotine Patch (6–14 
weeks) 632 1.9 (1.7–2.2) 23.4 (21.3–25.8) 

Long-Term Nicotine 
Patch (> 14 weeks) 3102 1.9 (1.7–2.3) 23.7 (21.0–26.6) 

Nortriptyline 5 1.8 (1.3–2.6) 22.5 (16.8–29.4) 
Nicotine Gum (6–14 
weeks) 15 1.5 (1.2–1.7) 19.0 (16.5–21.9) 

Combination therapies 
Patch (long-term; > 14 
weeks) + ad llb NRT 
(gum or spray) 

3 3.6 (2.5–5.2) 36.5 (28.6–45.3) 

Patch + Bupropion SR 3 2.5 (1.9–3.4) 28.9 (23.5–35.1) 
Patch + Nortriptyline 2 2.3 (1.3–4.2) 27.3 (17.2–40.4) 
Patch + Inhaler 2 2.2 (1.3–3.6) 25.8 (17.4–36.5) 
Patch + Second 
generation 
antidepressants 
(paroxetine, venlafaxine)

3 2.0 (1.2–3.4) 24.3 (16.1–35.0) 

Medications not shown 
to be effective    

Selective Serotonin Re-
uptake Inhibitors (SSRIs) 3 1.0 (0.7–1.4) 13.7 (10.2–18.0) 

Naltrexone 2 0.5 (0.2–1.2) 7.3 (3.1–16.2) 
a Go to www.surgeongeneral.gov/tobacco/gdinrefs.htm for the articles used in this meta-analysis.  
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3. Conclusion  
The smoking rates in the population vary from country to country with a range between 
approximately 25-60% of adult population. Although only every third smoker meets the 
diagnostic criteria for nicotine dependence, tobacco addiction is the most prevalent mental 
disorder worldwide. Besides the well-known impact of tobacco smoking on physical health, 
there is a growing body of evidence that smoking increases the vulnerability for mental 
disorders, too. Point prevalence of tobacco smoking amongst persons with mental disorders 
(MD) is 40-50% and thus, on average, twice as high as amongst the general population. 
Smokers with psychiatric comorbidity do not only show increased somatic morbidity and 
mortality rates, but also a significantly worse prognosis in relation to their MD, up to a 
significant increase of lifetime suicide risks.  
The addiction potential of tobacco smoking as well as the difficulty to quit and to permanently 
remain abstinent is often highly underestimated by smokers themselves, but by many health 
care professionals as well. The high failure and relapse rates in smoking cessation, even in 
patients with life threatening smoking-associated disorders (e.g. myocardial infarction, 
pulmonary emphysema or lung transplantation) demonstrates that nicotine dependence is a 
serious mental disorder and an addiction comparable harmful like in case of illicit drugs. 
Overcoming smoking as a serious ’substance use disorder’ in many cases calls for 
professional cessation treatment. Although every second smoker succeeds to quit at some point 
in his/her life without professional help, however, this is only achieved after many years 
and after a number of failed trials. During this long lasting period since smokers are 
successful in quitting, in many cases serious harm to their physical or mental health has 
already been caused. Therefore, in routine care, smokers should be encouraged to quit smoking 
at an early stage and they should be tested on a routine basis for a tobacco addiction and, if 
necessary, be referred to a smoking cessation specialist or an outpatient cessation clinic. 
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1. Introduction  
Available data from literature show that among patients suffering from serious mental 
illnesses it was observed that about 50% of them abused psychoactive substances during 
their lives (Kessler et al., 1996). And the dependence on such substances like cannabis, 
amphetamine, or cocaine is more common in patients suffering from schizophrenia than in 
other psychiatric patients (May-Majewski, 2002). It was found that in the North American 
population every fourth person suffering from schizophrenia abused alcohol (Helzer & 
Pryzbeck, 1998). The objective of this study is to analyze data from literature concerning the 
reasons for psychoactive substance abuse by persons suffering from psychiatric disorders 
and to discuss the most effective treatment strategies for them. A very important part of this 
analysis is the so called self-treatment hypothesis formulated by Khantzian (1985). Its 
definition embraces two elements. Firstly ill persons use psychoactive substances, because 
they decrease their psychological discomfort. On the other hand there is a great degree in 
psychopharmacological specificity in choosing the abused substance.  

2. Definition of dual diagnosis 
In the diagnostic process in psychiatry it often happens to set two or more diagnoses in the 
same patient. "Dual diagnosis" is a concept that doesn't appear in the official nomenclature 
of mental health and is not included in the ICD-10 and DSM-IV classifications. In a very 
general sense it concerns a patient who presents a psychopathological picture, in which we 
find simultaneously fulfilled criteria for two different psychiatric disorders. However, in 
recent years, the term "dual diagnosis" has become synonymous with the coexistence of 
psychiatric disorders and psychoactive substance dependence (Solomon et al., 1993) and this 
coexistence can consist of the following options: 
1. Mental illness and drug dependence. 
2. Drug dependence and personality disorders. 
3. Acute psychotic disorders resulting from substance use. 
4. Drug dependence, mental illness and organic disorders in different combinations 

(Sciacca, 1987). 
Patients with a dual diagnosis can cause many problems in the diagnostic process and 
therapy at different stages of treatment both in the psychiatric and in the addiction 
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treatment systems. One of the most common examples of a dual diagnosis encountered in 
psychiatric clinical practice is comorbodity of schizophrenia or bipolar disorder and 
psychoactive substance dependence.  

3. Epidemiology and demographics of dual diagnosis 
In recent years, there has been a gradually growing awareness that the problems associated 
with abuse and addiction to psychoactive substances are very common in people with 
various mental disorders, including schizophrenia and bipolar disorder. But, although there 
is an increasing number of reports from the literature that these coexisting disorders are 
very common, as yet few therapeutic programs based on empirical data targeted specifically 
at this group of patients have been developed (Lewin & Hennesy, 1994). Based on available 
evidence, we can try to desribe the scale of the problem. The incidence of bipolar disorder 
and coexisting abuse of psychoactive substances has been described inter alia in the 
Epidemiological Catchment Area Study (Regier et al, 1990). This study was conducted 
among participants from five different municipalities in the U.S.. It showed that, in 
comparison with with patients with other psychiatric disorders, people with bipolar 
disorder had the highest comorbidity of disorders associated with alcohol use (46%) and 
drugs (41%). In addition, rates of disorders associated with the use of alcohol and drugs in 
people with bipolar disorder were much higher than the associated disorders in the general 
population (14% and 6%). It was also observed that in bipolar I there was a higher risk of co-
existence of problems associated with substance abuse in comparison with bipolar II, wich 
were respectively 61% and 48% (Lewin & Hennesy, 1994). These results were confirmed by 
further epidemiological studies. In the National Comorbidity Study (NCS) focused on the 
respondents with a lifetime alcohol or drug use disorder, recruited for the evaluation, it was 
found that 51,4% of them also met criteria for at least one lifetime mental disorder. 50.9% of 
the NCS respondents with a lifetime mental disorder also had a history of alcohol or drug 
abuse or dependence (Kessler et al., 1996). As mentioned above, one of the most common 
example of dual diagnosic in the coexistence of schizophrenia and addiction to substances. 
In the studies of Helzer and Pryzbeck (1998) it was found out that four times more alcoholic 
than non-alcoholic subjects suffer from schizophrenia. The abuse of stimulants four times 
more common in schizophrenic than non-schizophrenic subjects (Leduc & Mittleman, 1995). 
In New York State among each 100 patients hospitalised for their first episode of 
schizophrenia, 35% of them were addicted to illicit drugs. During the relapses of 
schizophrenia 22% of the patients use psychoactive substances (DeLisi et al., 1991). 

3.1 Young age of patients with dual diagnosis 
Patients with dual diagnosis are often young people. De Millo (1989) observed the 
prevalence of various psychiatric disorders among adolescents addicted to drugs, which 
was much higher that a paralell incidence among adults, but he also emphasises the fact that 
there is a lack of standardisation of diagnostic tools for this population. According to 
Lysaker et al. (1994) among schizophrenic patients with concomitant use of cocaine, the age 
of first hospitalisation was earlier than in patients not biased. In turn, according to Menezes 
(1996) patients with dual diagnosis are mainly young men. These observations confirm the 
evaluations from the studies of Maynard and Cox (1998), who compared the demographic 
structure of patients hospitalised in psychiatric hospitals in the United States. They showed 
that among patients with dual diagnosis there was a larger number of younger ones 
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(average age of 36-37 years), compared with those which had only a single psychiatric 
diagnosis (mean age of 42-43 years).  
A study done in Swiss population, which was conducted in different groups of 
schizophrenic patients presented a higher average age of subjects without addiction, and 
also of those who were solely dependent on alcohol, in comparison with patients with a 
history of illicit drug abuse (Modestin et al., 2001).  
Similarly, Kavanagh et al. (2004), examining patients with dual diagnosis in the population 
of Australia, found that the incidence of alcohol use in patients with dual diagnosis did not 
depend on the age group, whereas the use of other psychoactive substances was higher in 
younger groups. Epidemiological studies in England showed that the average age of 
patients with dual diagnosis is within the range of 34-38 years, but recent trends show a 
gradual decline of this age (Frisher et al., 2004).  

3.2 Sex differences among dual diagnosis patients 
When discussing issues related to the comorbidity of a seriuos maental disorder and 
addiction to psychoactive substances, an important factor to be considered is the sex. 
Lewine (1981) in his review of the literature devoted to the differences between men and 
women suffering from schizophrenia emphasises that men are characterized by poorer 
premorbid social functioning, earlier age of first hospitalisation, more severe negative 
symptoms, more severe disease. Better premorbid functioning of women with schizophrenia 
is an element often emphasised in the literature. Women at the time of onset have a better 
social contacts, higher education, more permanent job, most of them have already left home, 
got married, or have a regular partner (Kalisz et al., 2001). Girls more often than boys have a 
secondary education (Krupka-Matuszczyk, 1998). Research on gender differences in 
schizophrenia have shown that women experience a milder form of the disease than men, 
which is associated with better premorbid functioning. Gearon and Bellack (2000) draw 
attention to the gender difference in patients with dual diagnosis. In the group of 
outpatients with coexisting schizophrenia and psychoactive substance dependence found 
that women, despite a better premorbid functioning and later age of onset, experience a 
deterioration, when they begin to use drugs. This may indicate that women are particularly 
susceptible to the adverse effects of psychoactive substances. The use of these substances 
and related social deficits, and reduced ability to process information in them may impair 
the ability to recognise hazards, such as the threat of violence or rape and protect 
themselves against them (Bellack & Gearon, 1998). Prevalence of drug use also has a 
correlation with gender. As noted Sieroslawski, in studies conducted in Poland and Europe 
in the early 90's, the prevalence among boys was more than twice higher than in girls, 
though he stressed that in some other countries, like Britain or the USA differentiation based 
on gender was not so clear (Sierosławski, 1998). Since the age of onset of schizophrenia in 
men is lower than in women, and drug use among young men is more prevalent, perhaps it 
may result in a fact that the population of patients with dual diagnosis is dominated by 
young men. Numerous studies show a predominance of males among people with dual 
diagnosis. In 1994 DeQuardo et al. evaluated the frequency of substance use among 
schizophrenic patients. In a population of addicts analysed by them, there were 48% of men 
and 20% of women. Maynard and Cox (1998) analyzed cross-sectionally a population of 
patients hospitalized in the U.S. due to various psychiatric disorders, and they found that 
among those with a dual diagnosis, the majority were males. Swartz et al. (2000) conducted 
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an epidemiological study including drug addicts in the U.S.. Among the people who 
developed a dual diagnosis, 70% were males, and most of them were in the age group of 30-
40 years. Salyers and Mueser (2001), studying a group of 404 patients with schizophrenia 
and schizoaffective disorder, found that in the subgroup that had used alcohol or drugs, 
women constituted a minority. Other sources of demographic and social analyses of patients 
with dual diagnosis indicate that the population of such patients consists mostly of men, 
who often do not work and are poorly educated (Drake & Mueser, 2000). Hambrecht and 
Hafner (2000) conducted research among a population of a billion participants from 
Germany, noting that among patients with the first episode of schizophrenia, male gender is 
a greater risk factor when it comes to cannabis abuse. Similar observations were made by 
Cantor-Graae in studies conducted in Sweden (2001) in which it was found that among 
patients with schizophrenia who use substances were far fewer women. French researchers 
analysed the demographics of patients with schizophrenia and the use of psychoactive 
substances. It turned out that in that group only 16.7% were women (Dervaux et al., 2003). 
Kavanagh et al. (2004) examining the incidence of substance use psychoactive drugs in 
patients with psychoses of various aetiologies noted a prevalence of males in the evaluated 
group.  

3.3 Level of education in the population of dual diagnosis patients 
As stated by Chouinard et al. (2003), the first episode of a serious mental illness usually 
appears at the beginning of adult life, and this is the age when people take important life 
decisions on, inter alia, the occupation. Suffering from psychiatric disorders is often 
associated with failure to achieve an adequate education, which may be a consequence of 
reduced social and economic status. In a Polish follow-up study conducted by Krupka-
Matuszczyk (1998) on a group of adolescents including 142 persons, it was observed that 
after the first hospitalisation 30% of young people did not continue education interrupted by 
illness. Patients with schizophrenia or bipolar disorder often appear to be poorer, positioned 
(economically and socially) in worse groups and regions. Achieving a lower educational 
level may be also the result of the use of psychoactive substances. Swaim et al. (1997) 
repeatedly observed a higher proportion of drug users in those who interrupted their 
education prematurely. In a study conducted in Australia it was found that weekly 
marijuana use in adolescents increases the risk of disruption of school before completing it 
(Lynskey et al., 2003). Oboth and Anthony (2000) found that among young Americans 
intravenous drug use causes frequent interruptions of education in high school. In further 
studies, Kavanagh et al., (2004) observed that having a lower educational attainment was 
correlated with the use of cannabis, but there was no such correlation with other drugs. In 
another study, devoted to patients with dual diagnosis, it was found that patients with 
schizophrenia addicted to alcohol or drugs achieve worse education in comparison to 
patients with schizophrenia without concomitant dependence (Potvin et al., 2003). Thus, the 
coexistence of addiction and a serious mental ilness may imply in a summation of the 
associated adverse factors affecting the level of education of the patients. 

4. Diagnostic problems 
Conducting epidemiological studies is complicated by the fact that the described problem is 
associated with a number of diagnostic questions. For example it is possible that some of the 
observed elevated rates of coexistence of bipolar disorder, or disorders of the bipolar 
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spectrum, such as cyclothymia, and addiction may be caused by the effects of consumption 
of psychoactive substances. This diagnostic error is less likely in patients with chronic, 
severe bipolar disorder or in those patients who clearly developed symptoms of bipolar 
disorder before they began using substances (Lewin & Hennesy, 2004). It is also sometimes 
difficult to make a differential diagnosis between schizophrenia and a drug related 
psychosis. Some helpful observations from the patient's behaviour may suggest the clinician 
the possibility of substance abuse by persons treated for various mental disorders. For 
example, patients can often ask the nurse for painkillers, and pharmaceuticals to treat 
different symptoms. This behaviour often distinguishes them from patients without 
substance abuse problems who are reluctant to take medications because of unpleasant 
experiences with side effect and because of an association with a stigma of a mental illness. 
Another clue suggesting addiction is a behaviour of the patient in the community of 
patients. Patients with a co-dependency often show a better functioning in a group of 
mentally ill persons. They show higher social skills and they are more adequate in the field 
of sexual behaviour. Patients with a co-dependence more often have a tendency to 
intimidate others, causing fear and respect among the staff and other patients (Solomon et 
al., 1993).  

5. Reasons for substance abuse among mentally ill people 
Why are disorders related to substance use so common in patients with serious mental 
illnesses? One of the attempts to explain this phenomenon is the self-medication hypothesis 
formulated by Khantzian (1985). In defining the self-medication, he draws attention to its 
two aspects. 1) There is a considerable degree of specificity in the choice of a psychoactive 
substance. 2) People use, abuse and become addicted to psychoactive substances because 
they reduce the feeling of psychological discomfort. This suggests that people with 
psychiatric disorders use specific substances (e.g. use heroin during a manic episode or 
stimulants during a depressive episode) in an attempt to prevent or "self-medicate" 
unpleasant symptoms, which ultimately leads to the re-use of these substances. The 
motivation to do it is often a result of subjective profits that the patients using them 
experience. The patients with schizophrenia use those substances in order to handle 
depression, to experience more profoundly different emotions, and to reduce the side-effects 
of the medication they are prescribed. The data show that illicit drugs are used to reduce 
depression (72%), and tension (64%) to increase pleasant emotions (62%), to enhance the 
ability to work and to learn (17%), to decrease the side-effects of the medication.(15%), to 
reduce hallucinations (11%) , suspicion (4%) and other symptoms (Dixon et al., 1991). The 
analysis of the causes of abuse of psychoactive substances by subjects with schizphrenia was 
made by a Canadian team, which attempted to balance gains and losses incurred by the 
patients reaching for psychoactive substances. In the patients' opinion marijuana and 
alcohol improved their social functioning. However besides the positive outcomes, the 
respondents emphasised that the reduction of depressive symptoms was often only their 
wish, because except for achieving such effects as relaxation, pleasure, being more active 
etc., the psychoactive substances may happent to be an uncontrolled and unexpected reason 
for an increase of depressive symptoms. In addition, in spite of achieving a feeling of 
increased satisfaction, the patients might experience an exacerbation of existing, or develop 
new positive symptoms of schizophrenia (Addington & Duchak, 1997). When evaluating the 
attractiveness of different substances for the patients suffering from schizophrenia it is very 
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an epidemiological study including drug addicts in the U.S.. Among the people who 
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studies, Kavanagh et al., (2004) observed that having a lower educational attainment was 
correlated with the use of cannabis, but there was no such correlation with other drugs. In 
another study, devoted to patients with dual diagnosis, it was found that patients with 
schizophrenia addicted to alcohol or drugs achieve worse education in comparison to 
patients with schizophrenia without concomitant dependence (Potvin et al., 2003). Thus, the 
coexistence of addiction and a serious mental ilness may imply in a summation of the 
associated adverse factors affecting the level of education of the patients. 

4. Diagnostic problems 
Conducting epidemiological studies is complicated by the fact that the described problem is 
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spectrum, such as cyclothymia, and addiction may be caused by the effects of consumption 
of psychoactive substances. This diagnostic error is less likely in patients with chronic, 
severe bipolar disorder or in those patients who clearly developed symptoms of bipolar 
disorder before they began using substances (Lewin & Hennesy, 2004). It is also sometimes 
difficult to make a differential diagnosis between schizophrenia and a drug related 
psychosis. Some helpful observations from the patient's behaviour may suggest the clinician 
the possibility of substance abuse by persons treated for various mental disorders. For 
example, patients can often ask the nurse for painkillers, and pharmaceuticals to treat 
different symptoms. This behaviour often distinguishes them from patients without 
substance abuse problems who are reluctant to take medications because of unpleasant 
experiences with side effect and because of an association with a stigma of a mental illness. 
Another clue suggesting addiction is a behaviour of the patient in the community of 
patients. Patients with a co-dependency often show a better functioning in a group of 
mentally ill persons. They show higher social skills and they are more adequate in the field 
of sexual behaviour. Patients with a co-dependence more often have a tendency to 
intimidate others, causing fear and respect among the staff and other patients (Solomon et 
al., 1993).  

5. Reasons for substance abuse among mentally ill people 
Why are disorders related to substance use so common in patients with serious mental 
illnesses? One of the attempts to explain this phenomenon is the self-medication hypothesis 
formulated by Khantzian (1985). In defining the self-medication, he draws attention to its 
two aspects. 1) There is a considerable degree of specificity in the choice of a psychoactive 
substance. 2) People use, abuse and become addicted to psychoactive substances because 
they reduce the feeling of psychological discomfort. This suggests that people with 
psychiatric disorders use specific substances (e.g. use heroin during a manic episode or 
stimulants during a depressive episode) in an attempt to prevent or "self-medicate" 
unpleasant symptoms, which ultimately leads to the re-use of these substances. The 
motivation to do it is often a result of subjective profits that the patients using them 
experience. The patients with schizophrenia use those substances in order to handle 
depression, to experience more profoundly different emotions, and to reduce the side-effects 
of the medication they are prescribed. The data show that illicit drugs are used to reduce 
depression (72%), and tension (64%) to increase pleasant emotions (62%), to enhance the 
ability to work and to learn (17%), to decrease the side-effects of the medication.(15%), to 
reduce hallucinations (11%) , suspicion (4%) and other symptoms (Dixon et al., 1991). The 
analysis of the causes of abuse of psychoactive substances by subjects with schizphrenia was 
made by a Canadian team, which attempted to balance gains and losses incurred by the 
patients reaching for psychoactive substances. In the patients' opinion marijuana and 
alcohol improved their social functioning. However besides the positive outcomes, the 
respondents emphasised that the reduction of depressive symptoms was often only their 
wish, because except for achieving such effects as relaxation, pleasure, being more active 
etc., the psychoactive substances may happent to be an uncontrolled and unexpected reason 
for an increase of depressive symptoms. In addition, in spite of achieving a feeling of 
increased satisfaction, the patients might experience an exacerbation of existing, or develop 
new positive symptoms of schizophrenia (Addington & Duchak, 1997). When evaluating the 
attractiveness of different substances for the patients suffering from schizophrenia it is very 
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important to distinguish between positive and negative symptoms of this disease. The 
positive symptoms usually implicate the abuse of tranquilisers, and the negative symptoms 
are most frequently a reason to develop a dependence than the positive symptoms. The 
incidence of negative symptoms is usually accompanied by increased suffering and the 
patient uses the substance to reduce it even if the relief is only transient. The study done in 
Australia (1995) was very important. 53 patients with comorbid diagnoses of schizophrenia 
and addiction to psychoactive substances were interviewed with the use of Brief Symptom 
Inventory and Schizophrenia/Substance Abuse Interview Schedule. Most of the patients 
reported that the use of substances was the reason for a development or exacerbation of 
their disease, 80% of them used drugs to handle their dysphoria and anxiety. The 
amphetamines caused their subjective improvement better than alcohol, however the choice 
of the substance depended mainly on what they could afford. Only cannabis exacerbated the 
positive symptoms and only amphetamines reduced negative symptoms (Baigent et al., 
1995). In other studies it was proven that different substances have influence on different 
problems related to the disease. For example alcohol, cannabis and cocaine decrease 
depression, cannabis and alcohol decrease the level of anxiety and cocaine increases it 
(Coben & Levy, 1998). The analysis of subjective experiences of the patients shows that 
handling the positive symptoms is the most difficult for them as alcohol has here only a 
limited influence, cannabis increases these symptoms and the effect of cocaine may be 
diverse depending on the individual patients.  

6. Impact of substance use on the course of psychiatric disorders 
The observations of the clinicians treating the dual diagnosis patients concerning the 
influence of the substance abuse on the course of the mental illness are inconsistent. 
According to some of them the patients suffering from schizophrenia abusing substances 
present less positive and negative symptoms, according to others the substance abuse highly 
deteriorates the course of the disease. Especially the stimulants like cocaine have a negative 
impact on the intensity of psychiatric symptoms. According to data from literature the only 
result of substance abuse is the increase of frequency of hospitalizations (LeDuc & 
Mittleman, 1995), and according to some other studies the impact on different symptoms 
may be diverse, e.g. alcohol causes an increase of positive symptoms, and it is also 
responsible for a higher frequency of suicidal attempts (Soyka, 1994). We have available 
data from the literature on the relationship between substance use and severity of clinical 
symptoms. Lysaker et al., (1994), found that patients with schizophrenia who use cocaine 
have less intense negative symptoms than patients, who do not use cocaine. Serper et al. 
(1995) found in schizophrenic patients with a concomitant use of cocaine lower scores of 
negative symptoms and higher scores of depression and anxiety. Salyers and Mueser (2001) 
examining patients with schizophrenia who used alcohol and drugs, observed lower 
intensity of negative symptoms than in patients without concomitant dependence. 
However, Soyka et al., (2001) found that the coexistence of addiction, causes only minor 
differences in the scores of positive and negative symptoms. Clearer differentiation of 
severity was related only hallucinations among patients with dual diagnosis. Norwegian 
authors who analysed the relationship between substance use and severity of PANSS scores 
in psychotic patients who used and who did not use psychoactive substances, did not 
observe differences in positive negative and general symptoms (Moller & Linaker, 2004). In 
contrast, Canadian researchers found that patients with dual diagnosis had a higher score in 
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PANSS than patients with schizophrenia alone (Margolese et al., 2003). Buhler et al (2002) 
examined populations of nonabused patients with schizophrenia and those addicted to 
alcohol and drugs (mainly cannabis). They found that patients with dual diagnosis 
experienced more severe positive symptoms. Similar results have also resulted in a study 
conducted by Green et al. (2002). In the work of Addington and Addington (1997) there was 
no overall significant difference in symptoms measured by PANSS scale between the group 
using and not using psychoactive substances. The exception was the subgroup of people 
who used cocaine, in which a higher severity of positive symptoms was observed. In a study 
conducted by Pencer and Addington (2003) analysing the cognitive functions in patients 
with first episode of psychosis, using psychoactive substances, an assessment of PANSS at 
the start, after one year and two years of observation was done. There was no difference in 
negative symptoms between the two groups, while those who did not use drugs had less 
severe positive symptoms. It must be remembered that the subjects throughout the period of 
observation have used psychoactive substances. Substance abuse can also have a negative 
impact on the course of the bipolar disorder. For example, it may be associated with earlier 
age of onset of the disorder and cause more difficulties in the therapy of the subtypes of the 
disease, such as rapid cycling, dysphoria and mixed states. Salloum et al. (2002) conducted a 
study covering 256 patients with acute manic episode, done in a municipal psychiatric ward, 
in which it was found that patients with severe symptoms of disease, abusing alcohol 
presented a significantly higher lability of mood, impulsivity and increased incidence of 
aggressive behaviour than patients with an acute manic episode without accompanying 
alcohol abuse. Furthermore, the coexistence of bipolar disorder and substance abuse is 
associated with an increased number of psychiatric hospitalisations and it is more difficult 
to achieve remission of acute manic episodes.  

7. Treatment strategies for patients with dual diagnosis 
These observations lead to a conlusion that a specific approach for the treatment of 
comorbid mental ilness and disturbances associated with the use of psychoactive substances 
is necessary. Currently, clinicians must often rely on their own observations rather than on 
empirical data to determine which therapies are best for this group of patients.  

7.1 Pharmacological treatment  
In schizophrenic patients with comorbid substance abuse the treatment with second-
generation antipsychotics may have beneficial effects on their symptoms. There are reports 
in the literature, which indicate the ability of these drugs to reduce other symptoms of the 
disease, as well as reducing the amount of drug used by patients treated with them.  
In the studies of subjects with schizophrenia and schizoaffective disorder, previously 
diagnosed as drug resistant, a subgroup of patients with dual diagnosis was selected. When 
they were switch on clozapine from classical neuroleptics in within six months, the authors 
noted that patients with a coexistence and without a coexistence of drug dependence 
responsed equally to the treatment (Buckley et al., 1994). Similar observations were made 
Volavka (1999), who noted that during a 6-month treatment with clozapine it could not be 
determined whether the difference in the treatment response between patients with 
schizophrenia and schizoaffective disorder depends on the fact if they use or do not use 
psychoactive substances. In turn, Zimmet et al (2000) found that over 85% of patients who 
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important to distinguish between positive and negative symptoms of this disease. The 
positive symptoms usually implicate the abuse of tranquilisers, and the negative symptoms 
are most frequently a reason to develop a dependence than the positive symptoms. The 
incidence of negative symptoms is usually accompanied by increased suffering and the 
patient uses the substance to reduce it even if the relief is only transient. The study done in 
Australia (1995) was very important. 53 patients with comorbid diagnoses of schizophrenia 
and addiction to psychoactive substances were interviewed with the use of Brief Symptom 
Inventory and Schizophrenia/Substance Abuse Interview Schedule. Most of the patients 
reported that the use of substances was the reason for a development or exacerbation of 
their disease, 80% of them used drugs to handle their dysphoria and anxiety. The 
amphetamines caused their subjective improvement better than alcohol, however the choice 
of the substance depended mainly on what they could afford. Only cannabis exacerbated the 
positive symptoms and only amphetamines reduced negative symptoms (Baigent et al., 
1995). In other studies it was proven that different substances have influence on different 
problems related to the disease. For example alcohol, cannabis and cocaine decrease 
depression, cannabis and alcohol decrease the level of anxiety and cocaine increases it 
(Coben & Levy, 1998). The analysis of subjective experiences of the patients shows that 
handling the positive symptoms is the most difficult for them as alcohol has here only a 
limited influence, cannabis increases these symptoms and the effect of cocaine may be 
diverse depending on the individual patients.  

6. Impact of substance use on the course of psychiatric disorders 
The observations of the clinicians treating the dual diagnosis patients concerning the 
influence of the substance abuse on the course of the mental illness are inconsistent. 
According to some of them the patients suffering from schizophrenia abusing substances 
present less positive and negative symptoms, according to others the substance abuse highly 
deteriorates the course of the disease. Especially the stimulants like cocaine have a negative 
impact on the intensity of psychiatric symptoms. According to data from literature the only 
result of substance abuse is the increase of frequency of hospitalizations (LeDuc & 
Mittleman, 1995), and according to some other studies the impact on different symptoms 
may be diverse, e.g. alcohol causes an increase of positive symptoms, and it is also 
responsible for a higher frequency of suicidal attempts (Soyka, 1994). We have available 
data from the literature on the relationship between substance use and severity of clinical 
symptoms. Lysaker et al., (1994), found that patients with schizophrenia who use cocaine 
have less intense negative symptoms than patients, who do not use cocaine. Serper et al. 
(1995) found in schizophrenic patients with a concomitant use of cocaine lower scores of 
negative symptoms and higher scores of depression and anxiety. Salyers and Mueser (2001) 
examining patients with schizophrenia who used alcohol and drugs, observed lower 
intensity of negative symptoms than in patients without concomitant dependence. 
However, Soyka et al., (2001) found that the coexistence of addiction, causes only minor 
differences in the scores of positive and negative symptoms. Clearer differentiation of 
severity was related only hallucinations among patients with dual diagnosis. Norwegian 
authors who analysed the relationship between substance use and severity of PANSS scores 
in psychotic patients who used and who did not use psychoactive substances, did not 
observe differences in positive negative and general symptoms (Moller & Linaker, 2004). In 
contrast, Canadian researchers found that patients with dual diagnosis had a higher score in 
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PANSS than patients with schizophrenia alone (Margolese et al., 2003). Buhler et al (2002) 
examined populations of nonabused patients with schizophrenia and those addicted to 
alcohol and drugs (mainly cannabis). They found that patients with dual diagnosis 
experienced more severe positive symptoms. Similar results have also resulted in a study 
conducted by Green et al. (2002). In the work of Addington and Addington (1997) there was 
no overall significant difference in symptoms measured by PANSS scale between the group 
using and not using psychoactive substances. The exception was the subgroup of people 
who used cocaine, in which a higher severity of positive symptoms was observed. In a study 
conducted by Pencer and Addington (2003) analysing the cognitive functions in patients 
with first episode of psychosis, using psychoactive substances, an assessment of PANSS at 
the start, after one year and two years of observation was done. There was no difference in 
negative symptoms between the two groups, while those who did not use drugs had less 
severe positive symptoms. It must be remembered that the subjects throughout the period of 
observation have used psychoactive substances. Substance abuse can also have a negative 
impact on the course of the bipolar disorder. For example, it may be associated with earlier 
age of onset of the disorder and cause more difficulties in the therapy of the subtypes of the 
disease, such as rapid cycling, dysphoria and mixed states. Salloum et al. (2002) conducted a 
study covering 256 patients with acute manic episode, done in a municipal psychiatric ward, 
in which it was found that patients with severe symptoms of disease, abusing alcohol 
presented a significantly higher lability of mood, impulsivity and increased incidence of 
aggressive behaviour than patients with an acute manic episode without accompanying 
alcohol abuse. Furthermore, the coexistence of bipolar disorder and substance abuse is 
associated with an increased number of psychiatric hospitalisations and it is more difficult 
to achieve remission of acute manic episodes.  

7. Treatment strategies for patients with dual diagnosis 
These observations lead to a conlusion that a specific approach for the treatment of 
comorbid mental ilness and disturbances associated with the use of psychoactive substances 
is necessary. Currently, clinicians must often rely on their own observations rather than on 
empirical data to determine which therapies are best for this group of patients.  

7.1 Pharmacological treatment  
In schizophrenic patients with comorbid substance abuse the treatment with second-
generation antipsychotics may have beneficial effects on their symptoms. There are reports 
in the literature, which indicate the ability of these drugs to reduce other symptoms of the 
disease, as well as reducing the amount of drug used by patients treated with them.  
In the studies of subjects with schizophrenia and schizoaffective disorder, previously 
diagnosed as drug resistant, a subgroup of patients with dual diagnosis was selected. When 
they were switch on clozapine from classical neuroleptics in within six months, the authors 
noted that patients with a coexistence and without a coexistence of drug dependence 
responsed equally to the treatment (Buckley et al., 1994). Similar observations were made 
Volavka (1999), who noted that during a 6-month treatment with clozapine it could not be 
determined whether the difference in the treatment response between patients with 
schizophrenia and schizoaffective disorder depends on the fact if they use or do not use 
psychoactive substances. In turn, Zimmet et al (2000) found that over 85% of patients who 
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used psychoactive substances during their treatment with clozapine reduced the quanities 
of abused psychoactive substances. To similar conclusions also led the studies by Green et 
al., (2002) and also by Drake et al., (2000) in relation to patients who use alcohol, as well as 
research of Buckley et al. (1998) embracing patients with dual diagnosis abusing alcohol, 
cigarettes and cocaine. As it turned out, the classical neuroleptic treatment did not reduce 
the amount of abused substances. Probably the positive effects of clozapine treatment is due 
to the fact that it acts on mesocortical and mesolimbic dopaminergic neurons that are 
associated the reward system (Green et al., 1999). According to Noordsy et al., (2003) in 
patients with schizophrenia the reward system does not function properly, which increases 
the susceptibility to substance use. This may also underly the poorer tolerability of 
conventional antipsychotics in patients with dual diagnosis and the effectiveness of 
clozapine and, to a lesser extent, of other atypical antipsychotics in the treatment of this 
group of patients. According to Stip et al., (2003) and Weisman (2003) in the treatment of 
patients with dual diagnosis the most promising results were obtained with clozapine, and 
slightly worse results with olanzapine and quetiapine. Other studies have shown a 
reduction in the frequency of alcohol use after the change of treatment from classical 
neuroleptics to risperidone (Huang, 1996).  
As for the effect of various drugs used to treat bipolar disorder, a summary is made here 
Maremmani et al (2010). According to them, for example, carbamazepine is beneficial in 
preventing relapse in abusers of cocaine and has a positive effect on discomfort associated 
with fluctuations in mood, but it has no effect on the behaviour directed to obtain the 
substance. Selective response to lithium is achieved in alcoholics with a coexisting 
depression. Oxcarbazepine has a good effect of aggressive patients, while valproic acid 
generally is considered the drug effective in patients with coexisting bipolar disorder and 
addiction, but also in people with anxiety disorders and the accompanying dependence on 
psychoactive substances. The authors of that study conclude that some of these medicines 
are safe and effective agents that can be used in the treatment of addicted persons with 
mood disorders. 

7.2 Psychotherapy and rehabilitation 
Due to the above-described specific problems associated with diagnosing and treatiment of 
patients with dual diagnosis, specific treatment programs should be developed for them, 
which combine elements of both psychiatric treatment and addiction therapy. 
Understanding the causes of the problems described above is necessary for an effective 
prevention of drug abuse by people with mental illnesses. An example of therapeutic 
program for dual diagnosis patients with comorbid addiction to substances, with which the 
authors have a possibility to co-operate, is the Therapeutic Community “Famila” in Gliwice, 
Poland, which was founded by May-Majewski in the 80-ties. A comprehensive model of 
treating patients with dual diagnosis, offered by the Center for Addiction Treatment 
"Familia" allows them to move freely between the settings of two therapeutic models. The 
program is stationary, conducted in three separate buildings. They have registered 100 beds. 
The whole program employs three psychiatrists, 6 psychologists and 8 specialists in 
addiction therapy and nurses. The therapy takes place in a therapeutic community in which 
the average age is 23 years and in various small groups depending on the current needs of 
the patient. The treatment of the patient in the psychiatric ward usually follows a complex 
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diagnostic process. Depending on the patient's current condition, which for example may be 
acute or chronic, the patient may continue his or her treatment in a therapeutic community. 
The most important rules of the program are: 1) authority, 2) clear rules and principles. The 
fulfillment of these conditions is essential in building a therapeutic offer for the patients 
with an addiction to psychoactive substances and psychiatric disorders. These standards 
apply in therapeutic communities, where adherence to rules and principles is possible 
through the common responsibilty of all members of this community, both therapists and 
the patients. The most important factor in a succeful therapy are: receiving feedback from 
others, allowing to express emotions, a sense of belonging to a group, giving feedback to 
others, discovering that others have similar problems, receiving support from others, giving 
support to others, receiving tips and ideas from others. The participant of a therapeutic 
program is expected to make a gradual transition from the periphery of the therapeutic 
communitiy to a position, when he or she takes over certain responsibilities (May-Majewski, 
2002). Training of social skills is also a very important part of rehabilitation of patients with 
dual diagnosis. It includes skills such as: communication, interpersonal problem solving, 
active participation in their pharmacotherapy, learning to take care of their own health 
(Sawicka, 2001). A very important element that should be included in these programs is also 
a cognitive skills training, because, according to the the literature, patients participating in 
cognitive skills training significantly improve their performance on neuropsychological 
tests, they increase their insight. Keshavan and Hogarty (1999) developed the concept of 
"social cognition", which is associated with the term "emotional intelligence". The so-called 
"social cognition" is the central element of pathophysiology of certainn mental disorders like 
schizophrenia. People predisposed to the development of schizophrenia may use immature 
(concrete as opposed to abstract) styles which are inadequate for the more complex and 
abstract cognitive requirements specific to adults. In this way, they do not understand the 
essence of the subtleties and nuances of social interaction (Lewis, 2004). It appears that 
cognitive impairment is associated with various aspects of social functioning and problems 
in vocational activities. Data from literature suggest that they are particularly important for 
social functioning, quality of life, social skills, ability to benefit from learning new skills 
(Tamminga, 1998). 

8. Conclusion 
Understanding the causes of the problem described above is necessary for effective 
prevention of substance abuse by people with mental health problems. The results of 
available studies suggest that these patients have an increased risk of a relapse of both the 
disease and the addiction to substances. In addition to the symptoms they experience, one of 
the very important problem in the lives of these patients is their difficulty in social 
functioning. Effective therapy for these individuals should include: making it possible to 
create a protective environment, assisting these people in makin important changes in their 
lives, such as finding a good job, friends abstaining from drugs and alcohol, a group of 
people who can help the patient to find sense their lives. Patients directed to a therapeutic 
program must be motivated to make changes in their current life. This decision must be 
conscious and and be a free choice of the patient. It is also necessary to apply specific, 
individualied forms of therapy of, mental disorders and those associated with subsatnce 
abuse.  
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used psychoactive substances during their treatment with clozapine reduced the quanities 
of abused psychoactive substances. To similar conclusions also led the studies by Green et 
al., (2002) and also by Drake et al., (2000) in relation to patients who use alcohol, as well as 
research of Buckley et al. (1998) embracing patients with dual diagnosis abusing alcohol, 
cigarettes and cocaine. As it turned out, the classical neuroleptic treatment did not reduce 
the amount of abused substances. Probably the positive effects of clozapine treatment is due 
to the fact that it acts on mesocortical and mesolimbic dopaminergic neurons that are 
associated the reward system (Green et al., 1999). According to Noordsy et al., (2003) in 
patients with schizophrenia the reward system does not function properly, which increases 
the susceptibility to substance use. This may also underly the poorer tolerability of 
conventional antipsychotics in patients with dual diagnosis and the effectiveness of 
clozapine and, to a lesser extent, of other atypical antipsychotics in the treatment of this 
group of patients. According to Stip et al., (2003) and Weisman (2003) in the treatment of 
patients with dual diagnosis the most promising results were obtained with clozapine, and 
slightly worse results with olanzapine and quetiapine. Other studies have shown a 
reduction in the frequency of alcohol use after the change of treatment from classical 
neuroleptics to risperidone (Huang, 1996).  
As for the effect of various drugs used to treat bipolar disorder, a summary is made here 
Maremmani et al (2010). According to them, for example, carbamazepine is beneficial in 
preventing relapse in abusers of cocaine and has a positive effect on discomfort associated 
with fluctuations in mood, but it has no effect on the behaviour directed to obtain the 
substance. Selective response to lithium is achieved in alcoholics with a coexisting 
depression. Oxcarbazepine has a good effect of aggressive patients, while valproic acid 
generally is considered the drug effective in patients with coexisting bipolar disorder and 
addiction, but also in people with anxiety disorders and the accompanying dependence on 
psychoactive substances. The authors of that study conclude that some of these medicines 
are safe and effective agents that can be used in the treatment of addicted persons with 
mood disorders. 

7.2 Psychotherapy and rehabilitation 
Due to the above-described specific problems associated with diagnosing and treatiment of 
patients with dual diagnosis, specific treatment programs should be developed for them, 
which combine elements of both psychiatric treatment and addiction therapy. 
Understanding the causes of the problems described above is necessary for an effective 
prevention of drug abuse by people with mental illnesses. An example of therapeutic 
program for dual diagnosis patients with comorbid addiction to substances, with which the 
authors have a possibility to co-operate, is the Therapeutic Community “Famila” in Gliwice, 
Poland, which was founded by May-Majewski in the 80-ties. A comprehensive model of 
treating patients with dual diagnosis, offered by the Center for Addiction Treatment 
"Familia" allows them to move freely between the settings of two therapeutic models. The 
program is stationary, conducted in three separate buildings. They have registered 100 beds. 
The whole program employs three psychiatrists, 6 psychologists and 8 specialists in 
addiction therapy and nurses. The therapy takes place in a therapeutic community in which 
the average age is 23 years and in various small groups depending on the current needs of 
the patient. The treatment of the patient in the psychiatric ward usually follows a complex 
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diagnostic process. Depending on the patient's current condition, which for example may be 
acute or chronic, the patient may continue his or her treatment in a therapeutic community. 
The most important rules of the program are: 1) authority, 2) clear rules and principles. The 
fulfillment of these conditions is essential in building a therapeutic offer for the patients 
with an addiction to psychoactive substances and psychiatric disorders. These standards 
apply in therapeutic communities, where adherence to rules and principles is possible 
through the common responsibilty of all members of this community, both therapists and 
the patients. The most important factor in a succeful therapy are: receiving feedback from 
others, allowing to express emotions, a sense of belonging to a group, giving feedback to 
others, discovering that others have similar problems, receiving support from others, giving 
support to others, receiving tips and ideas from others. The participant of a therapeutic 
program is expected to make a gradual transition from the periphery of the therapeutic 
communitiy to a position, when he or she takes over certain responsibilities (May-Majewski, 
2002). Training of social skills is also a very important part of rehabilitation of patients with 
dual diagnosis. It includes skills such as: communication, interpersonal problem solving, 
active participation in their pharmacotherapy, learning to take care of their own health 
(Sawicka, 2001). A very important element that should be included in these programs is also 
a cognitive skills training, because, according to the the literature, patients participating in 
cognitive skills training significantly improve their performance on neuropsychological 
tests, they increase their insight. Keshavan and Hogarty (1999) developed the concept of 
"social cognition", which is associated with the term "emotional intelligence". The so-called 
"social cognition" is the central element of pathophysiology of certainn mental disorders like 
schizophrenia. People predisposed to the development of schizophrenia may use immature 
(concrete as opposed to abstract) styles which are inadequate for the more complex and 
abstract cognitive requirements specific to adults. In this way, they do not understand the 
essence of the subtleties and nuances of social interaction (Lewis, 2004). It appears that 
cognitive impairment is associated with various aspects of social functioning and problems 
in vocational activities. Data from literature suggest that they are particularly important for 
social functioning, quality of life, social skills, ability to benefit from learning new skills 
(Tamminga, 1998). 

8. Conclusion 
Understanding the causes of the problem described above is necessary for effective 
prevention of substance abuse by people with mental health problems. The results of 
available studies suggest that these patients have an increased risk of a relapse of both the 
disease and the addiction to substances. In addition to the symptoms they experience, one of 
the very important problem in the lives of these patients is their difficulty in social 
functioning. Effective therapy for these individuals should include: making it possible to 
create a protective environment, assisting these people in makin important changes in their 
lives, such as finding a good job, friends abstaining from drugs and alcohol, a group of 
people who can help the patient to find sense their lives. Patients directed to a therapeutic 
program must be motivated to make changes in their current life. This decision must be 
conscious and and be a free choice of the patient. It is also necessary to apply specific, 
individualied forms of therapy of, mental disorders and those associated with subsatnce 
abuse.  
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1. Introduction  
No effective drugs are currently available for the treatment of mental diseases, primarily 
because the underlying mechanism of mental diseases have not been adequately explored at 
the molecular level. However, recent studies have examined several molecular cascades 
whose disturbances are associated with mental diseases such as schizophrenia, bipolar 
disease and major depression. The most common characteristics of these cascades us that 
they are all associated with neural circuit formation, suggesting that neurodevelopmental 
factors play a key role in the pathogenesis of mental diseases. The present review 
summarizes the available information on these molecular cascades and their association 
with mental disease. 

2. Molecular mechanism of PACAP-stathmin1 dependent psychiatric 
disorders (Yamada et al., 2010) 
Pituitary adenylate cyclase polypeptide (PACAP) is involved in multiple brain function 
such as neurotransmission and neural plasticity (Hashimoto et al., 2001; Vaudry et al., 2000). 
It also has a neurotrophic effect via three heptahekical G protein coupled receptors, one of 
which is specific for PACAP (PAC1 receptor) and two others that are shared with vasoactive 
intestinal polypeptide (VPAC1 and VPAC2) (Hashimoto et al., 1993). Recently, mice that lack 
Adcyap 1, the gene encoding PACAP, (Adcyap 1-/- mice) were developed (Hashimoto et al., 
2001, Shintani et al., 2002). Adcyap 1-/- mice display remarkable behavioral abnormalities 
providing evidence that PACAP plays a previously uncharacterized role in the regulation of 
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psychomotor behavior.  In addition, previous association study reported that several single 
nucleotide polymorphism (SNPs) in the vicinity of the PACAP gene locus were associated 
with schizophrenia (Hashimoto, R. et al., 2007). However, although nothing was known 
about the mechanism of PACAP deficiency-induced psychiatric illness, we have clarified 
these mechanisms. 

2.1 Down-regulation of PACAP expression induces up-regulation of stathmin1 
expression in the dentate gyrus both in vivo and in vitro 
Real-time PCR showed that stathmin1 mRNA was markedly increased in the dentate gyrus 
of Adcyap 1-/- mice. An increased in stathmin1 protein levels in the dentate gyrus of Adcyap 1-

/- mice was confirmed by western blot analysis. These findings were confirmed also in vitro 
using PC12 cells. PACAP stimulation of PC12 cells caused a decrease in stathmin1 mRNA 
levels after 3 h, and expression continued to decrease over the next 24 h (Fig. 1A). Stathmin1 
protein levels also decreased in response to PACAP, which caused a dose-dependent 
decrease of stathmin1 mRNA levels. The decrease of stathmin1 expression caused by 
PACAP stimulation was slightly, but statistically significantly, inhibited by pretreatment 
with a PAC1/VPAC2 receptor antagonist (PACAP6-38). In addition, pretreatment with a p38 
antagonist (SB202190) or an ERK antagonist (PD98059) also inhibited the PACAP-induced 
decrease of stathmin1 expression. Co-administration of SB202190 and PD98059 strongly 
inhibited the effect of PACAP, reflecting the key roles played by p38 and ERK in the PACAP 
signaling pathway. On the other hand, VIP did not decrease stathmin1 expression. These 
results indicate that PACAP regulates stathmin1 expression via the PAC1 receptor in 
neurons of the dentate gyrus. 

2.2 Up-regulation of stathmin1 induces abnormal axonal arborization in neurons of 
the dentate gyrus subgranular zone 
In wild-type mice, cells expressing stathmin1 were preferentially located in the innermost 
part of the granular cell layer, the so-called subgranular zone (SGZ), where neurogenesis of 
granular cells occurs in adults. Two types of stathmin1 containing processes were found, 
namely; dendrites and axons. Immunoreactivity for stathmin1 was significantly increased in 
the SGZ neurons of Adcyap 1-/- mice, although the actual number of immunoreactive cells 
was similar in mutant and wild-type mice. . The number of dot-like immunoreactive fibers 
belonging to axons was significantly increased in the polymorphic layer of Adcyap 1-/- mice, 
compared with wild-type mice. In support of the in vivo datas, over-expression of stathmin1 
in the hippocampal primary culture neurons caused dramatic changes of axon fibers. 
Arborization of axon fibers was markedly increased by stathmin1 over-expression 
compared with that in normal primary cultured neurons. The number of secondary neurites 
on axons was also increased following over-expression of stathmin1. These findings 
indicated that an increase in stathmin1 expression in SGZ neurons leads to abnormal axon 
arborization. 
If PACAP directly regulates stathmin1 expression in vivo, SGZ neurons should express 
PAC1. In fact, strong expression of PAC1 mRNA was identified throughout the entire 
granular cell layer, including the SGZ. Furthermore, SGZ neurons expressed both stathmin1 
protein and PAC1 mRNA. These results show that PACAP inhibits stathmin1 expression via 
the PAC1 receptor. 
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Fig. 1. PACAP-stathmin1 cascade 
A: PACAP regulated stathmin1 expression via PAC1 in PC12 cells. Alteration of stathmin1 
mRNA levels 24 h after PACAP treatment, at the indicated concentrations were quantified 
by real-time PRC. Data are expressed as mean ±SEM relative to control values (n=3, PACAP 
1nM **P=0.0044, 10nM **P=0.0033, 100nM ***P=0.0003 compared with control. B,C; 
Stathmin1 over-expression in neurons caused abnormally pronounced arborization of axon 
fibers. Morphology of hippocampal primary neurons transfected with stathmin1. Over-
expression of GFP (B) and GFP-stathmin1 (C). The neurons over-expressing stathmin1 have 
abnormally pronounced sprouting of axon fibers. D: Schematic drawing of the molecular 
pathway underlying PACAP regulation of stathmin1 expression.  The schematic 
representation shows the pathway by which PACAP regulates the expression of stathmin1 
by suppressing the function and expression of Ascl1 after increasing the expression of Hes1 
and Id3 by activating ERK and p38. 

2.2.1 Stathmin1 gene promoter activity is regulated by basic helix loop helix (bHLH) 
proteins via the E10 box  
A BLAST search identified the genomic sequence of rat stathmin1 in a chromosome 5 contig. 
PCR amplification of a 1885bp genomic DNA fragment that consisted of 1561 nt upstream of 
the stathmin1 transcription start site (+1), exon1, and part of intron 1 (+325) was then 
performed. This fragment was sequenced and subcloned into a pGL3 luciferase reporter 
vector. This fragment was also analyzed for transcription factor-binding sites using the 
DNAsis program. The 1.8kbp rat stathmin1 5' genomic sequence contained 12 (E1-E12) 
putative E boxes (CANNTG), which are potential binding sites for bHLH proteins, 
including neuronal transcription activators. To investigate the promoter activity of 
stathmin1, we constructed several expression plasmids for the luciferase assay after 
transient transfection in PC12 cells. Constructs containing E10  (such as STMN1-1, STMN1-2 
and STMN 1-3) showed a high level of luciferase activity compared with control cells, but 
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constructs containing a stathmin promoter lacking the E10 box (such as STMN1-4) did not 
show luciferase activity. Therefore, the E10 box was found to be a key motif that regulates 
stathmin1 expression through bHLH factors. 

2.2.2 An activating bHLH protein, Ascl1, activates the stathmin promoter 
Among activating bHLH proteins, Ascl1was found to activate the stathmin1 promoter. Co-
transfection of PC12 cells with the stathmin1-promoter plasmid and the Ascl1 expression 
plasmid induced a dose-dependent increase in luciferase activity compared with cells 
transfected with the stathmin1 promoter plasmid alone. To examine whether endogenous 
Ascl1 protein could bind to the stathmin1 promoter sequence in PC12 cells, sheared 
chromatin was immunoprecipitated with an anti-Ascl1 antibody or with control IgG, 
followed by PCR amplification of the corresponding DNA regions using stathmin1 
promoter specific primers. Analysis of amplified DNA showed that more sequences were 
amplified by primers flanking the E10 box than by primers flanking the E10-E11 boxes. In 
addition, co-localization of Ascl1 and stathmin1 in SGZ neurons was demonstrated by 
immunohistochemistry. These results established that endogenous Ascl1 protein binds to 
stathmin1 promoter and act as a major regulator of stathmin1 promoter activity.  

2.2.3 The inhibitory bHLH proteins, Hes1 and Id3, showed increased expression after 
PACAP stimulation 
As described above, PACAP inhibits stathmin1 expression. In addition, PACAP stimulation 
of PC12 cells caused an increase in the expression of the inhibitory HLH proteins,  Hes1 and 
Id3 expression which belong to inhibitory HLH proteins.  Inhibition of the PACAP signaling 
pathway, as through the inhibition of p38 and ERK, suppresses the effect of PACAP on 
stathmin1 expression. Moreover, the increase of Id3 mRNA levels in response to PACAP 
stimulation was inhibited by a p38 inhibitor (SB202190), but not by an ERK inhibitor 
(PD98059), while induction of Hes1 mRNA by PACAP stimulation was inhibited by both an 
ERK inhibitor and a p38 inhibitor. Co-administration of p38 and ERK inhibitors strongly 
inhibited thePACAP-induced induction of Hes1 mRNA. These findings showed that Hes1 
expression is regulated by both the PACAP-ERK and PACAP-p38 pathways, whereas Id3 
expression is mainly controlled by the PACAP-p38 pathway. 

2.2.4 Hes1 and Id3 suppress stathmin1 promoter activity via Ascl1 inhibition 
PC12 cells were co-transfected with a stathmin1 promoter plasmid and a Hes1 expression 
plasmid or an Id3 expression plasmid with or without an Ascl1 expression plasmid. Even 
without exogenous Ascl1 expression, a high level of luciferase activity was detected, owing 
to the action of the stathmin1 promoter. Expression of Hes1 or Id3 in these cells inhibited 
luciferase activity related to the stathmin1 promoter activity through endogenous Ascl1. In 
PC12 cells transfected with the stathmin1 promoter plasmid and the Ascl1 expression 
plasmid, luciferase activity was higher than that in PC12 cells without the Ascl1 expression 
plasmid. Id3 expression in these cells inhibited the up-regulation of stathmin1 promoter 
luciferase activity, while Hes1 expression failed to reduce the luciferase activity induced by 
exogenous Ascl1.These findings suggested that Id3 inhibits activation of the stathmin1 
promoter by both exogenous and endogenous Ascl1, while Hes1 only blocked the effect of 
endogenous Ascl1. Thus, it is likely that Id3 regulates Ascl1 at the protein level, while Hes1 
regulates Ascl1 transcription. If so, inhibition of Hes1 expression should increase the 
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transcription of Ascl1. In fact, the up-regulation of Hes1 in PC12 cells by PACAP stimulation 
led to inhibition of Ascl1 expression. In addition,  a reduction of Hes1 expression also 
resulted in an elevation of Ascl1 expression to 1.2 fold the control level. These results 
indicate that Ascl1, which controls stathmin1 expression, was functionally regulated by Id3 
and quantitatively regulated by Hes1, in response to PACAP signaling. 

2.3 Role of the PACAP-stathmin1 cascade in psychiatric disorders 
As described above, PACAP inhibits stathmin1 expression. In addition, over-expression of 
stathmin1 causes abnormal axonal arborization (Fig. 1B,C), indicating that stathmin1 
regulates the maturation of neurons and neural circuit formation. Furtehrmore, Adcyap 1-/- 

mice are known to show behavioral abnormalities, some of which might have potential 
relevance to mental disorders such as schizophrenia (Hashimoto et al.,2001; Shintani et al., 
2002), and several SNPs in the vicinity of the PACAP  gene locus are associated with 
schizophrenia (Hashimoto et al., 2007). If so, stathmin1 expression should be altered in the 
brain of patients with schizophrenia. Our RT-PCR study showed that stathmin1 mRNA 
levels were significantly increased in schizophrenic patients compared with age-matched 
controls. In contrast, stathmin1 was not significantly increased in the brains of patients with 
bipolar disorder. 

3. Mechanism of PACAP-DBZ/DISC1 dependent psychiatric disorders  
(Hattori et al.,2007; Katayama et al., 2009) 
DBZ (DISC1-binding zinc finger protein) was found as a DISC1(disrupted-in schizophrenia 
1)-interacting molecules by yeast-2-hybrid screening of a complementary DNA (cDNA) 
library. Subsequent co-immunoprecipitation studies and yeast-2 hybrid assays showed that 
amino acids 348-597 of DISC1 act as the DBZ binding region, which indicates that the 
regions of DISC1 near the translocation breakpoint (amino acid 598) participate in the 
interaction with DBZ. DISC1 and DBZ co-localize diffusely in the cytoplasm and 
centrosome, and are involved in neurite extension. PACAP regulates the association 
between DISC1 and DBZ (for details on DISC1, see the chapter 6). 

3.1 DISC1-DBZ interaction inhibits the neurite outgrowth (Fig.2) 
DBZ mRNA was expressed exclusively in the brain, but was not expressed in peripheral 
tissues. To examine the functional role of the DISC1-DBZ interaction, PC12 cells stably 
expressing DISC1-HA and mock-transfected cells were infected with Adv-DBZ-GFP or Adv-
GFP for 24 h. Immunoprecipitation and western blot analysis confirmed the over-expression 
of DBZ-GFP and DISC1-HA as well as the association between these 2 molecules. Over-
expression of both proteins in PC12 cells caused a significant reduction in the number of 
neurite bearing PC12 cells after PACAP stimulation. However, over-expression of either 
DBZ or DISC1 alone had no effect. The region of DBZ encompassing amino acids 152-301 
interacts with DISC1. PC12 cells were transiently transfected with DBZ (152-301)-IRES-GFP 
or with GFP alone and treated with PACAP (100nM) for 48 h. The cells expressing DBZ 
(152-301) had a shorter neurite length than cells expressing GFP alone. Under these 
conditions, no significant change of apoptosis was detected and the number of transfected 
cells was similar. The effect of DBZ (152-301) on neurite growth was also confirmed in 
primary cultured hippocampal neurons. 
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constructs containing a stathmin promoter lacking the E10 box (such as STMN1-4) did not 
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stathmin1 promoter and act as a major regulator of stathmin1 promoter activity.  
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As described above, PACAP inhibits stathmin1 expression. In addition, PACAP stimulation 
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Id3 expression which belong to inhibitory HLH proteins.  Inhibition of the PACAP signaling 
pathway, as through the inhibition of p38 and ERK, suppresses the effect of PACAP on 
stathmin1 expression. Moreover, the increase of Id3 mRNA levels in response to PACAP 
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(PD98059), while induction of Hes1 mRNA by PACAP stimulation was inhibited by both an 
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inhibited thePACAP-induced induction of Hes1 mRNA. These findings showed that Hes1 
expression is regulated by both the PACAP-ERK and PACAP-p38 pathways, whereas Id3 
expression is mainly controlled by the PACAP-p38 pathway. 

2.2.4 Hes1 and Id3 suppress stathmin1 promoter activity via Ascl1 inhibition 
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without exogenous Ascl1 expression, a high level of luciferase activity was detected, owing 
to the action of the stathmin1 promoter. Expression of Hes1 or Id3 in these cells inhibited 
luciferase activity related to the stathmin1 promoter activity through endogenous Ascl1. In 
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transcription of Ascl1. In fact, the up-regulation of Hes1 in PC12 cells by PACAP stimulation 
led to inhibition of Ascl1 expression. In addition,  a reduction of Hes1 expression also 
resulted in an elevation of Ascl1 expression to 1.2 fold the control level. These results 
indicate that Ascl1, which controls stathmin1 expression, was functionally regulated by Id3 
and quantitatively regulated by Hes1, in response to PACAP signaling. 

2.3 Role of the PACAP-stathmin1 cascade in psychiatric disorders 
As described above, PACAP inhibits stathmin1 expression. In addition, over-expression of 
stathmin1 causes abnormal axonal arborization (Fig. 1B,C), indicating that stathmin1 
regulates the maturation of neurons and neural circuit formation. Furtehrmore, Adcyap 1-/- 

mice are known to show behavioral abnormalities, some of which might have potential 
relevance to mental disorders such as schizophrenia (Hashimoto et al.,2001; Shintani et al., 
2002), and several SNPs in the vicinity of the PACAP  gene locus are associated with 
schizophrenia (Hashimoto et al., 2007). If so, stathmin1 expression should be altered in the 
brain of patients with schizophrenia. Our RT-PCR study showed that stathmin1 mRNA 
levels were significantly increased in schizophrenic patients compared with age-matched 
controls. In contrast, stathmin1 was not significantly increased in the brains of patients with 
bipolar disorder. 

3. Mechanism of PACAP-DBZ/DISC1 dependent psychiatric disorders  
(Hattori et al.,2007; Katayama et al., 2009) 
DBZ (DISC1-binding zinc finger protein) was found as a DISC1(disrupted-in schizophrenia 
1)-interacting molecules by yeast-2-hybrid screening of a complementary DNA (cDNA) 
library. Subsequent co-immunoprecipitation studies and yeast-2 hybrid assays showed that 
amino acids 348-597 of DISC1 act as the DBZ binding region, which indicates that the 
regions of DISC1 near the translocation breakpoint (amino acid 598) participate in the 
interaction with DBZ. DISC1 and DBZ co-localize diffusely in the cytoplasm and 
centrosome, and are involved in neurite extension. PACAP regulates the association 
between DISC1 and DBZ (for details on DISC1, see the chapter 6). 

3.1 DISC1-DBZ interaction inhibits the neurite outgrowth (Fig.2) 
DBZ mRNA was expressed exclusively in the brain, but was not expressed in peripheral 
tissues. To examine the functional role of the DISC1-DBZ interaction, PC12 cells stably 
expressing DISC1-HA and mock-transfected cells were infected with Adv-DBZ-GFP or Adv-
GFP for 24 h. Immunoprecipitation and western blot analysis confirmed the over-expression 
of DBZ-GFP and DISC1-HA as well as the association between these 2 molecules. Over-
expression of both proteins in PC12 cells caused a significant reduction in the number of 
neurite bearing PC12 cells after PACAP stimulation. However, over-expression of either 
DBZ or DISC1 alone had no effect. The region of DBZ encompassing amino acids 152-301 
interacts with DISC1. PC12 cells were transiently transfected with DBZ (152-301)-IRES-GFP 
or with GFP alone and treated with PACAP (100nM) for 48 h. The cells expressing DBZ 
(152-301) had a shorter neurite length than cells expressing GFP alone. Under these 
conditions, no significant change of apoptosis was detected and the number of transfected 
cells was similar. The effect of DBZ (152-301) on neurite growth was also confirmed in 
primary cultured hippocampal neurons. 
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Fig. 2. A: Neurite outgrowth was inhibited by the DISC1-binding domain of DBZ [DBZ(152-
301)-IRES-GFP].  PC12 cells were transfected with DBZ (152-301)-IRES-GFP or GFP alone at 
2 days after plating. After 24 h , cells were starved of serum for 4h and treated with 100nM 
PACAP for 48h. Phase-contrast and fluorescence microscopy images are shown. Diagrams 
display neurite length relative to cell body diameter of transfected PC12 cells. B: PACAP-
induced transient inhibition of the endogenous DISC1-DBZ interaction in PC12 cells. 
Immunoprecipitation and ｗestern blot analysis (with anti-DISC1 or anti-DBZ antibodies) of 
PC12 cells lysates collected at the indicated times after stimulation with 100nM PACAP. 
Immunoprecipitaes obtained with an anti-DBZ antibody incubated with 5% of each lysates 
(5% input), were subjected to western blot analysis with the same antibody.  Quantitation of 
relative band densities for DISC1 co-immunoprecipitated with DBZ, as well as for total 
DISC1 or DBZ protein, was performed by scanning densitometry. Data were expressed as 
the mean ±SEM. of at least ３ independent experiments. *P<0.05 vs control  (Student’s t-
test). C: A possible PACAP-DISC1/DBZ pathway . In the normal brain, PACAP leads to the 
temporal dissociation of the binding between DISC1 and DBZ , which in turn leads to 
normal neurite outgrowth. In the brain of schizophrenia patients, DBZ cannot bind to 
DISC1, and the PACAP pathway may proceed without inhibition, resulting in the formation 
of an abnormal neural circuit. 

3.2 PACAP regulates DISC1-DBZ binding (Fig. 2) 
Exposure to PACAP (100nM) increased the expression of endogenous DISC1 in PC12 cells 
by about 50% after 24 h, whereas it had no effect on DBZ expression. PACAP has a marked 
influence on the interaction between DBZ and DISC1. The co-immunoprecipitation of DISC1 
and DBZ from PC12 cell lysates was reduced by approximately 80% 1h after treatment of 
cells with PACAP (100nM). However, this reduction was transient and there was a gradual 
return to control level by 24 h after treatment. Addition of an ERK inhibitor 24 h after 
PACAP treatment inhibited the rebinding of DBZ to DISC1, while an inhibitor of adenyl 
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cyclase failed to influence the DISC1-DBZ interaction, showing that PACAP regulates 
DISC1-DBZ binding through the ERK cascade but not through the cAMP cascade. 

3.3 Role of the PACAP-DBZ cascade with regard to PACAP-DBZ/DISC1 dependent 
psychiatric disorders (Fig.2) 
The findings described above show that the DISC1-DBZ interaction inhibits neurite out 
growth, and PACAP dissociates this interaction, resulting in neurite outgrowth. The 
involvement of the DISC1-DBZ interaction and PACAP in neurite outgrowth suggests that 
these molecules should be expressed in the early ontogenetical stages. In fact, a marked 
elevation of both DBZ and PAC1 (PACAP receptor) expression was observed during the 
perinatal stage (Hattori et al. in preparation). DISC1 shows a high level of expression in the 
developing cortex and hippocampus (Honda et al.,2004). In addition, down-regulation of 
DBZ caused a delay in the migration of cortical neurons (Sato et al., personal 
communication) and disturbance of cilia formation (Kumamoto et al., in preparation). The 
DISC1-DBZ interaction which is regulated by PACAP has therefore been shown to be 
involved in neurite out growth and the migration of neurons. In the brain of patients with 
PACAP-dependent psychiatric disorders, dissociation of the binding between DISC1 and 
DBZ does not occur and neurite extension may be inhibited. On the other hand, in brains in 
which translocation of DISC1 occurs, DBZ is unable bind to DISC1 and the dissociation of 
DISC1 from DBZ may not be induced, which results in an immature neural circuit. 

4. Molecular mechanism of Dysbindin-MARCKS cascade dependent 
psychiatric disorders (Okuda et al., 2010) 
Studies of postmortem brain tissue showed decreased Dysbindin (dystrobrevin binding 
protein 1; DTNBP1) protein and mRNA levels in patients with schizophrenia compared 
with controls (Bray et al., 2005; Talbot et al., 2004; Weickert et al., 2004). Chronic treatment of 
mice with antipsychotics did not affect the levels of Dysbindin protein and mRNA 
expression in their brains (Chiba et al., 2006; Talbot et al., 2004), suggesting the lower levels 
of Dysbindin protein and mRNA found in the postmortem brains of schizophrenia patients 
is not likely to be a simple artifact of antemortem drug treatment. In addition, several 
studies suggested that diverse high-risk SNPs and haplotypes could influence Dysbindin 
mRNA expression (Bray et al., 2005; Talbot et al., 2004; Weickert et al., 2004). These data 
indicate that the Dysbindin gene may confer susceptibility to schizophrenia through reduced 
Dysbindin expression. However, the molecular mechanisms underlying the effect of 
decreased Dysbindin expression on vulnerability to schizophrenia remain unknown. 

4.1 Dysbindin- myristoylated alanin-rich protein kinase C substrate (MARCKS) 
cascade (Okuda et al., 2010) 
4.1.1 Dysbindin exists within the nucleus in addition to the cytoplasm  
Cell fractionation experiments using Dysbindin-FLAG-overexpressing HEK293 cells showed 
that Dysbindin exists mainly in the cytosol while a small amount is present in the nucleus. 
Immunohistochemical analysis also revealed that Dysbindin is localized mainly in the 
cytoplasm with a perinuclear high density region. However, a faint immunoreaction was 
seen within the nucleus. Furthermore, pretreatment with leptomycine-B(LPB), which 
inhibits the export of proteins from the nucleus to the cytoplasm, caused a slight increase of 
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DISC1, and the PACAP pathway may proceed without inhibition, resulting in the formation 
of an abnormal neural circuit. 

3.2 PACAP regulates DISC1-DBZ binding (Fig. 2) 
Exposure to PACAP (100nM) increased the expression of endogenous DISC1 in PC12 cells 
by about 50% after 24 h, whereas it had no effect on DBZ expression. PACAP has a marked 
influence on the interaction between DBZ and DISC1. The co-immunoprecipitation of DISC1 
and DBZ from PC12 cell lysates was reduced by approximately 80% 1h after treatment of 
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PACAP treatment inhibited the rebinding of DBZ to DISC1, while an inhibitor of adenyl 

Molecular Mechanism of the Involvement of the Susceptibility Genes, DISC1, PACAP, TRAP1 and 
Dysbindin in Major Psychiatric Disorders Such as Schizophrenia, Depression and Bipolar Disease 

 

451 

cyclase failed to influence the DISC1-DBZ interaction, showing that PACAP regulates 
DISC1-DBZ binding through the ERK cascade but not through the cAMP cascade. 

3.3 Role of the PACAP-DBZ cascade with regard to PACAP-DBZ/DISC1 dependent 
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The findings described above show that the DISC1-DBZ interaction inhibits neurite out 
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these molecules should be expressed in the early ontogenetical stages. In fact, a marked 
elevation of both DBZ and PAC1 (PACAP receptor) expression was observed during the 
perinatal stage (Hattori et al. in preparation). DISC1 shows a high level of expression in the 
developing cortex and hippocampus (Honda et al.,2004). In addition, down-regulation of 
DBZ caused a delay in the migration of cortical neurons (Sato et al., personal 
communication) and disturbance of cilia formation (Kumamoto et al., in preparation). The 
DISC1-DBZ interaction which is regulated by PACAP has therefore been shown to be 
involved in neurite out growth and the migration of neurons. In the brain of patients with 
PACAP-dependent psychiatric disorders, dissociation of the binding between DISC1 and 
DBZ does not occur and neurite extension may be inhibited. On the other hand, in brains in 
which translocation of DISC1 occurs, DBZ is unable bind to DISC1 and the dissociation of 
DISC1 from DBZ may not be induced, which results in an immature neural circuit. 

4. Molecular mechanism of Dysbindin-MARCKS cascade dependent 
psychiatric disorders (Okuda et al., 2010) 
Studies of postmortem brain tissue showed decreased Dysbindin (dystrobrevin binding 
protein 1; DTNBP1) protein and mRNA levels in patients with schizophrenia compared 
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mice with antipsychotics did not affect the levels of Dysbindin protein and mRNA 
expression in their brains (Chiba et al., 2006; Talbot et al., 2004), suggesting the lower levels 
of Dysbindin protein and mRNA found in the postmortem brains of schizophrenia patients 
is not likely to be a simple artifact of antemortem drug treatment. In addition, several 
studies suggested that diverse high-risk SNPs and haplotypes could influence Dysbindin 
mRNA expression (Bray et al., 2005; Talbot et al., 2004; Weickert et al., 2004). These data 
indicate that the Dysbindin gene may confer susceptibility to schizophrenia through reduced 
Dysbindin expression. However, the molecular mechanisms underlying the effect of 
decreased Dysbindin expression on vulnerability to schizophrenia remain unknown. 

4.1 Dysbindin- myristoylated alanin-rich protein kinase C substrate (MARCKS) 
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4.1.1 Dysbindin exists within the nucleus in addition to the cytoplasm  
Cell fractionation experiments using Dysbindin-FLAG-overexpressing HEK293 cells showed 
that Dysbindin exists mainly in the cytosol while a small amount is present in the nucleus. 
Immunohistochemical analysis also revealed that Dysbindin is localized mainly in the 
cytoplasm with a perinuclear high density region. However, a faint immunoreaction was 
seen within the nucleus. Furthermore, pretreatment with leptomycine-B(LPB), which 
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Dysbindin and its nuclear localization. These findings show that the Dysbindin protein is 
shuttled between the nucleus and the cytoplasm. 

4.1.2 Dysbindin binds to the transcription factor NF-YB 
Using yeast 2-hybrid screening, several transcriptional factors including nuclear 
transcription factor Y beta (NF-YB), were identified as candidates for interaction with 
Dysbindin. NF-YB belong to a family of CCAAT-binding transcription factors that are 
important for the basal transcription of a class of regulatory genes and are involved in 
cellular reactions. HEK293T cells which express NF-YB endogenously were transfected 
with expression vectors for Dysbindin-V5 and subjected to immunoprecipitation to confirm 
the Dysbindin-NF-YB interaction. In addition, the Dysbindin-NF-YB interaction was shown 
in lysates from SH-SY5Y cells, which express both Dysbindin and NF-YB endogenously, as 
well as adult mouse brain lysates. 

4.1.3 Downregulation of Dysbindin causes up-regulation of the expression level of 
MARCKS 
The interaction between Dysbindin and NF-YB suggests that Dysbindin may be functionally 
involved in the transcription of genes regulated by NF-YB. We therefore screened for genes 
displaying altered expression by means of a DNA chip, using RNA extracts from the 
Dysbindin or NF-YB knockdown human neural cell line, SH-SY5Y. Among them identified, 
we focused on MARCKS, because protein kinase C has been involved in psychiatric diseases 
and because the promoter region of the MARCKS gene has the CCAAT binding motif 
specific for NF-YB. 
The effect of Dysbindin on MARCKS in vitro was confirmed in vivo by examining the 
expression of the MARCKS protein product in the hippocampus of Dysbindin knockout 
mice with advanced age and comparing the levels with those of wild-type mice. In wild-
type mice, a peak in MARCKS protein expression in the hippocampus was detected on 
postnatal days 15 and 20, and with a marked decrease in expression levels over time. 
However, this decrease was not observed in Dysbindin knockout mice, suggesting that 
down-regulation of Dysbindin may enhance the transcription of the MARCKS protein. 
Chromatin immunoprecipitation analysis using SH-SY5Y cells over-expressing Dysbindin-
Flag, was performed to explore the possibility that the Dysbindin-NF-YB complex could 
affect the transcription of MARCKS via interaction with the promoter region of MARCKS. 
PCR products from the chromatin immunoprecipitates suggested that Dysbindin and NF-
YB simultaneously interact with the promoter region of MARCKS. These results indicate 
that the Dysbindin-NF-YB complex interacts with the promoter region of the MARCKS gene 
resulting in inhibition of MARCKS transcription. 

4.1.4 The transcriptional level of the MARCKS gene is regulated by Dysbindin via the 
NF-YB binding motif, CCAAT-2 
The 5'-UTR region of the MARCKS  gene has 2 kinds of CCAAT sequences, namely; one 
CCAAT motif located between residues -1152 and -700 (CCAAT-1) and one located between 
UTR -700 and -614 (CCAAT-2). Because NF-YB binds to the CCAAT motif to regulate the 
transcription of target genes，the role of the CCAAT motifs in the regulation of MARCKS 
transcription was examined by luciferase assay with 5 vectors containing shorter RNA 
probes (Fig. 3A);  These vectors were UTR(1152)-Luc, UTR (953)-Luc, UTR (700)-Luc, UTR 
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(614)-Luc, and UTR (462)-Luc. The luciferase activity detected in SH-SY5Y cells expressing 
the UTR (1152)-Luc after retinoic acid stimulation was used as a baseline. In the cells 
transfected with UTR (953)-Luc containing both CCAAT sequence and UTR (700)-Luc 
containing CCAAT-1 sequence but lacking the CCAAT-2 sequence, luciferase activity 
remained at baseline level after stimulation with retinoic acid. However luciferase activity 
was markedly increased in cells expressing UTR (614)-Luc after retinoic acid stimulation. 
These results suggest that the CCAAT-2 motif plays an important role in the inhibition of 
MARCKS transcription.  Furthermore, SH-SY5Y cells transfected with UTR (462)-Luc 
lacking CCAAT-1, CCAAT-2 and SP1 region showed very low luciferase activity, indicating 
that the SP1 is indispensable for MARCKS transcription. 
To confirm that the CCAAT-2 region is important for the regulation of MARCKS 
transcription, several probes were designed for the luciferase assay (Fig. 3Ｂ), namely; D1-
UTR (1152)-Luc which lacks the CCAAT-2 motif and its downstream region including Sp1 
from UTR (1152)-Luc, D2-UTR (1152)-Luc which lacks the SP1 region and the downstream 
sequence from UTR (1152)-Luc, D3-UTR (1152)-Luc which lacks only the sequence 
downstream of the SP1 region, D4-UTR (1152)-Luc which lacks only the CCAAT motif from 
UTR (1152)-Luc, and M-UTR(1152)-Luc, which has a point mutation in the CCAAT-2 motif. 
Luciferase activity was detected in SH-SY5Y cells transfected with each probe, using the 
activity in cells transfected with UTR (1152)-Luc as the baseline value. Cells transfected with 
M-UTR (1152)-Luc and those transfected with D4-UTR (1152)-Luc exhibited marked 
increases in luciferase activity, showing that the CCAAT-2 motif plays a key role in the 
inhibition of MARCKS transcription. Furthermore, cells expressing D1-UTR (1152)-Luc, D2-
UTR (1152)-Luc or D3-UTR (1152)-Luc exhibited no luciferase activity. These findings 
suggest that the sequence downstream of the Sp1 region, and the Sp1 region itself, 
areindispensable for MARCKS transcription. 
To confirm the involvement of Dysbindin in the altered MARCKS transcription levels via 
the CCAAT-2 motif, we compared the luciferase activity of UTR (1152)-Luc detected in 
Dysbindin knockdown cells with that of control cells. Knockdown of Dysbindin resulted in 
the up-regulation of luciferase activity in the UTR (1152)-Luc transfected cells. However, the 
effect of knockdown of Dysbindin knockdown on luciferase activity was not observed in 
D1-UTR (1152)-Luc transfected cells. These results suggest that Dysbindin regulates 
MARCKS transcription via the NF-YB binding motif CCAAT-2. On the other hand, the 
negligible levels of luciferase activity observed in cells transfected with probes lacking the 
sequence downstream of the Sp1 region, suggest that this this sequence is essential for 
MARCKS  transcription. In fact, knockdown of Dysbindin caused the up-regulation of 
MARCKS expression (Fig. 3C). 

4.2 Role of the Dysbindin-MARCKS cascade in psychiatric disorders (Fig. 3D) 
SNPs in Dysbindin have been associated with intermediate cognitive phenotypes related to 
schizophrenia such as IQ and working and episodic memory, and a Dysbindin haplotype 
has been associated with higher educational attainment  (Corvin et al., 2008; Donohoe et al., 
2007). In addition, several papers show evidence of the involvement of Dysbindin in 
cognitive functions (Burdick et al., 2006; Zinkstok et al., 2007).  
Furthermore, accumulating evidence suggests the involvement of Dysbindin in 
neurotransmission. At the cellular level, Dysbindin is located at both pre- and post-synaptic 
terminals., and is thought to be involved in postsynaptic density function and the 
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Dysbindin and its nuclear localization. These findings show that the Dysbindin protein is 
shuttled between the nucleus and the cytoplasm. 

4.1.2 Dysbindin binds to the transcription factor NF-YB 
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cellular reactions. HEK293T cells which express NF-YB endogenously were transfected 
with expression vectors for Dysbindin-V5 and subjected to immunoprecipitation to confirm 
the Dysbindin-NF-YB interaction. In addition, the Dysbindin-NF-YB interaction was shown 
in lysates from SH-SY5Y cells, which express both Dysbindin and NF-YB endogenously, as 
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4.1.3 Downregulation of Dysbindin causes up-regulation of the expression level of 
MARCKS 
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transcription of target genes，the role of the CCAAT motifs in the regulation of MARCKS 
transcription was examined by luciferase assay with 5 vectors containing shorter RNA 
probes (Fig. 3A);  These vectors were UTR(1152)-Luc, UTR (953)-Luc, UTR (700)-Luc, UTR 
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(614)-Luc, and UTR (462)-Luc. The luciferase activity detected in SH-SY5Y cells expressing 
the UTR (1152)-Luc after retinoic acid stimulation was used as a baseline. In the cells 
transfected with UTR (953)-Luc containing both CCAAT sequence and UTR (700)-Luc 
containing CCAAT-1 sequence but lacking the CCAAT-2 sequence, luciferase activity 
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inhibition of MARCKS transcription. Furthermore, cells expressing D1-UTR (1152)-Luc, D2-
UTR (1152)-Luc or D3-UTR (1152)-Luc exhibited no luciferase activity. These findings 
suggest that the sequence downstream of the Sp1 region, and the Sp1 region itself, 
areindispensable for MARCKS transcription. 
To confirm the involvement of Dysbindin in the altered MARCKS transcription levels via 
the CCAAT-2 motif, we compared the luciferase activity of UTR (1152)-Luc detected in 
Dysbindin knockdown cells with that of control cells. Knockdown of Dysbindin resulted in 
the up-regulation of luciferase activity in the UTR (1152)-Luc transfected cells. However, the 
effect of knockdown of Dysbindin knockdown on luciferase activity was not observed in 
D1-UTR (1152)-Luc transfected cells. These results suggest that Dysbindin regulates 
MARCKS transcription via the NF-YB binding motif CCAAT-2. On the other hand, the 
negligible levels of luciferase activity observed in cells transfected with probes lacking the 
sequence downstream of the Sp1 region, suggest that this this sequence is essential for 
MARCKS  transcription. In fact, knockdown of Dysbindin caused the up-regulation of 
MARCKS expression (Fig. 3C). 

4.2 Role of the Dysbindin-MARCKS cascade in psychiatric disorders (Fig. 3D) 
SNPs in Dysbindin have been associated with intermediate cognitive phenotypes related to 
schizophrenia such as IQ and working and episodic memory, and a Dysbindin haplotype 
has been associated with higher educational attainment  (Corvin et al., 2008; Donohoe et al., 
2007). In addition, several papers show evidence of the involvement of Dysbindin in 
cognitive functions (Burdick et al., 2006; Zinkstok et al., 2007).  
Furthermore, accumulating evidence suggests the involvement of Dysbindin in 
neurotransmission. At the cellular level, Dysbindin is located at both pre- and post-synaptic 
terminals., and is thought to be involved in postsynaptic density function and the 
 



 
Psychiatric Disorders – Trends and Developments 

 

454 

 
Fig. 3. A,B: Dysbindin regulates the transcription of MARCKSvia the CCAAT-2 sequence. A:  
The following 5 vectors contaiing shorter DNA probes were used for the  luciferase assay; 
UTR(1152)-Luc, UTR (953)-Luc, UTR (700)-Luc, UTR (614)-Luc, and UTR (462)-Luc. Vectors 
were transfected into SH-SY5Y cells and luciferase activity was measured. The luciferase 
activity of UTR (1152) was used as the control. Columns and vertical bars denote the means 
±SEM (triplicate independent experiments). B: The UTR (1152)-Luc vector and deletion or 
point mutations of the UTR (1152)-Luc vectors, [D10UTR(1152)-Luc], [D2-UTR (1152)-Luc], 
[D3-UTR (1152)-Luc], [D4-UTR(1152)-Luc] and [M-UTR (1152)-Luc], were transfected into 
SH-SY5Y cells and luciferase activity was measured. [D4-UTR(1152)-Luc], which lacks 
CCAAT-2, and [M-UTR (1152)-Luc], which has a point mutation in the CCAAT-2 sequence, 
showed increased luciferase activity. The luciferase activity of UTR (1152) was used as the 
control. Columns and vertical bars denote the means ±SEM(triplicate independent 
experiments). C: Dysbindin knockdown results in the up-regulation of MARCKS. SH-SY5Y 
cells were transfected with scrambled RNAi or siRNA for Dysbindin. Cell lysate of un-
treated cells (cont.), scrambled RNAi-transfected  cells (Scr.) and RNAi for Dysbindin-
transfected cells (siRNA) were subjected to western blotting with an anti-MARCKS 
antibody. Columns and vertical bars denote the means ±SEM(triplicate independent 
experiments). Dysbindin knockdown cells exhibited significant up-regulation of MARCKS 
expression compared with control cells (P<0.001, Student’s t-test). D: A possible Dysbindin 
pathway related to the regulation of dopamine release. In the cytoplasm of the nigrostriatal 
dopamine neurons, Dysbindin binds to Snapin. This binding inhibits the expression of 
SNAP25, which may suppress dopamine release. In the nuclei of these neurons, Dysbindin 
inhibits MARCKS expression via the binding to NF-YB. Reduction of MARCKS expression 
in dopaminergic neurons may causes the down-regulation of dopamine transport from the 
soma to the terminal. Thus Dysbindin inhibits dopamine release by 2 pathway. 

Molecular Mechanism of the Involvement of the Susceptibility Genes, DISC1, PACAP, TRAP1 and 
Dysbindin in Major Psychiatric Disorders Such as Schizophrenia, Depression and Bipolar Disease 

 

455 

trafficking of receptors (NMDA,GABAergic and nicotinic) (Sillitoe et al., 2003; Talbot et al., 
2004). Over-expression of Dysbindin increases glutamate release from pyramidal neurons in 
cell culture, possibly because of its role in vesicular trafficking (Numakawa et al., 2004). 
Decreases in Dysbindin mRNA and protein levels have been reported in regions previously 
implicated in schizophrenia such as the prefrontal; cortex, midbrain and hippocampus (Talbot 
et al., 2004; Weickert et al., 2004). On the other hand, abnormal activation of nigrostriatal and 
mesolimbic dopaminergic systems is thought to be one of the most important etiologies for 
schizophrenia (Angrist & van Kammen, 1984; Creese et al., 1976; Lieberman et al., 1987; 
Seeman &Lee, 1975), suggesting a functional relationship between dopamine and Dysbindin. 
In support of this, midbrain dopamine neurons also contain Dysbindin (Kumamoto et al., 
2006). Suppression of Dysbindin expression in PC12 cells resulted in an increase of the 
expression of SNAP25 which plays an important role in neurotransmitter release, and 
increased the release of dopamine. On the other hand, up-regulation of Dysbindin expression 
in PC12 cells showed a tendency to decrease the expression of SNAP25 and the release of 
dopamine. These findings show that Dysbindin inhibits dopamine release via down-
regulation of SNAP25 expression (Kumamoto et al., 2006). 
Thus, Dysbindin inhibits MARCKS expression and decreased expression of Dysbindin is 
characteristic of the schizophrenic brain. In addition, a decrease in Dysbindin levels up-
regulates dopamine release. MARCKS influences neurotransmission via F-actin and 
vesicular transport via synaptic vesicles. The enhanced dopaminergic transmission 
produced by the lower expression level of Dysbindin may be partially attributed to 
activation of MARCKS. Thus, the impairment of neuronal transmission in the schizophrenic 
brain may be caused by alterations of MARCKS expression levels via changes in Dysbindin. 
Sandy (sdy) mice that express no Dysbindin, showed behavioral abnormalities, which could 
be endophenotypes of schizophrenia (Feng et al., 2008). These mutant mice reportedly 
exhibit defective synaptic structure and function of CA1 neurons (Chen  et al., 2008), though 
the mechanism by which the loss of Dysbindin induces schizophrenia-like behaviors, 
remains unclear.  Recently, we revealed that Dysbindin is involved in neural development 
through the regulation of the actin skeleton organization (Kubota et al., 2008). This study 
showed that knockdown of Dysbindin resulted in the aberrant organization of the actin 
cytoskeleton in SH-SY5Y cells. Furthermore, morphological abnormalities of the actin 
cytoskeleton were similarly observed in growth cones of cultured hippocampal neurons 
derived from sdy mice. In addition, a significant correlation was found between Dysbindin 
expression levels and the phosphorylation level of c-Jun N-terminal kinase (JNK), which is 
implicated in the regulation of cytoskeletal organization. These findings revealed that 
Dysbindin plays a key role in coordinating JNK signaling and actin cytoskeleton 
organization, which are required for neuronal development. 

5. Mechanism of tumor necrosis factor receptor (TNFR) associated  
protein 1 (TRAP1)-N-cadherin alteration-induced psychiatric disorders  
An increase in serum tumor necrosis factor-α (TNF-α) level is closely related to the 
pathogenesis of major depression (Irwin & Miller, 2007). The tumor necrosis factor receptor 
assoicated protein (TRAP1) was detected in whole brain lysates (Song et al., 1995). TRAP1 is 
a member of the heat shock protein 90 (HSP90) family and possesses ATPase activity, but 
lacks chaperone activity (Felts et al., 2000). However, the function and molecular mechanism 
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trafficking of receptors (NMDA,GABAergic and nicotinic) (Sillitoe et al., 2003; Talbot et al., 
2004). Over-expression of Dysbindin increases glutamate release from pyramidal neurons in 
cell culture, possibly because of its role in vesicular trafficking (Numakawa et al., 2004). 
Decreases in Dysbindin mRNA and protein levels have been reported in regions previously 
implicated in schizophrenia such as the prefrontal; cortex, midbrain and hippocampus (Talbot 
et al., 2004; Weickert et al., 2004). On the other hand, abnormal activation of nigrostriatal and 
mesolimbic dopaminergic systems is thought to be one of the most important etiologies for 
schizophrenia (Angrist & van Kammen, 1984; Creese et al., 1976; Lieberman et al., 1987; 
Seeman &Lee, 1975), suggesting a functional relationship between dopamine and Dysbindin. 
In support of this, midbrain dopamine neurons also contain Dysbindin (Kumamoto et al., 
2006). Suppression of Dysbindin expression in PC12 cells resulted in an increase of the 
expression of SNAP25 which plays an important role in neurotransmitter release, and 
increased the release of dopamine. On the other hand, up-regulation of Dysbindin expression 
in PC12 cells showed a tendency to decrease the expression of SNAP25 and the release of 
dopamine. These findings show that Dysbindin inhibits dopamine release via down-
regulation of SNAP25 expression (Kumamoto et al., 2006). 
Thus, Dysbindin inhibits MARCKS expression and decreased expression of Dysbindin is 
characteristic of the schizophrenic brain. In addition, a decrease in Dysbindin levels up-
regulates dopamine release. MARCKS influences neurotransmission via F-actin and 
vesicular transport via synaptic vesicles. The enhanced dopaminergic transmission 
produced by the lower expression level of Dysbindin may be partially attributed to 
activation of MARCKS. Thus, the impairment of neuronal transmission in the schizophrenic 
brain may be caused by alterations of MARCKS expression levels via changes in Dysbindin. 
Sandy (sdy) mice that express no Dysbindin, showed behavioral abnormalities, which could 
be endophenotypes of schizophrenia (Feng et al., 2008). These mutant mice reportedly 
exhibit defective synaptic structure and function of CA1 neurons (Chen  et al., 2008), though 
the mechanism by which the loss of Dysbindin induces schizophrenia-like behaviors, 
remains unclear.  Recently, we revealed that Dysbindin is involved in neural development 
through the regulation of the actin skeleton organization (Kubota et al., 2008). This study 
showed that knockdown of Dysbindin resulted in the aberrant organization of the actin 
cytoskeleton in SH-SY5Y cells. Furthermore, morphological abnormalities of the actin 
cytoskeleton were similarly observed in growth cones of cultured hippocampal neurons 
derived from sdy mice. In addition, a significant correlation was found between Dysbindin 
expression levels and the phosphorylation level of c-Jun N-terminal kinase (JNK), which is 
implicated in the regulation of cytoskeletal organization. These findings revealed that 
Dysbindin plays a key role in coordinating JNK signaling and actin cytoskeleton 
organization, which are required for neuronal development. 

5. Mechanism of tumor necrosis factor receptor (TNFR) associated  
protein 1 (TRAP1)-N-cadherin alteration-induced psychiatric disorders  
An increase in serum tumor necrosis factor-α (TNF-α) level is closely related to the 
pathogenesis of major depression (Irwin & Miller, 2007). The tumor necrosis factor receptor 
assoicated protein (TRAP1) was detected in whole brain lysates (Song et al., 1995). TRAP1 is 
a member of the heat shock protein 90 (HSP90) family and possesses ATPase activity, but 
lacks chaperone activity (Felts et al., 2000). However, the function and molecular mechanism 
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of the TNF-TRAP system remain unclear. In the following section, we will describe the 
evidence that TRAP1 regulates the expression of adhesion molecule (Kubota et al., 2009). 

5.1 TRAP1 is widely expressed in neurons through the brain, including in regions 
known to be affected in patients with major depression 
In situ hybridization histochemistry and immunocytochemistry revealed that TRAP1 
mRNA and protein are broadly expressed in neurons throughout the gray matter of the 
brain and the spinal cord, including in regions known to be affected in patients with major 
depression patients, such as the medial prefrontal cortex, hippocampus and nuclei 
producing monoamine: the substantia nigra pars compacta, dorsal raphe nucleus and locus 
ceruleus (Nestler et al., 2002; Berton and Nestler, 2006). However, glial cells such as 
astrocytes and oligodendrocytes are devoid of TRAP1. In addition, punctate 
immunostaining of TRAP1 was detected in the cytoplasm, which is consistent with 
previously reported mitochondrial localization of TRAP1 in a cell culture (Felts et al., 2000).  

5.2 TRAP1 regulates cell adhesion 
A striking cell-scattering phenotype was observed in TRAP1 knockdown SH-SY5Y cells. 
Cells transfected with siTRAP1 were dispersed throughout the dish, compared to cells 
transfected with control siRNA, which grew in aggregates resembling untransfected SH-
SY5Y cells (Fig. 4A,B). This phenomenon was detectable as early as 24 h after transfection 
and became more prominent by 72 h after transfection. Immunostaining of actin filaments in 
siRNA-treated cells showed no difference in cytoskeletal structure. Quantification of the 
percentage of cells with no inter-cellular contacts after staining for actin detected a 6.2-fold 
increase in cells transfected with siTRAP1(36%) compared to cells transfected with control 
siRNA (5.8%). The cell aggregation assay revealed that TRAP1 knockdown cells were 
characterized by decreased efficacy of cell-cell adhesion compared with control cells, 
suggesting an alteration in calcium-dependent cell adhesion is affected. These results 
strongly indicate that TRAP1 regulates downstream molecules crucial for cell adhesion. 

5.3 N-cadherin is transcriptionally down-regulated in TRAP1 knockdown cells 
Expression levels of cell adhesion molecules, including N-cadherin, are directly related to 
the cell-scattering phenomenon (Hayashida et al., 2006; Yasuda et al., 2007) and N-cadherin 
mediates calcium-dependent cell adhesion in neuronal cells (Takeuchi and Nakagawa, 2007) 
Our findings showed that N-cadherin levels were remarkably decreased throughout the 
cytoplasm of TRAP1 knockdown cells, including around the membrane where cell-adhesion 
takes place, compared to control cells (Fig. 4C,D). Immunoblotting experiments confirmed 
this finding, showing a significant decrease in N-cadherin expression in TRAP1 knockdown 
cells  from as early as 24 h until at least 2 h after transfection. However, the expression level 
of β-catenin, which is involved in the regulation of cell-adhesion, was unaffected. These 
results suggest that the cell scattering phenotype  detected in TRAP1 knockdown cell is at 
least partially mediated by a reduction of N-cadherin expression in those cells. 
To exclude the possibility that cell viability or migration may contributes to the cell-
scattering phenotype in TRAP1 knockdown cells, we examined cell viability by the 3-(4,5-
dimethylthiazol2-yl)-2,5-diphenyltetrazolium bromide (MTT) assay and migration by the 
wound-healing assay. Although a slight decrease in cell viability was observed  in TRAP1 
knockdown cells compared to control cells 48 h after transfection or later, no changes were 
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detected 24 h after transfection, when the cell-scattering phenotype of TRAP1 was already 
observed. No significant changes in the rate of cell migration were observed.  
To determine if down-regulation of N-cadherin induced by siTRAP1 occurs at the 
transcriptional level, N-cadherin mRNA levels were measured by real-time RT-PCR analysis 
48 h after siRNA transfection, which showed that N-cadherin mRNA levels in TRAP1 
knockdown cells were approximately 45% lower than in control cells. These results indicate 
that TRAP1 knockdown induces transcriptional down-regulation of N-cadherin. 

5.4 E2F1, a putative transcription factor of N-cadherin, is down-regulated in TRAP1 
knockdown cells 
To determine the possible involvement of a transcription factor in down-regulation of N-
cadherin in TRAP1 knockdown cells, a search DBTSS (Database of Transcriptional Start 
Sites) and TRANSFAC (The Transcription Factor Database) database was conducted. This 
search revealed a putative binding site for E2F1 in the promoter region of the N-cadherin 
gene. Immunoblot analysis and real-time PCR showed that E2F1 mRNA and protein levels 
were significantly decreased in TRAP1 knockdown cells (Fig. 4E), although the mRNA level 
of c-Myc, another representative transcription factor, was not affected, In addition, SH-SY5Y 
cells transfected with the N-cadherin-luciferase plasmid showed strong activity of the 
reporter, and this activity was suppressed in TRAP1 knockdown cells, mimicking the 
signaling cascade detected in vitro. Furthermore, exogenously transfected E2F1 showed a 
7.5-fold induction of luciferase reporter activity relative to the control vector. These results 
indicate that E2F1 plays a regulatory role upstream of N-cadherin in TRAP1 knockdown 
cells. 

5.5 Reduced phosphorylation of STAT causes down-regulation of E2F1 in TRAP1 
knockdown cells 
A recognition sequence for STAT3 is located 89bp upstream of the transcription initiation 
site of the E2F1 gene. Upon activation, STAT3 proteins are tyrosine-phosphorylated, 
dimerize and translocate to the nucleus where the nuclear phospho-STAT binds to STAT 
recognition sites located in the promoter region of downstream genes to promote the 
transcription of those genes. In TRAP1 knockdown cells, the amount of tyrosine-
phosphorylated STAT3, but not the total amount of tyrosine-phosphorylated STAT3, was 
significantly reduced. In addition, the promoter activity of the E2F1 gene was significantly 
reduced if the STAT3 recognition site was deleted and if TRAP1 was knocked down. These 
data indicate that TRAP1 regulates the tyrosine phopsphorylation status of STAT3, which 
controls the expression of E2F1, and thus modulates the transcription of N-cadherin. 

5.6 Role of the TRAP1-N-cadherin cascade in psychiatric disorders (Fig. 4G) 
Because N-cadherin is involved in the morphogenesis of synapses (Okamura et al., 2004; 
Togashi et al., 2002), the regulation of the morphology of dendritic spines by TRAP1 via N-
cadherin was analyzed in cultured hippocampal neurons. Spines are divided into 2 types 
based on morphology, namely: pedunculated and sessile with the former possessing a 
substantial stalk construction that is absent in the latter (Greg et al., 1999). In TRAP1 
knockdown neurons, spines were predominantly sessile. Only 20.8% of spines displayed a 
pedunculate morphology compared with 66.7% in control neurons. Functionally, N-
cadherin regulates synaptic plasticity; The activity dependent accumulation of N-cadherin  
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of the TNF-TRAP system remain unclear. In the following section, we will describe the 
evidence that TRAP1 regulates the expression of adhesion molecule (Kubota et al., 2009). 

5.1 TRAP1 is widely expressed in neurons through the brain, including in regions 
known to be affected in patients with major depression 
In situ hybridization histochemistry and immunocytochemistry revealed that TRAP1 
mRNA and protein are broadly expressed in neurons throughout the gray matter of the 
brain and the spinal cord, including in regions known to be affected in patients with major 
depression patients, such as the medial prefrontal cortex, hippocampus and nuclei 
producing monoamine: the substantia nigra pars compacta, dorsal raphe nucleus and locus 
ceruleus (Nestler et al., 2002; Berton and Nestler, 2006). However, glial cells such as 
astrocytes and oligodendrocytes are devoid of TRAP1. In addition, punctate 
immunostaining of TRAP1 was detected in the cytoplasm, which is consistent with 
previously reported mitochondrial localization of TRAP1 in a cell culture (Felts et al., 2000).  

5.2 TRAP1 regulates cell adhesion 
A striking cell-scattering phenotype was observed in TRAP1 knockdown SH-SY5Y cells. 
Cells transfected with siTRAP1 were dispersed throughout the dish, compared to cells 
transfected with control siRNA, which grew in aggregates resembling untransfected SH-
SY5Y cells (Fig. 4A,B). This phenomenon was detectable as early as 24 h after transfection 
and became more prominent by 72 h after transfection. Immunostaining of actin filaments in 
siRNA-treated cells showed no difference in cytoskeletal structure. Quantification of the 
percentage of cells with no inter-cellular contacts after staining for actin detected a 6.2-fold 
increase in cells transfected with siTRAP1(36%) compared to cells transfected with control 
siRNA (5.8%). The cell aggregation assay revealed that TRAP1 knockdown cells were 
characterized by decreased efficacy of cell-cell adhesion compared with control cells, 
suggesting an alteration in calcium-dependent cell adhesion is affected. These results 
strongly indicate that TRAP1 regulates downstream molecules crucial for cell adhesion. 

5.3 N-cadherin is transcriptionally down-regulated in TRAP1 knockdown cells 
Expression levels of cell adhesion molecules, including N-cadherin, are directly related to 
the cell-scattering phenomenon (Hayashida et al., 2006; Yasuda et al., 2007) and N-cadherin 
mediates calcium-dependent cell adhesion in neuronal cells (Takeuchi and Nakagawa, 2007) 
Our findings showed that N-cadherin levels were remarkably decreased throughout the 
cytoplasm of TRAP1 knockdown cells, including around the membrane where cell-adhesion 
takes place, compared to control cells (Fig. 4C,D). Immunoblotting experiments confirmed 
this finding, showing a significant decrease in N-cadherin expression in TRAP1 knockdown 
cells  from as early as 24 h until at least 2 h after transfection. However, the expression level 
of β-catenin, which is involved in the regulation of cell-adhesion, was unaffected. These 
results suggest that the cell scattering phenotype  detected in TRAP1 knockdown cell is at 
least partially mediated by a reduction of N-cadherin expression in those cells. 
To exclude the possibility that cell viability or migration may contributes to the cell-
scattering phenotype in TRAP1 knockdown cells, we examined cell viability by the 3-(4,5-
dimethylthiazol2-yl)-2,5-diphenyltetrazolium bromide (MTT) assay and migration by the 
wound-healing assay. Although a slight decrease in cell viability was observed  in TRAP1 
knockdown cells compared to control cells 48 h after transfection or later, no changes were 
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detected 24 h after transfection, when the cell-scattering phenotype of TRAP1 was already 
observed. No significant changes in the rate of cell migration were observed.  
To determine if down-regulation of N-cadherin induced by siTRAP1 occurs at the 
transcriptional level, N-cadherin mRNA levels were measured by real-time RT-PCR analysis 
48 h after siRNA transfection, which showed that N-cadherin mRNA levels in TRAP1 
knockdown cells were approximately 45% lower than in control cells. These results indicate 
that TRAP1 knockdown induces transcriptional down-regulation of N-cadherin. 

5.4 E2F1, a putative transcription factor of N-cadherin, is down-regulated in TRAP1 
knockdown cells 
To determine the possible involvement of a transcription factor in down-regulation of N-
cadherin in TRAP1 knockdown cells, a search DBTSS (Database of Transcriptional Start 
Sites) and TRANSFAC (The Transcription Factor Database) database was conducted. This 
search revealed a putative binding site for E2F1 in the promoter region of the N-cadherin 
gene. Immunoblot analysis and real-time PCR showed that E2F1 mRNA and protein levels 
were significantly decreased in TRAP1 knockdown cells (Fig. 4E), although the mRNA level 
of c-Myc, another representative transcription factor, was not affected, In addition, SH-SY5Y 
cells transfected with the N-cadherin-luciferase plasmid showed strong activity of the 
reporter, and this activity was suppressed in TRAP1 knockdown cells, mimicking the 
signaling cascade detected in vitro. Furthermore, exogenously transfected E2F1 showed a 
7.5-fold induction of luciferase reporter activity relative to the control vector. These results 
indicate that E2F1 plays a regulatory role upstream of N-cadherin in TRAP1 knockdown 
cells. 

5.5 Reduced phosphorylation of STAT causes down-regulation of E2F1 in TRAP1 
knockdown cells 
A recognition sequence for STAT3 is located 89bp upstream of the transcription initiation 
site of the E2F1 gene. Upon activation, STAT3 proteins are tyrosine-phosphorylated, 
dimerize and translocate to the nucleus where the nuclear phospho-STAT binds to STAT 
recognition sites located in the promoter region of downstream genes to promote the 
transcription of those genes. In TRAP1 knockdown cells, the amount of tyrosine-
phosphorylated STAT3, but not the total amount of tyrosine-phosphorylated STAT3, was 
significantly reduced. In addition, the promoter activity of the E2F1 gene was significantly 
reduced if the STAT3 recognition site was deleted and if TRAP1 was knocked down. These 
data indicate that TRAP1 regulates the tyrosine phopsphorylation status of STAT3, which 
controls the expression of E2F1, and thus modulates the transcription of N-cadherin. 

5.6 Role of the TRAP1-N-cadherin cascade in psychiatric disorders (Fig. 4G) 
Because N-cadherin is involved in the morphogenesis of synapses (Okamura et al., 2004; 
Togashi et al., 2002), the regulation of the morphology of dendritic spines by TRAP1 via N-
cadherin was analyzed in cultured hippocampal neurons. Spines are divided into 2 types 
based on morphology, namely: pedunculated and sessile with the former possessing a 
substantial stalk construction that is absent in the latter (Greg et al., 1999). In TRAP1 
knockdown neurons, spines were predominantly sessile. Only 20.8% of spines displayed a 
pedunculate morphology compared with 66.7% in control neurons. Functionally, N-
cadherin regulates synaptic plasticity; The activity dependent accumulation of N-cadherin  
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Fig. 4. TRAP1 is involved in cell-cell adhesion. A,B: Immunohistochemistry of TRAP1 
knockdown and control cells stained with an anti-TRAP1 antibody (red) and DAPI(blue). 
TRAP1 protein levels are markedly reduced in B. In addition, cells transfected with siTRAP1 
were dispersed throughout the dish (B), compared withcells transfected with control 
siRNAthat grew in aggregates resembling untransfected SH-SY5Y cells. C,D: TRAP1 
knockdown results in the down-regulation of N-cadherin. Immunohistochemistry of TRAP1 
knockdown cells (D) compared with that of control cells (C) stained with an anti-N-cadherin 
antibody (green) and DAPI (blue). In the TRAP1 knockdown cells (D), N-cadherin is 
remarkably decreased throughout the cytoplasm, including around the membrane where 
cell-adhesion takes place. C: Immunobloting of TRAP1 knockdown cells at 48 h after 
transfection with anti-TRAP1, E2F1 and GAPDH antibodies.E2F1 expression was 
significantly decreased in the TRAP1 knockdown cells, showing that TRAP1 knockdown 
decreases the transcription activity of the N-cadherin promoter. D: Immunoblotting of 
TRAP1 knockdown cells with anti-TRAP1, phosphorylated STAT3 (Tyr705) (p-Tyr STAT3), 
STAT3 and GAPDH antibodies 48h after transfection. The level of tyrosine-phosphorylated 
STAT was significantly reduced in the TRAP1 knockdown cells. D: Molecular pathway of 
the TRAP1-N-cadherin cascade. TRAP1 regulates the tyrosine phosphorylation of STAT3, 
which controls the expression of E2F, and thus, subsequently modulates the transcription of 
N-cadherin. As TRAP1 mutations are deeply involved in major depression, the disturbance 
of cell adhesion by the reduction of N-cadherin which causes abnormal neural circuit 
formation, may be  important in the pathogenesis of major depression. 

at synapse is essential for spine remodeling and long term potentiation, suggesting that N-
cadherin plays important roles in higher brain function such as learning and memory. It is 

Molecular Mechanism of the Involvement of the Susceptibility Genes, DISC1, PACAP, TRAP1 and 
Dysbindin in Major Psychiatric Disorders Such as Schizophrenia, Depression and Bipolar Disease 

 

459 

therefore likely that altered expression of N-cadherin may be associated with the 
pathogenesis of mental disorders.   
In support of this, we showed that 4 SNPs in the TRAP1 gene may be associated with the 
pathogenesis of mental disorders, particularly major depression, including 2 SNPs that 
cause an amino acid change in the TRAP1 protein:R07G (rs1 3926) and D395E (rs1 136948). 
Moreover, these 2 non-synonymous SNPs are located in the region critical for the binding of 
TRAP1 to TNFR1, suggesting that the binding affinity of TRAP1 to TNFR1 or the 
downstream signaling of TRAP1 might be altered in these disorders. 

6. Involvement of DISC1 in psychiatric disorders (Fig. 5) 
DISC1 has been identified as a potential susceptibility gene for major psychiatric disorders. 
Disruption of this gene by a balanced translocation (1:11,q42.1;q14.3) results in a predicted 
C-terminal truncation of the open reading frame. Furthermore, this anomaly is segregated 
with schizophrenia and affective disorders in a large Scottish family (Millar et al., 
2000,2001). A frameshift mutation of DISC1 has been identified in an American family with 
schizophrenia and schizoaffective disorder (Sach et al., 2005), and the association of the 
SNPs of DISC1 with schizophrenia, schizoaffetive disorder and bipolar disorder has also 
been suggested (Hodgkinson et al., 2004). 

6.1 Interacting partners bind to the area close to the translocation breakpoint of 
DISC1 
DISC1 has been proposed to be a multifunctional protein that interacts with multifunctional 
protein that interact with multiple proteins of the centrosome and cytoskeletal system at a 
distinct domain (Morris et al., 2003; Ozaki et al., 2003). The function of DISC1 could 
therefore be regulated by DISC1 binding proteins. The DISC1 binding partners, fasciculation 
and elongation protein zeta-1 (Fez1), DBZ and kendrin were identified using yeast 2-hybrid 
analysis. The interaction between DISC1 and Fez1, DISC1 and DBZ, and DISC1 and Kendrin 
were confirmed by immunoprecipitation assays（Matsuzaki & Tohyama, 2007, Miyoshi et 
al., 2003, Hattori et al., 2007）. 

6.2 Role of DISC1-Fez1 interaction in psychiatric disorders (Miyoshi et al.,2003) 
The DISC1-Fez1 interaction identified in vitro was confirmed in vivo by showing the  co-
localization of DISC1 and Fez1 in neurons of the hippocampus, cerebral cortex and olfactory 
bulb. Analysis of the intracellular localization of DISC1 revealed that DISC1 and Fez1 co-
localize in growth cones in cultured hippocampal neurons. The interactions of these proteins 
are associated with F-actin. The finding that a molecular complex composed of DISC1, Fez1 
and actin is located in the growth cone of neurite suggests the  involvement of the DISC1-
Fez1 interaction in neurite extension. In support of this, both DISC1 and Fez1 were found to 
be expressed in the brain during an early ontogenetical stage Honda et al., 2004). The 
physiological role of the DISC1-Fez1 interaction in neuronal cells, especially at the stage of 
neurite outgrowth, was examined using PC12 cells. After stimulation with nerve growth 
factor (NGF), PC12 cells cease proliferation and begin to extend neuritis. The interaction 
between FLAG-tagged DISC1 and endogenous Fez1 was examined over the course of 
neuronal differentiation. The amount of Fez1 in immunoprecipitates obtained using an anti-
FLAG antibody was drastically increased upon NGF stimulation, suggesting that the DISC1-
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therefore likely that altered expression of N-cadherin may be associated with the 
pathogenesis of mental disorders.   
In support of this, we showed that 4 SNPs in the TRAP1 gene may be associated with the 
pathogenesis of mental disorders, particularly major depression, including 2 SNPs that 
cause an amino acid change in the TRAP1 protein:R07G (rs1 3926) and D395E (rs1 136948). 
Moreover, these 2 non-synonymous SNPs are located in the region critical for the binding of 
TRAP1 to TNFR1, suggesting that the binding affinity of TRAP1 to TNFR1 or the 
downstream signaling of TRAP1 might be altered in these disorders. 

6. Involvement of DISC1 in psychiatric disorders (Fig. 5) 
DISC1 has been identified as a potential susceptibility gene for major psychiatric disorders. 
Disruption of this gene by a balanced translocation (1:11,q42.1;q14.3) results in a predicted 
C-terminal truncation of the open reading frame. Furthermore, this anomaly is segregated 
with schizophrenia and affective disorders in a large Scottish family (Millar et al., 
2000,2001). A frameshift mutation of DISC1 has been identified in an American family with 
schizophrenia and schizoaffective disorder (Sach et al., 2005), and the association of the 
SNPs of DISC1 with schizophrenia, schizoaffetive disorder and bipolar disorder has also 
been suggested (Hodgkinson et al., 2004). 

6.1 Interacting partners bind to the area close to the translocation breakpoint of 
DISC1 
DISC1 has been proposed to be a multifunctional protein that interacts with multifunctional 
protein that interact with multiple proteins of the centrosome and cytoskeletal system at a 
distinct domain (Morris et al., 2003; Ozaki et al., 2003). The function of DISC1 could 
therefore be regulated by DISC1 binding proteins. The DISC1 binding partners, fasciculation 
and elongation protein zeta-1 (Fez1), DBZ and kendrin were identified using yeast 2-hybrid 
analysis. The interaction between DISC1 and Fez1, DISC1 and DBZ, and DISC1 and Kendrin 
were confirmed by immunoprecipitation assays（Matsuzaki & Tohyama, 2007, Miyoshi et 
al., 2003, Hattori et al., 2007）. 

6.2 Role of DISC1-Fez1 interaction in psychiatric disorders (Miyoshi et al.,2003) 
The DISC1-Fez1 interaction identified in vitro was confirmed in vivo by showing the  co-
localization of DISC1 and Fez1 in neurons of the hippocampus, cerebral cortex and olfactory 
bulb. Analysis of the intracellular localization of DISC1 revealed that DISC1 and Fez1 co-
localize in growth cones in cultured hippocampal neurons. The interactions of these proteins 
are associated with F-actin. The finding that a molecular complex composed of DISC1, Fez1 
and actin is located in the growth cone of neurite suggests the  involvement of the DISC1-
Fez1 interaction in neurite extension. In support of this, both DISC1 and Fez1 were found to 
be expressed in the brain during an early ontogenetical stage Honda et al., 2004). The 
physiological role of the DISC1-Fez1 interaction in neuronal cells, especially at the stage of 
neurite outgrowth, was examined using PC12 cells. After stimulation with nerve growth 
factor (NGF), PC12 cells cease proliferation and begin to extend neuritis. The interaction 
between FLAG-tagged DISC1 and endogenous Fez1 was examined over the course of 
neuronal differentiation. The amount of Fez1 in immunoprecipitates obtained using an anti-
FLAG antibody was drastically increased upon NGF stimulation, suggesting that the DISC1-
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Fez1 interaction is up-regulated by NGF stimulation.. Furthermore, when treated with NGF, 
DISC1-stable lines exhibited enhanced neurite extension compared to mock-stable cells. 
These findings established that DISC1 participates in neurite outgrowth through its 
interaction with Fez1. In schizophrenia with DISC1 translocation carriers, in which Fez1 
cannot bind to DISC1 owing to its translocation, neuronal circuit formation may remain 
immature. In addition, an association between the SNPs of the Fez1 gene and schizophrenia 
has also been suggested in a Japanese population (Yamada et al., 2004). 

6.3 Role of the DISC1-Kendrin interaction in psychiatric disorders 
(Miyoshi et al., 2004; Shimizu et al. 2008) 
6.3.1 The carboxy-terminal region of DISC1 is essential for the DISC1-Kendrin 
interaction 
Kendrin, also referred to as pericentrin-B, is a calmodulin-binding protein localized 
specifically on centrosomes. Through the presence of the PACT domain, Kendrin is targeted 
to the centrosome. Co-localization of DISC1 and Kendrin was demonstrated in SH-SY5Y 
neuroblastoma cells transfected. In addition, co-localization of DISC1 and Kendrin at the 
centrosome was confirmed by immunohisotchemistry. DISC1 lacking the putative Kendrin 
binding region (amino acid 446-553) (KBR) is unable to target to the centrosome and 
distributes diffusely throughout the cytoplasm, showing that interaction of DISC1 with 
Kendrinis essential for its centrosomal localization. A direct yeast 2-hybrid interaction assay 
suggested that a short fragment of amino acids 446-533 of DISC1 constituting the binding 
region (KBR) was essential for the interaction with Kendrin. A subsequent study using 
immunoprecipitation assays in HEK293 cells in which Kendrin was endogenously 
expressed confirmed that KBR is critical for the interaction with Kendrin as described below. 
Cells were transiently transfected with expression vectors for HA-tagged full-length DISC1 
(DISC1-HA) and the HA-tagged DISC1 deletion muctant lacking the KBR (DSC1⊿KBR-HA). 
Endogenous Kendrin was coimmunoprecipitated with DISC1-HA, but not with 
DISC1⊿KBR-HA. These findings indicate that KBR is the binding region of DISC1 to 
Kendrin. To examine whether KBR itself could bind to Kendrin, several DISC1 deletion 
mutants were prepared: GDBP (amino acids 348-597－FLAG, BPC (amino acids 598-854)-
FLAG, BR (amino acids 446-633)-FLAG, KBR-FLAG and KBRC (amino acids 446-854)-FLAG. 
Surprisingly, endogenous Kendrin was detected in immunoprecipitates from cells 
transfected with KBRC-FLAG, but it was barely detected in  immunoprecipitates from cells 
transfected with GDBP-FLAG, BPC-FLAG, BR-FRAG or KBR-FLAG. These findings confirm 
KBR as the Kendrin binding region for DISC1 to Kendrin, but also show that the binding to 
Kendrin is enhanced remarkably in the presence of the carboxy-terminal region downstream 
of KBR. Thus, KBR is required but not sufficient for the interaction, and the carboxy-
terminal region of DISC1 is also indispensable for the binding to Kendrin. 

6.3.2 The carboxy-terminal region of DISC1 is required for the localization of DISC1 to 
the centrosome 
Next, we determined which part of DISC1 is indispensable for co-localization of DISC1 with 
Kendrin at the centrosome. KBRC-FLAG showed a diffuse pattern in the cytoplasm but 
clearly revealed a strong ‘dot' pattern in the perinuclear area. The merged image of KBRC-
FLAG and Kendrin showed that they were colocalized at the centrosome. On the other 
hand, localization of KBR-FLAG showed a diffuse distribution pattern in the nucleus and 
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cytoplasm without strong staining at the centrosome. Staining of BR-FLAG and GDBP-
FLAG was characterized by a small punctate distribution pattern, while BPC-FLAG 
exhibited a diffuse distribution in the cytoplasm. However, BPC-FLAG was not detected at 
the centrosome. Taken together, these findings demonstrate that the carboxy-terminal half 
of the DISC1 protein containing KBR and the downstream region of KBR are necessary and 
sufficient to target the DISC1 protein to the centrosome.  

6.3.4 Inhibition of the DISC1-Kendrin interaction perturbs the microtubule network 
formation 
The interaction of DISC1 with Kendrin at the centrosome and the key role of Kendrin in 
microtubule nucleation at the centrosome suggest that the interaction between DISC1 and 
Kendrin may affect microtubule network formation. The DISC1-binding region of Kendrin 
(DBR) (amino acids 2918-305) was first identified. To inhibit the DISC1-Kendrin interaction 
specifically at the centrosome, a FLAG-tagged DRB-PACT (DBR-PACT-FLAG) construct 
was prepared including DBR and PACT (a conserved centrosomal targeting motif in CG-
NAP and pericentrin). Microtubule aster formation was then observed in COS cells 
transfected with either the DBZ-PACT-FLAG or PACT-FLAG expression vector. Mock-
transfected cells showed microtubule aster formation at the centrosome. However, over-
expression of DBR-PACT-FLAG resulted in a significant decrease in the percentages of cells 
containing the microtubule aster compared with cells expressing PACT-FLAG. In addition, 
over-expression of DISC1 ⊿KBR-FLAG resulted in a significant decrease in the percentage of 
cells containing the microtubule aster compared with mock-transfected cells. These results 
show that the DISC1-Kendrin interaction is involved in brain maturation through the 
regulation of microtubule organization. 

6.3.5 Role of the DISC1-Kendrin interaction in mental disorders 
Over-expression of the DISC1-binding region of Kendrin perturbed the normal distribution 
of the stabilized microtubule network. The over-expression of DISC1 lacking the Kendrin 
binding site caused an impairment in microtubule aster formation. Carriers of the 
chromosomal translocation that segregates with mental diseases are expected to produce the 
truncated mutant DISC1 protein that lacks the carboxy-terminal region, or to have a reduced 
expression of the DISC1 protein. In the case of truncated mutant protein expression, this 
protein would not be able to target to the centrosome and interact with Kendrin, which 
might induce dysfunction of the microtubule network formation. Loss of DISC1 protein 
expression could lead to the dysfunction of microtubules by disrupting the DISC1-Kendrin 
interaction. In addition, involvement of Kendrin in olfactory cilia assembly was also 
reported (Miyoshi et al., 2009). Thus, the DISC1-Kendrin interaction plays a role in neuronal 
development by regulating microtubule organization, showing that mental diseases derived 
from DISC1 dysfunction are neurodevelopmental disease. In addition, our recent analysis 
showed an association between SNPs of the Kendrin gene and bipolar diseases (Anitha et 
al., 2005). 

6.4 Role of DISC1 and its binding proteins with special reference to psychiatric 
disorders 
The present review summarize results showing that DISC1 functions in neural network 
formation by interacting with several binding partners, including Fez1, DBZ, and 
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Fez1 interaction is up-regulated by NGF stimulation.. Furthermore, when treated with NGF, 
DISC1-stable lines exhibited enhanced neurite extension compared to mock-stable cells. 
These findings established that DISC1 participates in neurite outgrowth through its 
interaction with Fez1. In schizophrenia with DISC1 translocation carriers, in which Fez1 
cannot bind to DISC1 owing to its translocation, neuronal circuit formation may remain 
immature. In addition, an association between the SNPs of the Fez1 gene and schizophrenia 
has also been suggested in a Japanese population (Yamada et al., 2004). 

6.3 Role of the DISC1-Kendrin interaction in psychiatric disorders 
(Miyoshi et al., 2004; Shimizu et al. 2008) 
6.3.1 The carboxy-terminal region of DISC1 is essential for the DISC1-Kendrin 
interaction 
Kendrin, also referred to as pericentrin-B, is a calmodulin-binding protein localized 
specifically on centrosomes. Through the presence of the PACT domain, Kendrin is targeted 
to the centrosome. Co-localization of DISC1 and Kendrin was demonstrated in SH-SY5Y 
neuroblastoma cells transfected. In addition, co-localization of DISC1 and Kendrin at the 
centrosome was confirmed by immunohisotchemistry. DISC1 lacking the putative Kendrin 
binding region (amino acid 446-553) (KBR) is unable to target to the centrosome and 
distributes diffusely throughout the cytoplasm, showing that interaction of DISC1 with 
Kendrinis essential for its centrosomal localization. A direct yeast 2-hybrid interaction assay 
suggested that a short fragment of amino acids 446-533 of DISC1 constituting the binding 
region (KBR) was essential for the interaction with Kendrin. A subsequent study using 
immunoprecipitation assays in HEK293 cells in which Kendrin was endogenously 
expressed confirmed that KBR is critical for the interaction with Kendrin as described below. 
Cells were transiently transfected with expression vectors for HA-tagged full-length DISC1 
(DISC1-HA) and the HA-tagged DISC1 deletion muctant lacking the KBR (DSC1⊿KBR-HA). 
Endogenous Kendrin was coimmunoprecipitated with DISC1-HA, but not with 
DISC1⊿KBR-HA. These findings indicate that KBR is the binding region of DISC1 to 
Kendrin. To examine whether KBR itself could bind to Kendrin, several DISC1 deletion 
mutants were prepared: GDBP (amino acids 348-597－FLAG, BPC (amino acids 598-854)-
FLAG, BR (amino acids 446-633)-FLAG, KBR-FLAG and KBRC (amino acids 446-854)-FLAG. 
Surprisingly, endogenous Kendrin was detected in immunoprecipitates from cells 
transfected with KBRC-FLAG, but it was barely detected in  immunoprecipitates from cells 
transfected with GDBP-FLAG, BPC-FLAG, BR-FRAG or KBR-FLAG. These findings confirm 
KBR as the Kendrin binding region for DISC1 to Kendrin, but also show that the binding to 
Kendrin is enhanced remarkably in the presence of the carboxy-terminal region downstream 
of KBR. Thus, KBR is required but not sufficient for the interaction, and the carboxy-
terminal region of DISC1 is also indispensable for the binding to Kendrin. 

6.3.2 The carboxy-terminal region of DISC1 is required for the localization of DISC1 to 
the centrosome 
Next, we determined which part of DISC1 is indispensable for co-localization of DISC1 with 
Kendrin at the centrosome. KBRC-FLAG showed a diffuse pattern in the cytoplasm but 
clearly revealed a strong ‘dot' pattern in the perinuclear area. The merged image of KBRC-
FLAG and Kendrin showed that they were colocalized at the centrosome. On the other 
hand, localization of KBR-FLAG showed a diffuse distribution pattern in the nucleus and 
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cytoplasm without strong staining at the centrosome. Staining of BR-FLAG and GDBP-
FLAG was characterized by a small punctate distribution pattern, while BPC-FLAG 
exhibited a diffuse distribution in the cytoplasm. However, BPC-FLAG was not detected at 
the centrosome. Taken together, these findings demonstrate that the carboxy-terminal half 
of the DISC1 protein containing KBR and the downstream region of KBR are necessary and 
sufficient to target the DISC1 protein to the centrosome.  

6.3.4 Inhibition of the DISC1-Kendrin interaction perturbs the microtubule network 
formation 
The interaction of DISC1 with Kendrin at the centrosome and the key role of Kendrin in 
microtubule nucleation at the centrosome suggest that the interaction between DISC1 and 
Kendrin may affect microtubule network formation. The DISC1-binding region of Kendrin 
(DBR) (amino acids 2918-305) was first identified. To inhibit the DISC1-Kendrin interaction 
specifically at the centrosome, a FLAG-tagged DRB-PACT (DBR-PACT-FLAG) construct 
was prepared including DBR and PACT (a conserved centrosomal targeting motif in CG-
NAP and pericentrin). Microtubule aster formation was then observed in COS cells 
transfected with either the DBZ-PACT-FLAG or PACT-FLAG expression vector. Mock-
transfected cells showed microtubule aster formation at the centrosome. However, over-
expression of DBR-PACT-FLAG resulted in a significant decrease in the percentages of cells 
containing the microtubule aster compared with cells expressing PACT-FLAG. In addition, 
over-expression of DISC1 ⊿KBR-FLAG resulted in a significant decrease in the percentage of 
cells containing the microtubule aster compared with mock-transfected cells. These results 
show that the DISC1-Kendrin interaction is involved in brain maturation through the 
regulation of microtubule organization. 

6.3.5 Role of the DISC1-Kendrin interaction in mental disorders 
Over-expression of the DISC1-binding region of Kendrin perturbed the normal distribution 
of the stabilized microtubule network. The over-expression of DISC1 lacking the Kendrin 
binding site caused an impairment in microtubule aster formation. Carriers of the 
chromosomal translocation that segregates with mental diseases are expected to produce the 
truncated mutant DISC1 protein that lacks the carboxy-terminal region, or to have a reduced 
expression of the DISC1 protein. In the case of truncated mutant protein expression, this 
protein would not be able to target to the centrosome and interact with Kendrin, which 
might induce dysfunction of the microtubule network formation. Loss of DISC1 protein 
expression could lead to the dysfunction of microtubules by disrupting the DISC1-Kendrin 
interaction. In addition, involvement of Kendrin in olfactory cilia assembly was also 
reported (Miyoshi et al., 2009). Thus, the DISC1-Kendrin interaction plays a role in neuronal 
development by regulating microtubule organization, showing that mental diseases derived 
from DISC1 dysfunction are neurodevelopmental disease. In addition, our recent analysis 
showed an association between SNPs of the Kendrin gene and bipolar diseases (Anitha et 
al., 2005). 

6.4 Role of DISC1 and its binding proteins with special reference to psychiatric 
disorders 
The present review summarize results showing that DISC1 functions in neural network 
formation by interacting with several binding partners, including Fez1, DBZ, and 
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Kendrin, which binds to the area near the translocation site of DISC1.  DISC1 interactions, 
including DISC1-Fez1, DISC1-DBZ and DISC1-Kendrin, all play a key role in neuronal 
development. Other groups have identified additional DISC1 interaction partner such as 
NudE-like (NUDEL) (Morris et al., 200; Ozeki et al., 2003), lissenchphaly-1 (LIS1) 
(Brandron et al., 2004), phosphodiesterase 4B (PDE4B) (Millar et al., 2005), glycogen 
synthase kinase 3 (GSK3) (Mao et al., 2009), the motor protein dynein and growth factor 
receptor bound protein 2 (Grb2) (Shinoda et al., 2007;Taya et al., 2007), and these binding 
partners suggested the functional involvement of DISC1 in neural development. DISC1 
therefore plays crucial roles in brain development by affecting neuronal migration, 
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The binding between DISC1 and these molecules play a role in neurodevelopment. 
Accordingly mental disorders in which these molecules are implicated could be considered 
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7. Conclusion 
The results summarized in this review indicate that the TRAP1 cascade, PACAP-stathmin1 
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1. Introduction 
There are many indications that mental disorders such as depression and anxiety disorders 
are directly related to mechanisms of central synaptic transmission of serotonin (5-HT). 
5-HT is a peripherally and centrally occurring transmitter, which is involved in regulation of 
anxiety-related behaviour (Iversen 1984; Griebel 1995) and mood, but mediates also 
learning, appetite, food intake, sexual behaviour, sleep and influences body temperature as 
well as motor activity (Lucki 1998).  

2. Central serotonergic system 
In mammals 5-HT is distributed throughout the body. About 5% are located in the central 
nervous system (CNS). After 5-HT was found in the CNS (Twarog and Page 1953), detailed 
studies of the origin and projection areas of serotonergic neurons in the CNS began (Falck et 
al. 1962).  
Only about 500 000 neurons in the CNS use 5-HT as a transmitter, but serotonergic neurons 
have connections to almost all structures of the brain and show a high degree of axonal 
branching. Dahlström and Fuxe (Dahlstrom and Fuxe 1964) demonstrated by histochemical 
methods that the raphe nuclei are the origin of almost all serotonergic neurons. Amin and 
colleagues (Amin et al. 1954) determined 5-HT levels in various brain areas and found the 
highest concentrations in hypothalamus, midbrain and area postrema.  
5-HT receptors are distributed throughout the CNS, with different distribution patterns for the 
different receptor types. Most 5-HT postsynaptic receptors are located on the subsequent 
neurons. The release of 5-HT is regulated by presynaptic 5-HT receptors that are located either 
at the soma or at the nerve endings of the serotonergic neurons.  Today, the "5-HT Receptor 
Nomenclature Committee of the International Union of Pharmacology (NC-IUPHAR) 
recognizes seven 5-HT receptor families with 16 receptor subtypes (Hoyer et al. 2002).  
In the regulation of anxiety-related behaviour by serotonergic transmission, mainly 5-HT1A 
receptors, 5-HT2A/2C receptors and 5-HT3 receptors are involved (Griebel 1995; Rex et al. 
2007). Involvement of 5-HT1B/1D receptors in the modulation of anxiety-related behaviour 
is discussed.  
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3. Anxiety and anxiety disorders  
Fear or anxiety has protective functions to avoid situations that cause pain, injury or even 
death (Vaas 2000).   
In man, fear is associated with arousal, characterized by symptoms such as restlessness, 
tremor, less α-waves and frequent β-waves in the electroencephalogram, tachypnea, and 
tachycardia, elevated systolic blood pressure, hyperemia of the skeletal muscles, decreased 
blood flow to the internal organs, hypermotility of the stomach, decreased salivation and 
mydriasis. Clinical studies however, found no uniform physiologic reaction pattern due to 
large individual differences (Kielholz and Battegay 1967). It was found that the decrease in 
the frequency of α-waves in the electroencephalogram and the increase in finger tremor and 
respiratory rate correlated best with the perceived anxiety of the subjects.  
But what about anxiety and fear in animals? If one assumes that fear is ... "an emotional 
reaction to the recognition or the recognition of a perceived threat, regardless of whether 
that risk is also a given objective" is considered (Tembrock 2000) and that animals in an 
aversive environment or threatening situations show similar physiological symptoms as 
people, it can be expected that at least highly developed animals due to physiological and 
ethological homologies can feel anxiety or fear (Silverman 1978).  
We are aware that anxiety and fear are human emotions. However, to ease reading also in 
relation to animals we speak of fear, anxious and less anxious behaviour.  
A distinction between pathological and "normal" anxiety is difficult. If, however, continued 
intense fear without real danger and threat perception occurs, or the fear response is 
"unreasonable" compared to the sources of threats, they get disease value.  
Anxiety disorders are among the most common mental disorders. Up to 15% of all people 
suffer during their life from an anxiety disorder (lifetime prevalence) (Kessler et al. 2010).  
Treatment of anxiety disorders and consequences of the disease cause high costs and are 
connected with severe social problems (Wittchen and Jacobi 2005). One in four patients with 
generalized anxiety disorder is not in a position to meet its daily life requirements (Becker 
and Hoyer 2000). The course of anxiety disorders without adequate treatment is chronic 
recurrent and a spontaneous remission was found in only about 14% of the patients 
(Wittchen 1991).  

4. Pharmacotherapy of anxiety disorders  
A rational pharmacotherapy with anxiolytics is the basis for successful treatment of anxiety 
disorders, often combined with psychotherapy (Bandelow et al. 2005). In general, the drug 
therapy lasts for at least 12 months.  
In the search for effective anxiolytic agents, chlordiazepoxide was synthesized in 1957 as the 
first benzodiazepine by Sternberg. The benzodiazepines, such as chlordiazepoxide and 
diazepam, were the first primary anti-anxiety agents. Until the mid-90s benzodiazepines 
were the most commonly prescribed anxiolytics. Despite known sedative effects and 
addictive potential, they are safe drugs for the short-term treatment of anxiety (Lader 2005).  
During the last decade, a fundamental change has taken place in the pharmacotherapy of 
anxiety disorders.  
Nowadays, benzodiazepines, which are still the primary acute intervention in panic 
disorder or drugs of second choice or for an interim treatment in generalized anxiety 
disorder and social phobias, are prescribed less often (Lohse et al. 2004). At present, mainly 
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drugs that affect the serotonergic system, such as buspirone, SSRIs or NSMRI, are 
recommended as first choice (Bandelow, Zohar et al. 2005) (Table 1).  
 

Anxiety Disorders Recommended pharmacotherapy 

Panic disorder 
acute: benzodiazepines 
chronic: non-selective monoamine reuptake inhibitors 
(NSMRI), SSRI 

Generalized anxiety disorder 

SSRI, NSMRI, selective 5-HT-norepinephrine reuptake 
Inibitors (SSNRI), buspirone  
in treatment failure + start: benzodiazepines or 
opipramol 

Social phobia SSRI, moclobemide  
in treatment failure + to start: benzodiazepines 

Obsessive compulsive 
disorder 

NSMRI, SSRIs,  
in treatment failure: combination with neuroleptics 

Table 1. Summary of drugs that are recommended for the treatment of anxiety and 
compulsive disorders by the Drug Commission of the German Medical Association and the 
German Society for Psychiatry, Psychotherapy and Neurology.  

In Germany, phytotherapeutics, prescribed or self-prescribed by the patients, are used 
widely although there is no evidence-based proof of efficacy in anxiety disorders (Kinrys et 
al. 2009). A special role had preparations kava-kava herbal products (Piper methysticum). 
The use of kava-kava and similar "natural remedy" in the industrialized countries increased 
strongly. In some clinical studies, the substance proved to be similarly effective as 
benzodiazepines with very few adverse drug reactions (Witte et al. 2005). In higher doses, 
kava-kava has also sedative and hypnotic effects.   

5. Neurotransmitter systems and anxiety 
Since the discovery of the mode of action of benzodiazepines late 70s (Möhler and Okada 
1977), γ-aminobutyric acid (GABA) is most frequently associated with anxiety disorders and 
their pharmacotherapy. Benzodiazepines augment the GABAergic inhibition via GABA-A 
receptors (Rudolph et al. 2001). Inverse agonists at the binding site for benzodiazepines, 
such as the beta-carboline-3-carboxylic acid N-methylamide, have anxiety-causing effects 
(Moriarty 1995). 
In addition to GABA, 5-HT plays an important role in the development and the persistence 
of anxiety disorders (Griebel 1995). Studies show that patients with anxiety disorders may 
have genetic polymorphisms in the 5-HT transporter (Overview: (Lesch and Gutknecht 
2005) or in the 5-HT2A receptor (Golimbet et al. 2004) and the 5-HT1A receptor (Gordon and 
Hen 2004). In patients with panic disorder the number of 5-HT1A receptors in the limbic 
system was shown to be reduced (Neumeister et al. 2004). Preclinical evidence also points 
towards an involvement of 5-HT3 receptors in the regulation of anxiety (Costall and Naylor 
1992; Rex, Bert et al. 2007), but clinical efficacy is still uncertain (Adell 2010).   
First indications of a link between 5-HT and anxiety-related behaviour resulted from the 
observation that methysergide and metergoline, later on known as 5-HT antagonists, had an 
anxiolytic effect in animal studies (Robichaud and Sledge 1969). The same anxiolytic effect 
was seen following inhibition of 5-HT synthesis by para-chlorophenylalanine in rats in the 
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Geller-Seifter test. This conflict-reducing effect was prevented by treatment with 5-
hydxroxytryptophan (5-HTP), the precursor of 5-HT (Geller and Blum 1970). Therefore, it 
was expected that an increased activity of the central serotonergic system would be 
connected with anxiety and vice versa reduced activity with declined anxiety (Iversen 1984). 
Several studies have shown that an increase in 5-HT concentration in the brain increased 
anxiety and a reduction of 5-HT level reduces anxiety. 
Other neurotransmitters that affect fear-related behaviour include the neuropeptide 
cholecystokinin (CCK), neuropeptide S, adenosine, excitatory amino acids and angiotensin. 
While the fear-producing effect of cholecystokinin is firm, the role of other 
neurotransmitters/-modulators for the development of anxiety, however, is not sufficiently 
understood. 
CCK,, one of the best characterized neuropeptides, was, like 5-HT, discovered originally in 
the digestive tract and found later in the CNS (Vanderhaeghen et al. 1975). Two major 
receptor types were discovered: CCK2 and CCK1 receptors in the brain, whereas in the 
periphery almost exclusively CCK1 receptors occur (Beinfeld et al. 1981). 
The CCK2 receptor is involved in the regulation of fear-related behaviours in humans and 
animals (Fink et al. 1998). In patients with a history of panic disorder and in healthy 
volunteers panic attacks could be triggered by a CCK-4 injection (De Montigny 1989; 
Bradwejn and Koszycki 2001).  
Adenosine is also involved in the regulation of anxiety-related behaviour. High doses of the 
nonselective adenosine receptor antagonist caffeine induce fear in healthy people (Nehlig et 
al. 1992) and trigger panic attacks in patients with known anxiety disorder (Charney et al. 
1985). Rats treated with caffeine, were more anxious in the elevated plus-maze test (X-maze) 
(Kayir and Uzbay 2005) and a free exploratory paradigm (Bert et al. 2011), while an 
adenosine-1 agonist had an anxiolytic effect in the X-maze (Florio et al. 1998). 
For long the renin-angiotensin system has been considered as a classical endocrine system, 
with main effects in the peripheral blood pressure regulation, before an independent renin-
angiotensin system in the CNS was demonstrated (Fischer-Ferraro et al. 1971). In the CNS, 
angiotensinII (ATII) is acting as a neurotransmitter involved in the regulation of anxiety-
related behaviour. In animal studies intraventricular administration of ATII caused 
anxiogenic (Braszko et al. 2003), but also anxiolytic (Holy and Wisniewski 2001) effects in 
the X-maze test. Both, angiotensin1-receptor (AT1) antagonists (Srinivasan et al. 2003) and 
AT2-receptor antagonists (Braszko, Kulakowska et al. 2003) and reduced ATII levels by ACE 
inhibitors reduce the fear in rats (Srinivasan, Suresh et al. 2003). 
Although clinical reports point to an anxiety-reducing effects of ACE inhibitors and AT-
receptor antagonists, there are no valid data in man available (Gard 2004). 

6. Animal models of anxiety and animal anxiety tests 
Anxiety tests in the clinic have the advantage that the volunteers may self-report their 
experiences. To trigger anxiety, the subjects receive either fear-inducing agents (caffeine, 
pentylenetetrazol, lactate infusions or CO2 inhalation), or they undergo psychological tests 
in an aversive environment (Graeff et al. 2003). 
If animals can experience fear (Tembrock 2000), it would be possible to observe behaviour 
and neurochemical changes similar to changes in humans. 
Animal anxiety tests are necessary for the development and characterization of novel 
anxiolytics. A disadvantage of animal studies is that only indirect conclusions about the 
emotions involved are possible by observing the behaviour and physiological side effects. 
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6.1 Historical developments 
There are many animal tests for anxiety available (File 1985; Lister 1990). These tests may be 
divided roughly into three groups: 
1. Tests in which anxiety is induced chemically, such as the drug discrimination test (Lal and 
Emmett-Oglesby 1983); 2. Tests based on conditioned fear / aversion, as the conditioned-
emotional-response test (Davis 1990), the Geller-Seifter test, or the bird-punished-drinking 
test (Geller 1960) and last but not least 3. unconditioned tests, inducing anxiety by a new 
aversive environment, leading to behavioural inhibition. The unconditioned tests of anxiety 
include the X-maze (Handley and Mithani 1984), the black and white box test (Crawley and 
Goodwin 1980), the modified open field test (Rex et al. 1998), the social interaction test 
(Cappell and Latane 1969; File and Pope 1974) and the free exploratory paradigm (Griebel et 
al. 1993). 
In unconditioned tests a conflict situation is created for the animals and changes in the 
innate behaviour in this aversive situation are observed. Examples for innate behaviour of 
animals and inhibiting factors used are: natural exploratory behaviour and avoidance of 
aversive open spaces without protection, co-existing curiosity and fear reactions to the 
appearance of a stranger of their own species, or vocalisations during sudden isolation. 
The animal anxiety tests have to be validated pharmacologically with drugs whose 
anxiolytic or anxiety-inducing effects are known, and biologically by the variation of test 
conditions and their impact on the animals’ behaviour (File 1985). 
Since it is assumed that the different animal anxiety tests detect various forms of anxiety, for 
the determination of drug effects on behaviour also various anxiety tests should be used 
(Hagan et al. 2000). 
In humans and animals two fundamentally different forms of anxiety can be distinguished: 
short-term changes in the emotional state (state anxiety) and a personality trait representing 
enduring anxiety (trait anxiety) (Cattell and Scheier 1958). In humans state anxiety and trait 
anxiety are differentiated with the "State Trait Anxiety Inventory”(Spielberger 1972).  
To our knowledge only the free exploration test, in which home cage leaving behaviour in a 
real home environment is used to measure trait anxiety in rodents. 

6.2 Recent developments and improvements 
Despite the use of benzodiazepines, antidepressants and 5-HT1A agonists in the 
pharmacotherapy of anxiety disorders, only about 40-70% of the patients reach a symptom-
free state (remission) or symptomatic improvement (response) (Kjernisted and Bleau 2004). 
Remission rates with SSRIs are even lower than under the conventional benzodiazepines 
(Pollack 2004). Therefore for the treatment of anxiety disorders, novel drugs with a rapid 
onset and with a constant therapeutic effect, and with fewer adverse effects are needed. 
Consequently, there is still a need for improved animal tests for anxiety, which are capable 
to predict the anxiolytic efficacy of a drug and to mirror different facets of anxiety related 
disorders (Iversen 1984).  
In the 80s and 90s of the last century, tests for anxiety were directed towards the discovery 
of drugs acting at the GABA receptors, because benzodiazepines were the gold-standard in 
the pharmacotherapy of anxiety disorders (Stephens and Andrews 1991). In contrast to the 
reliable detection of effects of GABAergic drugs on anxiety-related behaviour, it appeared 
that the anxiety tests available gained insufficient information regarding 
cholecystokininergic or serotonergic influences on anxiety-related behaviour (Griebel  
1995; Rodgers and Johnson 1995). In order to assess fear-related behaviours more 
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6.1 Historical developments 
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aversive environment, leading to behavioural inhibition. The unconditioned tests of anxiety 
include the X-maze (Handley and Mithani 1984), the black and white box test (Crawley and 
Goodwin 1980), the modified open field test (Rex et al. 1998), the social interaction test 
(Cappell and Latane 1969; File and Pope 1974) and the free exploratory paradigm (Griebel et 
al. 1993). 
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Despite the use of benzodiazepines, antidepressants and 5-HT1A agonists in the 
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(Pollack 2004). Therefore for the treatment of anxiety disorders, novel drugs with a rapid 
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to predict the anxiolytic efficacy of a drug and to mirror different facets of anxiety related 
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that the anxiety tests available gained insufficient information regarding 
cholecystokininergic or serotonergic influences on anxiety-related behaviour (Griebel  
1995; Rodgers and Johnson 1995). In order to assess fear-related behaviours more 
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comprehensively, new tests for anxiety were developed or established tests changed. 
Examples for this progress are the elevated zero maze test (Shepherd et al. 1994) and 
improvements of the open field test. 

6.2.1 Modified open field test and its validation 
The open field has been used since about 80 years to study the locomotor and exploratory 
activity in laboratory rodents (Hall 1934). It could be shown that the movement pattern of 
animals in the brightly lit open field depends on their anxiety. The duration and frequency 
of the stay of animals in the central region or the amount of thigmotaxis indicate the 
intensity of anxiety in the animals. In assessing the behaviour of animals in the open field it 
has to be taken into account that a complex behaviour, which is composed of anxiety-related 
behaviour, neophobia, exploration, motivation, habituation and spatial learning, is 
analyzed. 
In pre-clinical testing easy and quick tests are needed, which in the ideal case, reduce the 
assessment of a complex behaviour to a "yes-no decision". We modified the open field test 
on the basis of existing tests (Britton and Britton 1981). In our test, hungry rats were placed 
in a brightly lit and unfamiliar open field, with a petri dish of the usual rat chow in the 
middle of the open field. The hungry animals had the conflict between food supply and the 
fear of an unknown and aversive environment that suppresses food intake. As a parameter 
of an anxiety- modifying effect, we determined the percentage of rats of a group, which 
began to feed in the open field and could simplify the test (Rex et al. 1996; Rex, Stephens et 
al. 1996). 
The modified open field test has been validated behaviourally and pharmacologically (Rex, 
Voigt et al. 1998). A shorter fasting period results in a less frequent food intake in the open 
field, similar to the offer of unfamiliar food. 
Variations in the illumination of the test arena also changed the incidence of feeding in the 
open field. Increased illumination prevented the food intake entirely, while a reduction of 
light intensity increased the proportion of rats that fed in the aversive open field (Rex et al. 
1994). These findings are consistent with other studies of rat behaviour in an open, aversive 
environment, showing that rats in a dimly lit open field had more social interactions than in 
a brightly lit open field (File and Hyde 1978; Rex et al. 2004). 
We were able to show in this simple animal test not only the known anxiolytic effects of 
GABA agonists, such as diazepam and the β-carboline abecarnil (Rex, Stephens et al. 1996), 
but also the dose-related anxiety-reducing effects of 5-HT1A agonists,  5-HT2A antagonists 
and 5-HT3A antagonists.  Hypnotics, antipsychotics such as haloperidol and stimulants 
such as amphetamine, without fear-reducing effect, did not increase the incidence of feeding 
in the open field (Rex, Voigt et al. 1998). To exclude false positive or false negative results 
locomotor activity and substance-related effects on food intake were also determined (Rex, 
Voigt et al. 1998). 

6.2.2 Risk assessment in the X-maze 
Often, serotonergic drugs fail to change traditional parameters of anxiety-related behaviour 
(De Vry 1995; Griebel 1995). However, the risk assessment behaviour of animals treated 
with serotonergic drugs differed from the behaviour of the controls. Therefore, in addition 
to developing new anxiety tests, a more detailed analysis and precise description of the 
behaviour in the commonly used tests was suggested. The determination of the risk 
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behaviour of rats and mice in the X-maze is now common in the assessment of anxiety-
related behaviour (Rodgers et al. 1997). We observed that guinea pigs after placement on the 
X-maze remained motionless in the centre of the test apparatus ("freezing"). The duration of 
freezing was shortened by anxiolytics such as diazepam, the 5-HT1A agonist 8-OH-DPAT or 
the CCK2-receptor antagonist L365, 260 and significantly prolonged by fear-inducing 
substances, such as CCK-4 (Rex et al. 1994). Similar findings were observed in rats. Rats of a 
more anxious strain showed a longer freezing-period compared with a less anxious strain 
(Rex et al. 1999). 

6.2.3 Variation of pre-test and test procedures 
The widespread use of unconditioned tests (Lister 1990) also led to varying results across 
different laboratories, caused by various reasons. 
Variations in the construction of the experimental apparatus, for example, can affect the 
explorative activity of the animals. These variations include the mechanical stability of the 
entire experimental apparatus (Jones et al. 2002), the use of different materials of the walls of 
the open fields (Ohl and Keck 2003) or the use of opaque or translucent wall materials for 
the closed arms of X-maze (Anseloni and Brandao 1997). 
Similar effects have variations in the handling and husbandry of animals before and during 
the test, which can alter both the spontaneous behaviour and sensitivity to anxiety-
modulating drugs. Examples include: repeated "handling" (Andrews and File 1993), stress 
factors in the environment (also in the animal unit) (Haller and Halasz 1999), light 
conditions in the animal unit and in the test arena, social stress or isolation (Rodgers and 
Cole 1993) or test-experience of the animals (Hagan, Harper et al. 2000). 
We could show that the rearing conditions in rats have an impact on the fear-related 
behaviour of the animals. It appears that rats that were reared either single housed or in 
groups, differed in anxiety-related behaviour. Animals reared in social isolation, behaved 
much more fearless on the X-maze (Marsden et al. 1995). 
For the above reasons, a pharmacological and a behavioural validation is needed to compare 
own results with those in the literature. As an example for our laboratory, we established 
and validated the social interaction test in rats. 

6.2.4 Validation of the social interaction test  
The social interaction test, based on the open field test, was developed by (Cappell and 
Latane 1969) and validated throughout (File, 1978). When two rats, unknown to each other, 
are placed in a test arena, there will be contacts between the two animals. The time and 
frequency of individual forms of active social interaction during the tests are measured. In 
the aversive environment of a brightly lit open field contacts between the two animals are 
less frequent than in a non aversive environment (File 1985). Benzodiazepines stimulate the 
interaction between the two rats under aversive conditions (File and Hyde 1978). The use of 
non-GABAergic drugs led to conflicting results (De Vry 1995; Griebel 1995). 
To assess the influence of organismic test variations on the fear-related behaviour, we tested 
a generally more anxious rat strain (Wistar [Wist: Shoe] Dimed Schönwalde GmbH, 
Germany) and a less anxious rat strain (Sprague Dawley [SD: Shoe], Dimed Schönwalde 
GmbH, Germany). We found that the duration of individual housing before the test and the 
associated social deprivation, had a significant influence on the duration and frequency of 
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comprehensively, new tests for anxiety were developed or established tests changed. 
Examples for this progress are the elevated zero maze test (Shepherd et al. 1994) and 
improvements of the open field test. 

6.2.1 Modified open field test and its validation 
The open field has been used since about 80 years to study the locomotor and exploratory 
activity in laboratory rodents (Hall 1934). It could be shown that the movement pattern of 
animals in the brightly lit open field depends on their anxiety. The duration and frequency 
of the stay of animals in the central region or the amount of thigmotaxis indicate the 
intensity of anxiety in the animals. In assessing the behaviour of animals in the open field it 
has to be taken into account that a complex behaviour, which is composed of anxiety-related 
behaviour, neophobia, exploration, motivation, habituation and spatial learning, is 
analyzed. 
In pre-clinical testing easy and quick tests are needed, which in the ideal case, reduce the 
assessment of a complex behaviour to a "yes-no decision". We modified the open field test 
on the basis of existing tests (Britton and Britton 1981). In our test, hungry rats were placed 
in a brightly lit and unfamiliar open field, with a petri dish of the usual rat chow in the 
middle of the open field. The hungry animals had the conflict between food supply and the 
fear of an unknown and aversive environment that suppresses food intake. As a parameter 
of an anxiety- modifying effect, we determined the percentage of rats of a group, which 
began to feed in the open field and could simplify the test (Rex et al. 1996; Rex, Stephens et 
al. 1996). 
The modified open field test has been validated behaviourally and pharmacologically (Rex, 
Voigt et al. 1998). A shorter fasting period results in a less frequent food intake in the open 
field, similar to the offer of unfamiliar food. 
Variations in the illumination of the test arena also changed the incidence of feeding in the 
open field. Increased illumination prevented the food intake entirely, while a reduction of 
light intensity increased the proportion of rats that fed in the aversive open field (Rex et al. 
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social contacts. Without a previous isolation we observed little interest in the other animal 
(Rex, Voigt et al. 2004). 
Reduction of the aversive nature of the test arena by lower illumination or by a previous 
habituation to the test arena led to increased social interaction and confirmed the results of 
(File and Hyde 1978). Here, the change of behaviour of the more anxious Wistar rats was 
more pronounced. Diazepam increased social contacts only in the more anxious Wistar rats 
(Rex, Voigt et al. 2004). The well-known anxiogenic mCPP decreased the number and 
duration of mutual contacts in both rat strains (Rex, Voigt et al. 2004). 

6.3 Impact of strain differences 
Considering the widespread use of rodents in behavioural experiments, strain differences 
and their impact on the findings in the assessment and comparison of results with the 
available literature have to be considered. Genetic differences between individual strains or 
substrains in rodents may produce conflicting results and lead to misinterpretation of 
results (Jax 2003). 
It is known that the fear-related behaviour differs between various strains of rats or mice 
(e.g. Trullas and Skolnick 1993; Rex, Sondern et al. 1996). 
During the validation of the social interaction test, we observed that anxious Wistar rats and 
less anxious Sprague Dawley rats differed in the severity of behavioural changes after 
modifications of the test (Rex, Voigt et al. 2004). It was not known to what extend these 
behavioural differences were genetic determined or caused by environmental conditions 
during breeding and animal keeping. To determine the influence of breeding, husbandry 
and genetic conditions on the anxiety-related behaviour, we examined the anxiety-related 
behaviour of inbred and outbred rats under identical and different breeding and housing 
conditions. 

6.3.1 Inbred laboratory rodents 
We compared the fear-related behaviour of inbred Fischer 344 rats supplied by two national 
breeders (Charles River Laboratories Inc., Germany and Harlan-Winkelmann Ltd, Germany) 
and from a regional vendor (Dimed Schönwalde GmbH, Germany). Because of their 
extensive homocygosity inbred animals should show a small variation in behaviour. In the 
analysis of the anxiety-related behaviour in the X-maze, black and white box and the 
modified open field we found small but significant differences in anxiety-related behaviour 
between animals from different breeders (Bert et al. 2001). 
In a second set of experiments we obtained pregnant Fischer 344 rats from the three above-
mentioned vendors. The F1 generations were reared in our animal house. Interestingly, the 
F1 generation showed despite identical housing conditions behavioural differences between 
the stocks and strains (Bert, Fink et al. 2001).These differences in anxiety-related behaviour 
seem to be primarily innate. It is possible that a long term breeding of the rats with original 
genetic uniformity at different places led to the formation of substrains (Jax 2003). 

6.3.2 Outbred laboratory rodents  
In behavioural pharmacology experiments outbred rats, like Wistar rats or Sprague Dawley 
rats, are used more often.  Outbred rats with their greater genetic diversity are thought to 
reflect the genetic diversity of the human population. We observed significant differences in 
anxiety-related behaviour between different outbred rat strains. These behavioural 
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differences were detected in several unconditioned anxiety tests and are therefore not 
attributable to a specific test stimulus (Rex, Sondern et al. 1996). Interestingly, behavioural 
differences between different stocks of one strain and the behavioural differences between 
strains were similar (Rex, Sondern et al. 1996; Bert, Fink et al. 2001). Even when pregnant 
rats from different breeders were obtained and the F1 generation was raised under the same 
conditions, the F1 generation showed similar differences in anxiety-related behaviour. 
This confirms again, that behavioural differences between the rat strains can be caused 
primarily by genetic differences (Rex, Sondern et al. 1996; Rex, Voigt et al. 1999; Rex et al. 
2007). 
In a second approach, we examined the fear-related behaviour of two lines of Sprague 
Dawley rats with common origin. 20 years ago the Institute of Cytology and Genetics in 
Novosibirsk (Russia) started breeding Sprague-Dawley (SD) rats obtained from Charles 
River Sulzfeld, Germany. To best knowledge, there were no further deliveries from Charles 
River to Novosibirsk (communication with Dr. J. Geller, CEO Charles River Germany). 
Examination of the anxiety-related behaviour and neurochemical experiments using both 
stocks revealed differences in their exploratory and anxiety-related behaviour, in 
habituation and learning, physical development, and serotonergic neurotransmission. 
Therefore, rats of the same stock but obtained from different breeders should be used with 
caution in research involving these measures (Rex, Kolbasenko et al. 2007). 
Intentionally selectively bred sublines of rat strains have be used for more than 40 years. The 
selective breeding includes lines of rat strains, which differ significantly in anxiety-related 
behaviour, such as the HAB / LAB (high anxiety-related behaviour / low anxiety-related 
behaviour) rats (Liebsch et al. 1998) or the Maudsley (reactive / nonreactive) rat lines 
(Broadhurst 1975). 
Since each of the selectively bred lines start from one common rat strain, there should be 
only minor genetic differences between the lines, causing the change in behaviour in anxiety 
tests (Landgraf 2003). Genetic and pharmacological investigations of these rat lines may 
contribute to the elucidation of the neurobiological basis of fear and anxiety disorders. 
However, it has to be taken into account, that a complex emotion like fear has a polygenic 
base. 

7. Combination of anxiety tests with neurochemical analysis 
7.1 Brain microdialysis 
The microdialysis as an in vivo sampling technique allows to gain a sterile and protein-free 
dialysate from one or more limited regions of the brain and subsequently to analyze changes 
in the levels of substances in the extracellular fluid in vivo in anesthetized and in awake 
animals over time.  
Introduction of brain microdialysis in awake animals represented a major advance, since 
substance effects in anesthetized and in awake animals may differ dramatically (Boix et al. 
1992; Boix et al. 1993). 
Together with the group of C.A. Marsden at the University of Nottingham, U.K. we 
established the method of microdialysis in an awake animal during a behavioural 
experiment (Rex et al. 1991; Marsden, Beckett et al. 1995). This made it possible to detect 
changes in the release of neurotransmitters associated to drug administration and 
behavioural changes. Accompanying experiments in the open field (Cadogan et al. 1994) 
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differences were detected in several unconditioned anxiety tests and are therefore not 
attributable to a specific test stimulus (Rex, Sondern et al. 1996). Interestingly, behavioural 
differences between different stocks of one strain and the behavioural differences between 
strains were similar (Rex, Sondern et al. 1996; Bert, Fink et al. 2001). Even when pregnant 
rats from different breeders were obtained and the F1 generation was raised under the same 
conditions, the F1 generation showed similar differences in anxiety-related behaviour. 
This confirms again, that behavioural differences between the rat strains can be caused 
primarily by genetic differences (Rex, Sondern et al. 1996; Rex, Voigt et al. 1999; Rex et al. 
2007). 
In a second approach, we examined the fear-related behaviour of two lines of Sprague 
Dawley rats with common origin. 20 years ago the Institute of Cytology and Genetics in 
Novosibirsk (Russia) started breeding Sprague-Dawley (SD) rats obtained from Charles 
River Sulzfeld, Germany. To best knowledge, there were no further deliveries from Charles 
River to Novosibirsk (communication with Dr. J. Geller, CEO Charles River Germany). 
Examination of the anxiety-related behaviour and neurochemical experiments using both 
stocks revealed differences in their exploratory and anxiety-related behaviour, in 
habituation and learning, physical development, and serotonergic neurotransmission. 
Therefore, rats of the same stock but obtained from different breeders should be used with 
caution in research involving these measures (Rex, Kolbasenko et al. 2007). 
Intentionally selectively bred sublines of rat strains have be used for more than 40 years. The 
selective breeding includes lines of rat strains, which differ significantly in anxiety-related 
behaviour, such as the HAB / LAB (high anxiety-related behaviour / low anxiety-related 
behaviour) rats (Liebsch et al. 1998) or the Maudsley (reactive / nonreactive) rat lines 
(Broadhurst 1975). 
Since each of the selectively bred lines start from one common rat strain, there should be 
only minor genetic differences between the lines, causing the change in behaviour in anxiety 
tests (Landgraf 2003). Genetic and pharmacological investigations of these rat lines may 
contribute to the elucidation of the neurobiological basis of fear and anxiety disorders. 
However, it has to be taken into account, that a complex emotion like fear has a polygenic 
base. 

7. Combination of anxiety tests with neurochemical analysis 
7.1 Brain microdialysis 
The microdialysis as an in vivo sampling technique allows to gain a sterile and protein-free 
dialysate from one or more limited regions of the brain and subsequently to analyze changes 
in the levels of substances in the extracellular fluid in vivo in anesthetized and in awake 
animals over time.  
Introduction of brain microdialysis in awake animals represented a major advance, since 
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1992; Boix et al. 1993). 
Together with the group of C.A. Marsden at the University of Nottingham, U.K. we 
established the method of microdialysis in an awake animal during a behavioural 
experiment (Rex et al. 1991; Marsden, Beckett et al. 1995). This made it possible to detect 
changes in the release of neurotransmitters associated to drug administration and 
behavioural changes. Accompanying experiments in the open field (Cadogan et al. 1994) 
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and on the X-maze (Rex et al. 2003) ensured that the implanted microdialysis probe with the 
attached tubings does not change the natural behaviour of animals.  
The microdialysis has been used in animal anxiety tests such as the X-maze (Rex, Marsden et 
al. 1991; Rex et al. 1993; Voigt et al. 1999), social interaction test (Cadogan, Kendall et al. 
1994), and the Vogel-test (Matsuo et al. 1996). For our studies, the microdialysis probes were 
implanted into brain regions involved in the regulation of anxiety-related behaviour, such as 
the prefrontal cortex or the hippocampus (Rex et al. 2008). 

7.2 Brain serotonin concentrations 
Although the relationship between anxiety and the central serotonergic transmission system 
is not simple, it can be assumed that changes in the activity of the serotonergic transmission 
system may lead to a change in the anxiety-related behaviour as well as in brain 5-HT 
concentration. Therefore, we investigated the relationship between anxiety-related 
behaviour and 5-HT concentrations in brain regions, which are involved in the regulation of 
anxiety-related behaviour, such as the prefrontal cortex, the ventral hippocampus and the 
raphe nuclei. Both, intracellular stored 5-HT and the released, extracellular located, 5-HT are 
measured. In general, after release into the synaptic cleft 5-HT is transported back into the 
presynaptic terminal by the 5-HT transporter and metabolized mainly to 5-hydroxyindole 
aceticacid (5-HIAA), which also can be determined. Changes in the ratio of 5-HT and 5-
HIAA in the tissue indicate functional changes in central serotonergic transmission system. 

8. Anxiety and serotonin 
8.1 Traditional concept of anxiety and serotonin 
25 years ago, the role of the central serotonergic transmission system in the regulation of 
anxiety-related behaviour could be summarized as follows: An increased availability of 5-
HT or stimulation of postsynaptic 5-HT receptors is associated with anxiety. A reduced 
availability or release of 5-HT or blockade of postsynaptic 5-HT receptors triggers an 
anxiolysis (Iversen 1984). Earlier studies in panic disorder patients with elevated 5-HT 
plasma levels supported the 5-HT hypothesis of anxiety disorders (Giannini et al. 1983). 
Contrary to this paradigm, in animals a local application of 5-HT into the dorsal raphe 
nucleus had anxiety-reducing effects. In own studies, destruction of serotonergic neurons in 
the raphe nuclei by the neurotoxin 5.7-DHT reduced 5-HT tissue levels without changing 
the anxiety-related behaviour (Rex, Thomas et al. 2003). 
These results indicate that the relationship between anxiety-related behaviour and central 
serotonergic transmission system is not as clear as originally described by Iversen (Iversen 
1984). 

8.2 Strain differences in anxiety and central serotonin 
If there is a connection between anxiety-related behaviour and the 5-HT concentration in the 
CNS, it should be possible that rat strains that differ in their anxiety-related behaviour also 
differ in the 5-HT concentration in the brain, too. In rats of different strains (Rex, Sondern et 
al. 1996), the 5-HT levels in brain tissue were determined. It could be shown that rats with a 
more anxious behaviour had increased 5-HT levels in projection areas of the central 
serotonergic transmission system (Bert, Fink et al. 2001; Rex, Voigt et al. 1999 ; Rex, Voigt et al. 
2004). 
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8.3 Anxiogenic drugs and serotonin release 
8.3.1 SSRIs 
The 5-HT-releasing drug fenfluramine increases 5-HT concentration in the rat cortex 
substantially (Thomas et al. 2000) and leads to a more anxious behaviour on the X-maze 
(File and Guardiola-Lemaitre 1988). 
The acute administration of NSMRIs or SSRIs, which increase 5-HT levels in the synaptic 
cleft leads to a more fearful behaviour in rats on the X-maze (Bagdy et al. 2001). This fear-
enhancing effect of SSRIs is also observed in humans (Stahl 1998). It is particularly 
pronounced at the beginning of therapy (Gunnell et al. 2005) and generally it declines within 
two to three weeks. 

8.3.2 CCK-receptor agonists 
As described, CCK2-receptor ligands are also involved in the regulation of anxiety-related 
behaviour (Crawley and Corwin 1994; Fink, Rex et al. 1998). We have shown that the CCK2-
receptor agonist CCK-4 induced in rats and guinea pigs a clear anxious behaviour on the X-
maze, in the modified open field, in the black and white box and ultrasonic vocalisation 
test (Rex, Barth et al. 1994; Fink, Rex et al. 1998). Since both, CCK and 5-HT, affect the 
anxiety-related behaviour, an interaction between the two neurotransmitter systems was 
suggested. In the modified open field test we could show that the 5-HT1A agonist 8-OH-
DPAT reduced as an anxiolytic and consequently as a "functional antagonist" dose-
dependently the anxiogenic effect of CCK-4 (Rex et al. 1996). 
During exposure to the X-maze, CCK-4 increased the release of 5-HT up to threefold (but 
not in home cage), whereas administration of the CCK1-receptor agonist A71738 and the 
non-selective CCK1/2-receptor agonist CCK-8s, did not affect the fear-related behaviour nor 
did change the 5-HT release compared to control animals (Rex and Fink 1998). The 
anxiogenic effect of CCK-4 in tests for anxiety could be antagonized by the selective CCK2-
receptor antagonist L365,260 (Rex et al. 1993; Rex and Fink 1998). We could show an 
anxiolytic-like effect of L365,260 that abolished not only the effects of CCK2-receptor 
agonists, but had even own anxiety-reducing effects in animal anxiety tests (Hughes et al. 
1990; Fink, Rex et al. 1998). 
Our results can be summarized as follows: CCK-4 affected the function of central 
serotonergic transmission system only slightly or not at rest, but stimulated during acute 
fear the release of 5-HT in the cortex and hippocampus. 

8.4 Arousal and serotonin release 
There is general agreement that aversion, based on animal models of anxiety in animals 
leads to activation in the limbic system and cortex (arousal reaction). So far, it is uncertain 
whether the increased release of 5-HT during the test for anxiety is caused by anxiety or by 
the arousal reaction. 
Besides the results of various in vivo microdialysis experiments that confirm our hypothesis 
of an involvement of central serotonergic system in anxiety-related behaviour (Wright et al. 
1992; Rex, Marsden et al. 1993; Matsuo, Kataoka et al. 1996; Rex, Voigt et al. 1999; Rex, Voigt 
et al. 2004), other studies suggested a link between stress-related hyperactivity of rats and 
the increased release of 5-HT in projection areas (Linthorst et al. 2002).  
We could show that the mild stressor "white noise" (Buller et al. 2003), did not increase 
hippocampal 5-HT release in anxious rats, although the rats were highly active during 
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exposure to white noise (Rex et al. 2005). Comparing our results with other findings in 
which increased 5-HT release was found during a forced stay in an inescapable stressful 
situation, like the forced swim test, we think that these situations most likely cause fear in 
this animals. This is supported by the results of Linthorst and colleagues who interpret an 
extremely increased 5-HT release in some animals as an anxiety / panic-stimulated release 
(Linthorst, Penalva et al. 2002). 
It was also assumed by others that the increased release of 5-HT during the stay on the X-
maze (Rex, Marsden et al. 1993), in the aversive open field (Cadogan, Kendall et al. 1994) 
or during the forced swim test (Linthorst, Penalva et al. 2002) is caused not by fear but just 
by exposure to a new unfamiliar environment per se. To check whether a new, but not 
aversive environment also causes an increased release of 5-HT, we performed 
microdialysis studies with anxious rats in a non-aversive version of the X-maze. By 
closing the open arms the remaining arms represented with their high walls rather a 
protective environment for the animals. The initial stay of the animals in the modified X-
maze did not increase 5-HT release, although the animals actively explored the new 
environment (Rex, Voigt et al. 2005). 
Another argument for an anxiety-related increased 5-HT release in hippocampus and cortex 
emerged from studies in which behavioural strain differences have been analyzed. In 
several microdialysis studies, we could measure an increased release of 5-HT during the 
stay on the X-maze only in anxious rat strains. In rats with a non-anxious behaviour, the 
release of 5-HT in the X-maze test under the same conditions was not increased as much 
(Rex, Voigt et al. 1999; Rex, Voigt et al. 2004). 
Together, our results suggest that acute fear increases the extracellular 5-HT concentration 
in the serotonergic projection areas and there is a connection between the amount of 
released 5-HT and the anxiety of the animals. 

9. Anxiolysis and serotonin 
9.1 Role of 5-HT1A, 5-HT1B/1D receptors 
The release of 5-HT is regulated by presynaptic somatodendritic 5-HT1A receptors and 
presynaptic 5-HT1B/1D receptors at the nerve endings of serotonergic neurons (De Vry 
1995). 
The functional significance of postsynaptic 5-HT1A receptors and 5-HT1B/1D receptors is 
still not completely clarified (Göthert and Schlicker 1997). Differentiation of effects mediated 
by pre-or postsynaptic receptors with the existing substances is difficult. While a stimulation 
of presynaptic 5-HT1A receptors and 5-HT1D receptors by agonists reduces 5-HT release in 
the projection areas (Rex, Fink et al. 1993; De Vry 1995; Rex et al. 1997) antagonists at the 5-
HT1A and 5-HT1D receptors do not always induce an increase of 5-HT release (Roberts et 
al. 1999), as 5-HT is released tonically only to a small extent. 
Also own microdialysis studies showed that blockade of autoreceptors without previous 
stimulation of 5-HT release had no measurable effect. If guinea pigs stayed in the familiar 
cage, neither the selective 5-HT1A antagonist WAY 100635 nor the 5-HT1B/1D-Antagonist 
GR 127 935, changed release of 5-HT in the ventral hippocampus and the prefrontal cortex 
(Rex et al. 1996; Rex, Voigt et al. 2008). 
Whereas in the resting state the tonic 5-HT release and therefore the effects of antagonists on 
5-HT1A and 5-HT1B/D receptors are small, in an aversive environment, such as the X-maze 
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the release of 5-HT was stimulated.  Treatment with the 5-HT1B/1D-antagonist GR 127935 
led to a quicker but short-lasting increase in extracellular 5-HT concentration in the cortex, 
compared to treatment with saline (Rex, Fink et al. 1996). 
In other studies in which a drug-induced increased extracellular 5-HT concentration was 
examined, the regulatory function of 5-HT1A and 5-HT1D receptors could be shown more 
clearly. If pre-treatment with a SSRI increased the 5-HT concentration in the synaptic cleft, 
both, 5-HT1A antagonists(Hughes et al. 2005), as well 5-HT1B/1D-antagonists had a 
potentiating effect on 5-HT release in the CNS. These results suggest that control of the 
firing rate of serotonergic neurons and thus of transmitter release by presynaptic 5-HT1A- 
and 5-HT1B/1D-receptors is pronounced when 5-HT release is stimulated. 
5-HT1A agonists such as buspirone and tandospirone are used in the treatment of anxiety 
disorders. Their anxiety-reducing effect is explained by stimulation of presynaptic 5-HT1A 
receptors and the subsequent reduction in 5-HT release (Stahl 1998). 
However, the role of postsynaptic 5-HT1A receptors for an anxiolytic effect is still not clear. 
So we used a neurobiochemical approach to try to discriminate the function of presynaptic 
and postsynaptic 5-HT1A receptors in vivo.  

9.2 5-HT1A receptors and brain metabolic activity 
It is known that the energy metabolism in the CNS is linked closely to the activity of the 
cells. Determination of the redox status of cells allows conclusions about the functional state 
of these cells (Ames 2000). Complementary to established methods, the laser-induced 
fluorescence spectroscopy offers the possibility of "on line" - measurements of the metabolic 
state of intact tissues.  
After verification that in vivo laser-induced fluorescence spectroscopy detects changes in 
mitochondrial/metabolic activity in the CNS, we determined the mitochondrial activity in 
the ventral hippocampus after administration of the 5-HT1A agonist 8-OH-DPAT (Rex and 
Fink 2006). 
Systemic administration of 8-OH-DPAT induced dose-dependent changes in mitochondrial 
activity of hippocampal neurons. In the highest dose 8-OH-DPAT significantly increased the 
NADH fluorescence, while the middle dose had no effect on NADH fluorescence and the 
lowest dose resulted in a slight but not significant increase in NADH fluorescence. 
We interpret the results as follows: The highest dose of 8-OH-DPAT stimulates postsynaptic 
5-HT1A receptors in the ventral hippocampus and thus inhibiting the activity of the 
following neurons, leading to an increase in NADH fluorescence. Our conclusions are 
sustained by electrophysiological studies, in which higher doses of 8-OH-DPAT lowered 
activity in the hippocampus and cortex (Tada et al. 1999).  
Since 8-OH-DPAT has in behavioural tests an anxiety-reducing effect in doses that affect the 
postsynaptic 5-HT1A receptors it cannot be excluded that the postsynaptic 5-HT1A 
receptors play a role in the regulation of anxiety-related behaviour. 

10. Anxiolytic drugs and serotonin  
It was shown that aversive stimuli and substances with an anxiety-enhancing effect increase 
the 5-HT release in some serotonergic projection areas, such as the ventral hippocampus and 
the prefrontal cortex. Therefore, we investigated whether anxiolytics of different drug 
classes inhibit 5-HT release in general. 
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10.1 Different classes of anxiolytic drugs and serotonin release 
Benzodiazepines and 5-HT1A agonists are therapeutically used anxiolytics. CCK2 
antagonists were effective in various animal anxiety models, such as the X-maze (Rex, Barth 
et al. 1994), the modified open field (Rex, Voigt et al. 1998), social interaction and the 
elevated zero maze (Revel et al. 1998). Therefore, we investigated the effects of diazepam 
(Rex, Marsden et al. 1993; Rex et al. 1993a), 8-OH-DPAT (Rex et al. 1993) and the CCK2 
antagonist L 365.260 (Rex, Fink et al. 1994) on 5-HT release in the prefrontal cortex using 
microdialysis during the X-maze test. 
As shown before, exposure to the X-maze resulted always in a marked increased 5-HT 
release (Rex, Marsden et al. 1991; Marsden, Beckett et al. 1995). Pretreatment with diazepam 
or 8-OH-DPAT or L 365.260 reduced this aversion induced increase in 5-HT release in the 
prefrontal cortex and caused a less anxious behaviour of the animals on the X-maze. 
Under non-aversive conditions, like before and after exposure to the X-maze, diazepam, 8-
OH-DPAT and L 365.260 decreased basal 5-HT release in the prefrontal cortex. 
Both the reduction in the aversion induced 5-HT release and the anxiolytic effects of 
diazepam, 8-OH-DPAT and L 365.260 were antagonized by pretreatment with the 
benzodiazepine antagonist flumazenil, the non-selective 5-HT1 antagonist methiothepine 
and the selective CCK2-receptor agonist CCK-4, respectively (Rex, Fink et al. 1993; Rex, 
Marsden et al. 1993; Rex, Marsden et al. 1993). 
Our results indicate a receptor mediation of the observed effects and they are consistent 
with the hypothesis that an acute stay in an aversive environment is associated with 
increased 5-HT release and an anxiolytic effect with a decreased release of 5-HT. The results 
are supported by in vitro studies showing that both, diazepam and the 5-HT1A agonist 
buspirone as well as the CCK2 antagonist GV 150 013, decreased the electrically stimulated 
release of 5-HT from cortical slices significantly (Siniscalchi et al. 2001). 

10.2 Benzodiazepines and serotonin concentrations 
Already in the 70s it has been shown that benzodiazepines reduce 5-HT synthesis (Dominic 
et al. 1975) and the 5-HT turnover (Wise et al. 1972). 
After systemic administration chlordiazepoxide inhibited the firing rate of serotonergic 
neurons in the dorsal raphe nucleus (Trulson et al. 1982) and after injection into the dorsal 
raphe chlordiazepoxide reduced anxious behaviour in the conditioned-emotional-response 
test (Thiebot et al. 1980). 
The dorsal and median raphe nuclei have a high density of GABA receptors. Microinjections 
of GABA in the dorsal raphe nucleus and in serotonergic projection areas, such as the 
amygdala and the hippocampus, reduced the firing rate of serotonergic neurons. This 
reduced firing rate was reduced even further by administration of benzodiazepines 
(Gallager 1978). On the other hand, the anxiety-reducing effect of benzodiazepines in a 
conflict test was abolished by the intraventricular administration of 5-HT (Wise, Berger et al. 
1972). 
We have seen "antiserotonergic" effects of diazepam on both the tissue concentration as well 
as the 5-HT release (Rex, Marsden et al. 1993; Bert, Fink et al. 2001). In the rat brain 
diazepam reduced tissue concentrations of 5-HT in serotonergic projection areas, such as 
cortex and hippocampus which confirmed the results of Pei and colleagues (Pei et al. 1989).  
Interestingly, diazepam had a greater effect in animals with high tissue concentrations of 5-
HT, while the effect was smaller in animals with low 5-HT levels. 
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In a Wistar rat strain (HsdCpb: WU, Harlan, Germany), which showed a non-anxious 
behaviour in different anxiety tests, diazepam reduced the already low 5-HT levels in 
hippocampus and cortex only marginally and did not change the anxiety-related behaviour. 
In these non-anxious rats exposure to the X-maze did not increase 5-HT release in the 
hippocampus (Rex, Voigt et al. 1999). 
In the more anxious Wistar rats (Han: Wist (SYN WI), Institute for Risk Assessment, 
Germany) and Fischer rats (F344/NHsd, Harlan, Germany) with higher 5-HT concentrations 
in the tissue and aversion-induced release of 5-HT on the X-maze (Rex, Voigt et al. 1999), 
diazepam induced an anxiolytic-like behaviour on the X-maze and reduced the 
concentration of 5-HT in the hippocampus and frontal cortex significantly (Bert, Fink et al. 
2001). 
Since similar doses of diazepam in rat strains with different 5-HT concentrations in the brain 
have different effects on anxiety-related behaviour (Bert, Fink et al. 2001), it can be assumed 
that the effect of benzodiazepines depends of the activity of the serotonergic 
neurotransmission system and the GABAergic system interacts with the central serotonergic 
transmission system. 
To further test the hypothesis of a close link between anxiolytic effects and a decreased 
release of 5-HT, we examined an anxiolytic effective herbal product. 

10.3 Herbal anxiolytic kava-kava 
The herbal product kava-kava had been widely used as an anxiolytic. Although kava 
pyrones have been identified as the pharmacologically active ingredients of kava-kava 
(Singh and Blumenthal 1997), the mechanism of action has not been clarified (Smith et al. 
2001). The kava-kava pyrones bind probably not to the GABA-A receptors (Garrett et al. 
2003). We examined the effects of kava-kava in the X-maze and the social interaction test. In 
both tests a standardized kava-kava preparation caused dose-dependent anxiety-reducing 
effect in rats, similar to the effect of diazepam (Rex et al. 2002). Our results were later 
confirmed in mice (Garrett, Basmadjian et al. 2003). 
In a second experiment we determined the concentration of 5-HT in a tissue sample (punch), 
containing the dorsal and the medial raphe nucleus and in tissue samples of the ventral 
hippocampus and the prefrontal cortex.  Kava-kava led to a reduction in 5-HT concentration 
in the cortex and hippocampus. 
Since the tissue concentration is not related strongly to the release of 5-HT, we investigated 
the release of 5-HT in the ventral hippocampus following administration of kava-kava. 
Using in vivo microdialysis we showed for the first time that kava-kava, like 8-OH-DPAT 
and diazepam, decreased the 5-HT release in the projection areas. 

11. Long term reduction of serotonin and anxiolysis 
Under the premise that a correlation between the amount of tissue concentration of 5-HT and 
the expression of anxiety-related behaviour exists, it could be assumed that a reduction of 5-
HT concentration in the CNS would be associated with anxiolysis. The 5-HT concentration in 
the brain can be reduced by destruction of serotonergic neurons for a long time. 
Systemic para-chloroamphetamine reduced the 5-HT content in the CNS of rats and these 
animals showed an anxiolytic-like behaviour in the Geller-Seifter test (Geller and Blum 
1970). 
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Intracerebral administration of the neurotoxin 5.7-DHT, causing destruction of serotonergic 
neurons, reduced the 5-HT content in the CNS and induced anxiolytic-like effects in 
conditioned anxiety tests (Iversen 1984; Soderpalm and Engel 1992; Thiebot, Jobert et al. 
1980). These studies confirmed seemingly a simple relation between 5-HT and anxiety. 
However, studies in which unconditioned tests were used and/or individual nuclei in the 
raphe region were lesioned, showed contradictory results. While 5.7-DHT reduces anxiety 
after intraventricular application (Griebel 1995), administration of the neurotoxin into either 
the median or the dorsal raphe nucleus had no effect on behaviour in several anxiety tests 
(Griebel 1995, Thomas et al 2000). Only in the social interaction test (File et al. 1979) a lesion 
of the dorsal raphe nucleus caused a less anxious behaviour of the animals. 
In our studies, neither the lesion of the median raphe nucleus (Thomas, Fink et al. 2000) nor 
of the dorsal raphe nucleus (Rex, Thomas et al. 2003) alone changed the fear-related 
behaviour of the rats. The 5-HT levels in the projection areas, such as cortex and 
hippocampus were decreased significantly (Thomas, Fink et al. 2000; Rex, Thomas et al. 
2003) and comparable to the effects of 5.7-DHT lesion on 5-HT concentrations in the CNS 
described in the literature (Tabatabaie and Dryhurst 1998). 
For the first time not only the 5-HT levels in the tissue, but also the release of 5-HT in 
lesioned and non-lesioned rats in the familiar cage and during exposure to the X-maze were 
determined. Rats in which either the dorsal or the median raphe nucleus was lesioned by 
5.7-DHT, differed in the tissue concentrations of 5-HT, but not in anxiety-related behaviour 
and in the aversion induced 5-HT release, compared to untreated control animals (Rex, 
Thomas et al. 2003).A reason, that the lesion of only one of the two major raphe nuclei did 
not relate to the aversion induced 5-HT release and the behaviour of animals, could lie in the 
overlapping innervations’ of the hippocampus and the cortex by the dorsal raphe nucleus 
and the median raphe nucleus. The lesion of one of the raphe nuclei can be compensated by 
the innervations’ of the other raphe nuclei, at least in part. 
A lesion of almost all serotonergic neurons by intraventricular administration of 5.7-DHT 
(Griebel 1995) or simultaneous lesions of the dorsal and of the median raphe nuclei 
(Thomas, Fink et al. 2000), however, interrupt all serotonergic projections to the 
hippocampus. The 5-HT concentrations were reduced much more and there was no 
increased release of 5-HT observed during the exposure to the X-maze and the rats behaved 
“anxiety-free” on the X-maze. The destruction of serotonergic neurons in the raphe nuclei 
prevents storage of 5-HT in the nerve endings in the projection areas. Consequently, 5-HT is 
not released due to aversion and thus no anxious behaviour was induced. 
The findings presented so far support the hypothesis that there is a relationship between 
decreased release of 5-HT and less anxious behaviour of animals. 
We could also show that reduced 5-HT release does not necessarily change the anxiety-
related behaviour. The non-selective 5-HT1 agonist 5-carboxamidotryptamine (5-CT) 
reduced the basal release of 5-HT and prevented the increased 5-HT release on the X-maze, 
similar to the 5-HT1A agonist 8-OH-DPAT. Nevertheless, we observed no change in 
anxiety-related behaviour compared to control animals after treatment with 5-CT (Rex, Fink 
et al. 1996). 
At the present it can be generalized that anxiolytics reduce the release of 5-HT in the brain. 
However, a reduced concentration of 5-HT and reduced 5-HT release under resting 
conditions does not automatically lead to an anxiety-free behaviour of animals. 
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12. Conclusions 
Similar to humans, anxiety-related behaviour in animals appears to be influenced by genetic 
factors and environmental conditions. Changes in housing and breeding conditions and/or 
variations in experimental conditions and the experimental procedure may change the 
behaviour of the animals profoundly. Strain differences have a strong influence on the 
anxiety-related behaviour in the animals. Additionally, separate maintaining and breeding 
of rodents over several generations may lead to the development of sublines with different 
anxiety-related behaviour. 
Further developments of animal anxiety tests, the knowledge of their limits and the 
evaluation of additional ethological behavioural parameters can be used to detect changes in 
anxiety-related behaviour more accurately. 
A correlation between the level of 5-HT concentration in the CNS and the anxiety of rat 
strains, but not general activation, could be proved experimentally. Anxious rats have 
higher tissue levels of 5-HT in projection areas of neurons originating in the median and the 
dorsal raphe nuclei as rat strains with “fearless” behaviour. Anxiolytics decrease 
extracellular 5-HT levels in the projection areas of the serotonergic neurons in the CNS, 
especially in more anxious rat strains. 
Studies using in vivo microdialysis while performing tests for anxiety in awake and freely 
moving animals with permanently reduced 5-HT concentrations in specific brain regions 
showed that not only the absolute level of 5-HT concentration in the CNS, but also the 
amount of 5-HT released during an aversive situation, can be related to the behaviour of the 
animals. 
Anxiolytics of different drug classes reduce the serotonin release during an aversive 
situation, whereas anxiety-causing substances increase the serotonin release under the same 
conditions significantly. However, a reduced release of serotonin does not always lead to 
fearless behaviour in rodents. 
The central serotonergic transmission is also influenced by other neurotransmission 
systems, e. g. GABA and CCK systems..  
In summary our results demonstrate the major role of the serotonergic neurotransmission in 
the regulation of anxiety-related behaviour. Studies on the role of the serotonergic system 
under aversive and non-aversive conditions may lead to a better understanding of the 
mechanisms involved in the development of anxiety disorders and the possible 
development of novel therapeutic approaches in the treatment of anxiety disorders, too. 
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1. Introduction  
Abnormal movements and postures resulting from primary psychiatric disease are a 
diagnostic dilemma because all types of movement disorders may be mimicked by a 
psychogenic disease, including akinetic-rigid and hyperkinetic disorders, with the latter 
more frequent, particularly tremor, myoclonus, and dystonia (Williams et al., 2005; Reich, 
2006).  
Psychogenic movement disorders (PMDs), are a valuable model for all medically 
unexplained symptoms and raise arduous challenges for diagnosis and treatment indicating 
our restricted understanding of the true pathogenesis that causes them.  A multiplicity of 
terms such as “hysterical conversion”, “functional”, “psychosomatic”, “neuropsychiatric”, 
“dissociative motor disorders”,and so on, have been applied to describe neurological 
symptoms that cannot be attribute to any known organic disease (Mace & Trimble, 1991; 
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classified by the Diagnostic and Statistical Manual of Mental Disorders (DSM-IV) of the 
American Psychiatric Association as conversion disorder of motor subtype and must be 
differentiated from factitious disorder and malingering, in which the abnormal movements 
are purposefully forged. Since most patients with conversion symptoms are found to have 
“no psychiatric disease” by the psychiatric and “no neurologic disease” by the neurologist, a 
multidisciplinary treatment approach, including the movement disorders neurologist, the 
consulting psychiatrist, and frequently a physical therapist, is crucial in obtaining symptom 
remission in many subjects (Williams et al., 2005; Stone et al., 2010).  
Although evidence for treatment of PMDs are lacking and is mainly based on case control, 
retrospective, or case report studies, the therapeutic process starts with the diagnosis and 
the explanation of the symptoms to the patient. To date, the treatment for each patient with 
PMDs is individualized and may include psychotherapeutic interventions, behavioral 
therapy, hypnosis, pharmachotherapy, physical therapy, and other approach. 
Physicians should not underestimate the importance of distress and disability that subjects 
with these symptoms suffer. Failure to diagnose a PMDs inevitably delays treatment and 
may perpetuate a patient’s situation of disability (Williams et al., 2005). In addiction, 
patients with somatisation had approximately twice the medical care utilisation and twice 
the annual medical care costs of non-somatizing patients and spend 1.3 to 3.9 days in bed 
per month compared to an average of one day or less for patients with major medical 
problems (Smith et al., 1986; Barsky et al., 2005). The current chapter reviews empirical 
evidence concerning clinical manifestations of PMDs and summarizes  how PMDs are 
currently diagnosed, investigated and treated. 

2. Epidemiology and risk factors 
Although psychogenic neurological symptoms are common and account for 1–9% of 
neurological symptoms observed in the general population (Lempert et al., 1990; Factor et 
al., 1995), the following caveats should be borne in mind: (i) available reports result from 
tertiary movement disorders centers, and therefore it is difficult to valuate how common 
these disorders are in the general population or even what is the prevalence respect to all 
conversion disorders, (ii) the insufficiency of confirmatory diagnostic testing prejudices case 
definition even when clinical satisfactory criteria are applied and (iii) several clinical settings 
and situations (e.g., neurology or psychiatry in- or outpatient service, emergency room or 
general practitioner cases, chronic or refractory cases, etc.) may confound case ascertainment 
(Lang, 2006).  In the only series dividing medically unexplained motor symptoms into 
“absence of motor function” and “presence of abnormal motor activity”, 48% of the patients 
had index symptoms in the former category, while 52% had symptoms, such as tremor, 
dystonia or ataxia (Crimlisk et al., 1998).  
PMDs also can occur over a wide range of ages from teenage to the mid seventies (Deuschl 
et al.,1998; Feinstein et al., 2001). The mean age at onset described in several case series on 
these disorders ranges between 37 years and 50 years and women are predominantly 
affected with a range of 61–87% (Hinson et al., 2005; Factor et al., 1995).  
There are no data on racial distribution in the published research, however a trans-cultural 
comparison between patients with these disorders in the USA, in Spain, and in Brazil 
showed essentially similar demographic and clinical characteristics by ethnic origin (Cubo et 
al., 2005; Munhoz et al., 2010). Nearly 15% of patients with a psychogenic movement 
disorder have also an underlying organic movement disorder (Ranawaya el al., 1990). 
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Curiously, PMDs are frequently seen in subjects employed in health care professions or 
allied health care professionals possibly due to the exposure to disease  and those who have 
witnessed the organic form of the movement disorder (e.g. Parkinson’s disease) in other 
relatives (Miyasaki et al., 2003; ) 
More frequently, PMDs are encountered in the context of a second coexisting psychiatric 
illness. Feinstein and colleagues followed 88 patients suffering from psychogenic movement 
disorders, over an average of 3 years. 42 patients agreed to undergo a structured psychiatric 
interview. The most common life time prevalence rates were found for depression (42%), 
anxiety disorders (62%), a combination of depression and anxiety (29%) and conversion 
disorder (95%). Personality disorder (antisocial, borderline, dependent, avoidant or a 
mixture of those) was diagnosed in 42% of patients tested (Feinstein et al., 2001). Among the 
a series of 127 patients with psychogenic tremor, depression (51%) and anxiety (31%) were 
the most common psychiatric co-morbidities (Jankovic & Thomas, 2006). 
Risk factors for these disorders include: history of sexual abuse or rape, physical trauma, 
previous surgery, major stressful life experiences (Williams et al., 2005; Feinstein et al., 
2001). Many patients with functional neurologic symptoms report just as much physical 
disability and are more distressed than patients with neurologic disease. Furthermore, 
subjects with these symptoms are more likely to be out of work because of ill health than the 
general population (Stone et al., 2011). 

3. Pathophysiology  
In reviewing the history of psychogenic neurologic disorders, hysterical paralisis and 
sensory loss have been known presumably back in antiquity (Ng BY, 1999) and have been 
debated before the late 19th century, when Charcot, Janet, Breuer, and Freud gave a 
systematic psychological account of these phenomena. (Charcot, 1889; Janet, 1907; Freud, 
1910). From then on, there has been a large body of literature regarding the possible 
psychogenic, psychoanalytical, cultural and biological mechanisms underlying PMDs.  
According to Janet, traumatic events can cause a functional separation (dissociation) of 
structures of memory, identity, insight, and perception of the environment from conscious 
awareness. As a result, unexplained symptoms emerge from the activation of these 
dissociated structures (Janet, 1889). Patients suffering from non-organic motor symptoms 
are singularly susceptible to hypnosis, an inducible state of dissociation.  
This theory was later developed by Breuer and Freud, who considered dissociation a 
psychological defence mechanism rather than a disorganizing phenomenon: the mental 
conflict is partially or completely resolved by the expression of physical symptoms, which is 
called primary gain. According to this psychodynamic model, dissociation preserves the 
subject from the invalidating affect associated with remembrances of trauma by its 
“conversion” in to somatic symptoms and once these latter have developed, may confer 
further advantages to the patient (attention, solicitude, social interaction, etc.) or “secondary 
gains”(Breuer & Freud, 1895).  
In contemporary psychiatry, dissociative symptoms and dissociation as a mechanism are 
taken to point to a role traumatic events in pathogenesis. Various factors may provide to the 
pathway to conversion disorder, perhaps comprehending, concurrent somatic illness in 
adolescence or adulthood, parental illness in the subject childhood, and early illness. In 
particular physical or sexual abuse in childhood have considered key factors in the 
generation of vulnerability to unexplained somatic symptoms (Ovsiew, 2006). 
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The definite nature of emotional disorders responsible of psychogenic disorders, and their 
functional consequences on neural systems in the brain, still remain largely unknown.  
In the closing decades of the 19th century, researchers have progressively been looking for 
organic correlates of PMDs and the neural mechanism perspective became more approved 
with the advent of novel functional neuroimaging methods. These new approaches have 
now allowed to detect in vivo regionally specific changes in cerebral blood flow and task-
related changes in the attempt to identify specific neural correlates associated with 
conversion symptoms, that is the “dynamic lesion“ that Charcot considered responsible for 
the neurological signs he observed in patients affected by “hysteric movement disorders”. 
PMDs evoke notable interest because, as protean disorders of willed action or intention, the 
underlying mechanism are supposed to be the result of unconscious processes, a sort of 
impairment to the volition system, once any demonstrative organic or feigning dysfunctions 
has been excluded (Fink, 2006). Psychogenic movements may be voluntary or involuntary. 
Factitious disorder and malingering describe when the disorder is voluntary, and the 
patients are lying. On the other hand, most patients with PMDs have a conversion aetiology 
and manifest movements that look voluntary, even if patients declare that the movements 
are involuntary. By a physiological point of view we can not tell the difference between 
voluntary and involuntary, but we know (most of time) that both are preceded by a normal 
“readiness potential” or so called Bereitschaftspotential, a manifestation of cortical 
contribution to the pre-motor planning of volitional movement (Shibasaki & Hallet, 2006) 
and share cortical structures that are involved in movement planning and execution.   
In a go-nogo task, while a patient underwent functional magnetic resonance imaging 
(fMRI), Cojan et al. demonstrated that distinct inhibitory mechanism are implicated in 
simulation and conversion disorders and that conversion symptoms do not act through 
cognitive inhibitory circuits, but involve selective activations in midline brain regions 
associated with self-related representations and emotion regulation  (Cojan, 2009). Other 
neuroimaging results have shown increase activation in limbic regions, such as orbitofrontal 
or cingulated cortex during conversion symptoms affecting different motor or sensory  
modalities (Vuilleumier, 2005, Nowak, 2009). A recent single photon emission computed 
tomography (SPECT) study by Czarnecki et al. suggested that the prominent hypoperfusion 
of the prefrontal and anterior cingulate cortex in patients with psychogenic tremor likely 
indicates deactivation of the anterior portion of the default mode network (the baseline state 
of the brain that deactivates during goal-directed activity), which could prove to be a 
peculiar marker of PMDs. Moreover, this study reported resting hyperperfusion in left 
insula and left inferior frontal gyrus in psychogenic tremor that may also prove to be a 
disease characteristic (Czarnecki et al. 2011). 
Voon and colleagues used functional magnetic resonance imaging (fMRI) to study patients 
with psychogenic tremor who could voluntarily mimic their tremor and showed 
hypoperfusion of the right temporal parietal junction only during involuntary movements. 
The authors speculate that this hypoactivity may reflect the lack of an appropriate sensory 
prediction signal, being the right temporal parietal junction implicated as a general 
comparator of internal predictions with actual events. This suggests a loss of self-agency o 
awareness that made the movements feel involuntary (Voon et al., 2010).  
There may be a pathologic unconscious influence on movement production associated with 
a disconnection between movement production and sense of volition (Hallet, 2010). Besides, 
earliest affective or stress-related factors, neuropsychological and psychosocial processes, 
perhaps involved primitive reflexive mechanisms of protection and alertness that are not 
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fully independent of conscious control (Vuilleumier, 2005). This prominent evidence in 
favour of multi causes of PMDs requires a multifaceted approach integrating innovative 
neuroimaging and neurophysiological techniques with social, psychological and 
psychodynamic theories. 

4. Clinical manifestations and diagnostic clues 
The diagnosis of PMDs remains a fascinating and challenging dilemma in both clinical 
neurology and psychiatry. It should not be considered as a diagnosis of exclusion but 
should be established on positive clinical criteria to determine whether abnormal 
movements are produced by organic disease, psychiatric disorder, or both (Jankovic & 
Thomas,  2006). Taking into account that unnecessary investigations should be prevented, 
more notable evidence is required before a diagnosis of psychogenic disorder can be 
confirmed. Some studies, including exhaustive neurologic assessments and modern 
diagnostic techniques, have shown that a misdiagnosis is possible on long-term follow-up of 
patients initially diagnosed with a conversion disorder and later identified as having an 
organic disorder (Moene et al., 2000; Lang, 2006; Lang & Gupta, 2009). Otherwise, failure to 
make the diagnosis arises because PMDs were seldom contemplated in the differential 
diagnosis, especially in patients who have a coexistent neurologic disease, such as 
neurodegenerative or demyelinating disorder or epilepsy. Coexistent organic neurologic 
disease was present in 37% of patients with psychogenic tremor followed for over 3 years 
(Jankovic et al., 2004). Additionally, the problem is exacerbated by a tendency among 
physicians to be concerned about missing an “organic” diagnosis in order to relieve the 
patient from a “functional” one, even if the latter is treatable and the former is not 
(Rosebush & Mazurek, 2006). Another troubling side of these disorders is the reluctance of 
many physicians to put their judgments and conclusions into a transparent discussion with 
the patient. So an ambivalent communication wanes to deliver the presumed diagnosis in 
real terms and running the risk that patients continue to explore for months or years further  
opinion through “doctor shopping”. (Friedman & LaFrance WC, 2010). 
Because many patients or family members of patients with PMDs are strongly reluctant to 
the diagnosis not explained organically and may resistant to a psychiatric referral, a 
multidisciplinary approach, including the general or movement disorders neurologist and 
the consulting psychiatrist is essential. The role of the neurologist is primary in determining 
whether there is an underline neurologic disorder and whether it could explain the clinical 
picture. Hardly mental health professionals undertake a treatment of such patients without 
the neurologic diagnosis has been either established  or dismissed (Feinstein et al., 2001; 
Williams et al., 2005). 
Fahn and Williams developed four degrees of certainty for the diagnosis (Tab. 1) of 
psychogenic dystonia, which are commonly applied in clinical practice and research to all 
PMDs (Fahn & Williams, 1988). Shill and Gerber formulated further criteria with a 
denomination of “clinically proven PMDs” which requires remission when the patient is 
unobserved or with psychotherapy or when there is a Bereitschaftspotential on 
electroencephalography (for myoclonus only). Moreover, they added further criteria of 
PMDs to include excessive pain or fatigue and previous disease exposure (Shill & Gerber, 
2006). Developing this idea, Hallett proposed that a new designation of “laboratory proven 
PMDs” could be considered (Peckham & Hallett, 2009). A recent study demonstrated that 
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the finger tapping test may provide an objective tool to aid the clinical diagnostic criteria set 
by Fahn and Williams for identifying patients with PMDs (Criswell et al., 2010). 
 

Documented psychogenic 
Movements are persistently relieved by psychotherapy or psychological suggestion or 
with the administration of placebos. If the patient is observed to be symptom free 
when left alone, this may also be documented as psychogenic; however, this feature is 
usually indicative of malingering or factitious disorder. 
Clinically Established Psychogenic 
Inconsistent or incongruent with classical dystonia (on examination, the patient is 
unable to move the limbs but is able to dress herself in daily life). In addition, one or 
all of the following is highly suggestive: other neurologic signs present that are 
psychogenic (self-inflicted injuries, false weakness, false sensory findings), an obvious 
psychiatric disturbance is present, and multiple somatizations are present. 
Probable Psychogenic 
Movements are inconsistent or incongruent, but there are no other features (as above) 
to further support the diagnosis. Movements are consistent with organic dystonia, but 
there are other features on examination to suggest psychogenicity (self-inflicted 
injuries, false weakness, false sensory findings). Multiple somatizations are present, 
but movements are consistent with organic dystonia. 
Possible Psychogenic 
An obvious emotional disturbance is present, but movements are consistent with 
organic dystonia. 

Table 1. The classification of psychogenic movement disorders (Williams & Fahn, 1995) 

An additional support, that seems appropriate to capture the complexity of PMDs and that 
can be used to assess PMDs and test the efficacy of intervention strategies is the Psychogenic 
Movement Disorder Rating Scale (PMDRS). This clinimetric assessment describes and 
quantifies the complicated phenomenology of PMDs, and provides the following six types 
of information: movement phenomenology, anatomic distribution and severity of abnormal 
movements, duration of abnormal movements, assessment of two functions (gait and 
speech), impairment-based incapacitation by abnormal movement or function, and total 
severity score (Hinson et al., 2005).  
It should be emphasized that observation and examination are the most important tools for 
the physician looking for inconsistency of movements. The first trace of psychogenicity in a 
patient presenting with such abnormal motor activity can be obtained by history (Table 
2.A). This may comprise psychiatric history, childhood history, personality factors, drug 
experience, recent personal and family life events, stressful situations or work-related  
injury, litigation or compensation pending, personal encounter or knowledge of similar 
disorders serving as a “model” and possible secondary gain (Bhatia & Schneider, 2007; 
Nowak & Fink, 2009).  
In general, the manner of onset characterizes the clinical presentation of PMDs (Table 2.B): 
symptoms appear abruptly, frequently in the context of precipitating factors and, the 
highest disability and severity are reached quickly (Feinstein et al., 2001). Important 
specifics of PMDs are an inconsistent character of movement (unusual presentation in 
amplitude, frequency, distribution), and they may increase with attention or decrease with 
distraction (Miyasaki, 2003). A deliberate slowness of movement is incongruent with an 
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organic movement disorders, as well as simultaneous occurrence of variegated abnormal 
movements and disfunctions, and peculiarly, patients may seem to struggle and put in more 
effort than needed to complete the task (Hinson & Blacke Haren 2006; Bhatia & Schneider 
2007).  Often, this is manifest by sighing, grimacing, and using their whole body to do a 
movement. The movements themselves may appear bizarre and should be incongruous 
with a known movement disorder.  
There are controversial points of view whether there is a place for placebo in management 
of PMDs, as it reflects ethical evaluations and can infringe the relationship between 
physician and patient. Although a response to placebo of a movement disorder is seriously 
supportive of a diagnosis of PMDs (Espay et al., 2009). Equally, spontaneous resolution and 
improvement of unexplained symptoms with psychiatric evaluation or psychotherapy are 
highly suggestive of psychogenic aetiology of them (Fahn, 1994). 
Diagnostic testing should be used primarily to give further support to the underlying 
clinical suspicion that it is psychogenic. Routine blood test including haematology, thyroid 
function, renal and liver function, and evaluation for Wilson’s disease may be helpful. 
Magnetic resonance imaging can be helpful for excluding an underlying structural, vascular 
or demyelinating lesion, particularly if the abnormal movement is unilateral or 
asymmetrical. Neurophysiology studies to evaluate tremor and myoclonus can aid in the 
diagnosis of PMDs. Dopamine transporter (DAT) SPECT and Fluorodopa (18F-dopa) PET 
scans have been proven quite helpful in distinguishing psychogenic parkinsonism from 
Parkinson’s disease or essential tremor (Kagi et al., 2010; Czarnecki et al. 2011). 
The role of the consulting psychiatrist is to interpret the psychopathology present, ascertain 
its relevance to the presenting PMDs symptoms and establish a positive rapport with the 
patient. If this appears feasible, the psychiatrist will then begin the treatment course, with 
adequate collaborative support from neurologist (Williams et al., 2005).  
However,  psychiatric aspects and categorical differentiations, which are discussed in detail 
elsewhere in this book, also apply to PMDs. In brief, the psychiatric examination includes 
research of individual psychodynamics and significant environmental events as well as a 
complete multiaxial delineation of specific psychopathology according to the official 
psychiatric classification system such as the Diagnostic and Statistical Manual of Mental 
Disorders, fourth Edition (DSM-IV). The primary psychopathology underlying PMDs can be 
divided into two categoric diagnostic subgroups: somatoform disorders on the one hand, 
and factitious disorders and malingering on the other. The first category includes 
conversion disorder and somatization disorder. Conversion disorder is likely the most 
common mechanism of PMDs and is defined by the DSM-IV criteria as a disorder including 
one or more symptoms, that are not the result of a neurological disorder, affecting voluntary 
motor or sensory function that suggest a medical condition and is associated with 
psychological factors. 
The primary psychiatric diagnosis varies: most cases are considered to be conversion 
disorders, in which the problem is generated by an unconscious mechanism, but 
infrequently some are factitious disorders or malingering, in which the abnormal 
movements are purposefully forged. Factitious disorders include intentional production of 
physical or psychological symptoms, where the goal is to assume the role of a patient and 
external incentives, such as economic gain or avoiding legal responsibility, are absent. In 
malingering, the symptoms can also be physical or psychological, but the individual is 
consciously aware of external pragmatic incentives, such as gaining financial compensation, 
acquiring drugs, avoiding work or school, et cetera, and when the external incentives are 
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the finger tapping test may provide an objective tool to aid the clinical diagnostic criteria set 
by Fahn and Williams for identifying patients with PMDs (Criswell et al., 2010). 
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Movement Disorder Rating Scale (PMDRS). This clinimetric assessment describes and 
quantifies the complicated phenomenology of PMDs, and provides the following six types 
of information: movement phenomenology, anatomic distribution and severity of abnormal 
movements, duration of abnormal movements, assessment of two functions (gait and 
speech), impairment-based incapacitation by abnormal movement or function, and total 
severity score (Hinson et al., 2005).  
It should be emphasized that observation and examination are the most important tools for 
the physician looking for inconsistency of movements. The first trace of psychogenicity in a 
patient presenting with such abnormal motor activity can be obtained by history (Table 
2.A). This may comprise psychiatric history, childhood history, personality factors, drug 
experience, recent personal and family life events, stressful situations or work-related  
injury, litigation or compensation pending, personal encounter or knowledge of similar 
disorders serving as a “model” and possible secondary gain (Bhatia & Schneider, 2007; 
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In general, the manner of onset characterizes the clinical presentation of PMDs (Table 2.B): 
symptoms appear abruptly, frequently in the context of precipitating factors and, the 
highest disability and severity are reached quickly (Feinstein et al., 2001). Important 
specifics of PMDs are an inconsistent character of movement (unusual presentation in 
amplitude, frequency, distribution), and they may increase with attention or decrease with 
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organic movement disorders, as well as simultaneous occurrence of variegated abnormal 
movements and disfunctions, and peculiarly, patients may seem to struggle and put in more 
effort than needed to complete the task (Hinson & Blacke Haren 2006; Bhatia & Schneider 
2007).  Often, this is manifest by sighing, grimacing, and using their whole body to do a 
movement. The movements themselves may appear bizarre and should be incongruous 
with a known movement disorder.  
There are controversial points of view whether there is a place for placebo in management 
of PMDs, as it reflects ethical evaluations and can infringe the relationship between 
physician and patient. Although a response to placebo of a movement disorder is seriously 
supportive of a diagnosis of PMDs (Espay et al., 2009). Equally, spontaneous resolution and 
improvement of unexplained symptoms with psychiatric evaluation or psychotherapy are 
highly suggestive of psychogenic aetiology of them (Fahn, 1994). 
Diagnostic testing should be used primarily to give further support to the underlying 
clinical suspicion that it is psychogenic. Routine blood test including haematology, thyroid 
function, renal and liver function, and evaluation for Wilson’s disease may be helpful. 
Magnetic resonance imaging can be helpful for excluding an underlying structural, vascular 
or demyelinating lesion, particularly if the abnormal movement is unilateral or 
asymmetrical. Neurophysiology studies to evaluate tremor and myoclonus can aid in the 
diagnosis of PMDs. Dopamine transporter (DAT) SPECT and Fluorodopa (18F-dopa) PET 
scans have been proven quite helpful in distinguishing psychogenic parkinsonism from 
Parkinson’s disease or essential tremor (Kagi et al., 2010; Czarnecki et al. 2011). 
The role of the consulting psychiatrist is to interpret the psychopathology present, ascertain 
its relevance to the presenting PMDs symptoms and establish a positive rapport with the 
patient. If this appears feasible, the psychiatrist will then begin the treatment course, with 
adequate collaborative support from neurologist (Williams et al., 2005).  
However,  psychiatric aspects and categorical differentiations, which are discussed in detail 
elsewhere in this book, also apply to PMDs. In brief, the psychiatric examination includes 
research of individual psychodynamics and significant environmental events as well as a 
complete multiaxial delineation of specific psychopathology according to the official 
psychiatric classification system such as the Diagnostic and Statistical Manual of Mental 
Disorders, fourth Edition (DSM-IV). The primary psychopathology underlying PMDs can be 
divided into two categoric diagnostic subgroups: somatoform disorders on the one hand, 
and factitious disorders and malingering on the other. The first category includes 
conversion disorder and somatization disorder. Conversion disorder is likely the most 
common mechanism of PMDs and is defined by the DSM-IV criteria as a disorder including 
one or more symptoms, that are not the result of a neurological disorder, affecting voluntary 
motor or sensory function that suggest a medical condition and is associated with 
psychological factors. 
The primary psychiatric diagnosis varies: most cases are considered to be conversion 
disorders, in which the problem is generated by an unconscious mechanism, but 
infrequently some are factitious disorders or malingering, in which the abnormal 
movements are purposefully forged. Factitious disorders include intentional production of 
physical or psychological symptoms, where the goal is to assume the role of a patient and 
external incentives, such as economic gain or avoiding legal responsibility, are absent. In 
malingering, the symptoms can also be physical or psychological, but the individual is 
consciously aware of external pragmatic incentives, such as gaining financial compensation, 
acquiring drugs, avoiding work or school, et cetera, and when the external incentives are 
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removed, the symptoms resolve. Beyond a categorical diagnostic classification, it is often 
very intricate, especially initially, to face with a patient having PMDs and make a 
differential diagnosis among somatoform disorders, factious disorders, and malingering. 
Simplification may arise however, in the course further and exhaustive evaluation, by 
reinforcing the agreement between physician and patient and ensuring patient’s confidence 
in the treatment plan (Williams et al.,2006). Moreover, most patients with PMDs have a 
coexisting  variety of different psychiatric disturbances such as dysthymia, major 
depression, anxiety, adjustment disorders, obsessive-compulsive disorder, panic attacks, 
bipolar disorders and others (Williams et al., 2005; Bhatia & Schneider, 2007). Yet, it is 
important to add that many organic movement disorders have an important incidence of the 
above-named psychiatric diagnoses (Reich, 2006). Finally, the common occurrence of 
movement disorders complicating primary mental illness and their treatment makes it 
important for psychiatrists to be able to recognize the various movement disorders, some of 
which have singular phenomenology such as tardive akathisia, tardive dystonia, tourettism 
and some unusual form of parkinsonism or tremor (Factor et al., 2005). 
 

A) Historical 
1. Abrupt onset 
2. Static course 
3. Spontaneous remission 
4. Precipitated by minor trauma 
5. Obvious psychiatric disturbance 
6. Multiple somatization 
7. Employed in health profession 
8. Pending litigation or compensation 
9. Presence of secondary gain 
10. Young age (female>male) Inconsistent character of movement 

(amplitude, frequency, distribution, selective ability) 
B) Clinical 

1. Paroxysmal movement disorder 
2. Movements increase with attention or decrease with distrction 
3. Ability to trigger or relieve the abnormal movements with unusual or 

non physiological interventions (e.g.trigger points on the body, tuning 
fork) 

4. False weakness 
5. False sensory complaints 
6. Self-inflected injuries 
7. Deliberate slowness of movements 
8. Functional disability out of proportion to exam findings 
9. Movement abnormality that is bizarre, multiple or difficult to 

classifyUnresponsive to appropriate medications 
C) Therapeutic responses 

1. Response to placebos 
2. Unresponsive to appropriate medication 
3. Remission with psychotherapy 

Table 2. General clues suggesting that a movement disorder may be psychogenic (Miyasaki 
et al., 2003; Lang, 2006) 
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4.1 Types of psychogenic movement disorders 
4.1.1 Psychogenic tremor  
Although many patients has a mixture of different movement disorders, psychogenic 
tremor is the prevalent movement disorder, up to 55%, of all PMDs. Clinical sites affected 
include the hand (84%), the leg (28%), and generalized body tremor 20% (Thomas & 
Jankovic  2004).  Clinically, absence of finger tremor can be a positive diagnostic sign for 
psychogenic tremor (Jankovic & Thomas,  2006; Bhatia & Schneider, 2007) and attempting to 
immobilize the affected limb often makes a functional tremor worse, as well as loading the 
limb with weights tends to make the tremor worse, whereas organic tremor usually 
improves with this operation.  
The diagnosis may be supported by the  “coactivation sign”. As in the testing procedure for 
rigidity, the physician feels the increased muscle tone in the tremulous extremity in both 
directions and this cogwheel-like resistance is strictly related to tremor or if the patient can 
be made to relax completely (Deuschl et al. 1998). The technique of back-averaging 
electroencephalographic activity preceding the electromyographic  ones, can be useful to 
detect premovement  potential in subjects with psychogenic tremor, absent in organic 
involuntary movement (Brown & Thompson, 2001). Zeuner et al. using accelerometry to 
measure frequency changes during tapping showed that in contrast to parkinsonian and 
essential tremor, patients with psychogenic tremor revealed larger tremor frequency 
changes and marked variability in tapping (Zeuner et al., 2003). Entrainment of tremulous 
movements of different body parts into a single rhythm has been used clinically as a means 
of distinguishing these tremor forms. If functional tremor involves more than one limb, it 
usually has the same frequency. On the other hand, organic tremor usually has slightly 
different frequencies in different body parts. A quantified electrophysiological entrainment 
test performed on accelerometer or surface EMG tremor signals may provide supportive 
evidence of a functional tremor (McAuley & Rothwell 2004). Recently, Czarnecki and 
colleagues revealed distinct patterns  of cerebral perfusion, during rest and motor task, as 
measured by SPECT that distinguish psychogenic tremor from essential tremor and controls 
(Czarnecki et al. 2011). 

4.1.2 Psychogenic dystonia 
Dystonia exemplifies one of the longest history of misdiagnosis: for many centuries it was 
considered a psychogenic condition, then, after torsion dystonia was accepted as an organic 
entity in the early-20th century and different aetiologies of this condition were recognized, it 
was thought that psychogenic dystonia rarely occurred (Fahn, 2006). In general, 
psychogenic dystonia represents only approximately 5% of subjects with dystonia, but in 
most centers, it is the second most commonly encountered among PMDs  and accounts for 
20% to 50% of cases (Miyasaki et al., 2003). Psychogenic dystonia, classified as a secondary 
dystonia, largely remains a clinical diagnosis and there are no physiologic tests available 
that distinguish a psychogenic aetiology from an organic form (Peckham & Hallett, 2009). 
Psychogenic dystonia may not occur with the typical variability and distractibility of other 
PMDs and presents with fixed dystonic postures (Fig. 1) without return to the neutral 
position at rest from the beginning. Leg involvement is uncommon in adult-onset organic 
dystonia, as well as lack sensory tricks or relief by certain inexplicable trick action, and 
presence of severe pain suggest psychogenic dystonia, even if not in a specific way (Schrag, 
2006).  
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removed, the symptoms resolve. Beyond a categorical diagnostic classification, it is often 
very intricate, especially initially, to face with a patient having PMDs and make a 
differential diagnosis among somatoform disorders, factious disorders, and malingering. 
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coexisting  variety of different psychiatric disturbances such as dysthymia, major 
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bipolar disorders and others (Williams et al., 2005; Bhatia & Schneider, 2007). Yet, it is 
important to add that many organic movement disorders have an important incidence of the 
above-named psychiatric diagnoses (Reich, 2006). Finally, the common occurrence of 
movement disorders complicating primary mental illness and their treatment makes it 
important for psychiatrists to be able to recognize the various movement disorders, some of 
which have singular phenomenology such as tardive akathisia, tardive dystonia, tourettism 
and some unusual form of parkinsonism or tremor (Factor et al., 2005). 
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rigidity, the physician feels the increased muscle tone in the tremulous extremity in both 
directions and this cogwheel-like resistance is strictly related to tremor or if the patient can 
be made to relax completely (Deuschl et al. 1998). The technique of back-averaging 
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of distinguishing these tremor forms. If functional tremor involves more than one limb, it 
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dystonia, largely remains a clinical diagnosis and there are no physiologic tests available 
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Psychogenic dystonia may not occur with the typical variability and distractibility of other 
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dystonia, as well as lack sensory tricks or relief by certain inexplicable trick action, and 
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Controversial patients are those with dystonia developing within ours or days  after a minor 
injury, with a fixed distonic posture and severe pain. This kind of dystonia may be 
associated with features of complex regional pain syndrome type I. A study by Schrag and 
co-workers show that a substantial proportion of patients with fixed dystonia clearly fulfils 
criteria for a psychogenic dystonia (37%) or somatization disorder (29%). Although fixed 
dystonia sometimes developed in patients in whom a diagnosis of somatization disorder 
had already been made, a history of somatization was often unrecognized and, in many 
cases, only became evident after examination of primary care records (Schrag et al., 2004; 
Miyasaki et al., 2003). Various features of complex regional pain syndrome-related fixed 
dystonia suggest abnormal regulation of inhibitory interneuronal mechanisms at the 
brainstem or spinal cord level and impairment central synaptic reorganisation due to an 
interaction between neuroplastic activities and anomalous environmental necessities (Munts 
& Koehler, 2010). 
 

 
Fig. 1. A fixed dystonic posture of psychogenic origin 

4.1.3 Psychogenic parkinsonism 
Psychogenic parkinsonism is a rare syndrome accounting for 0.17–0.5% of all parkinsonism 
cases and representing nearly 10% of PMDs (Factor et al., 1995; Benaderette et al., 2006). In 
this disorder, atypical tremor occurs in  conjunction with extremely slow movements that 
are often accompanied by grimacing, sighing, or whole-body movements when patients do 
a simple motor task. Common characteristics of organic parkinsonism, such as hypomimia, 
decreased blink rate, axial rigidity, and ‘‘cogwheel’’ phenomenon are usually absent in 
psychogenic parkinsonism. On postural stability testing, patients may have bizarre 
responses including flailing of the arms and reeling backward without falling (Thomas & 
Jankovic, 2004). Additionally, patients with psychogenic parkinsonism may also suffer from 
depression, which can cause psychomotor retardation, a clinical condition which may be 
difficult to distinguish from the bradyphrenia associated to Parkinson’s disease (Morgan & 
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Sethi, 2006). It should be also remarked that parkinsonism or akinetic-rigid syndrome not 
uncommonly occur in the setting of major psychiatric disease and exposure to 
pharmacological agents. 
Electrophysiology studies can be supportive in distinguishing a Parkinson’s psychogenic 
tremor from other forms of tremor. Functional neuroimaging can be helpful in confirming a 
diagnosis of psychogenic parkinsonism. Loss of dopamine nerve function seen in organic 
parkinsonism can be measured by decreases in dopamine transporter density or presynaptic 
dopamine deficiency (I 123 B-CIT) on single positron emission computed tomography 
(SPECT) and Fluorodopa positron emission tomography (F-DOPA-PET). In psychogenic 
parkinsonism, these features are absent, but keeping in mind that other conditions, i.e. drug 
induced parkinsonism, dopa responsive dystonia-parkinsonism, have normal SPECT or F-
DOPA-PET scans (Benaderette et al., 2006; Scherfler et al., 2006).  
Table 3 summarizes the differences of clinical findings in Psychogenic parkinsonism, Drug-   
induced parkinsonism and Parkinson Disease.  
 

 Psychogenic 
Parkinsonism 

Drug-Induced 
Parkinsonism 

Parkinson Disease 

Onset Abrupt, varied age of 
onset 

Bilateral and 
symmetric, more 
common in the 
elderly 

Gradual,unilateral or 
asymmetric, typically 
in the 6th or 7th decade 

Cours Usually static with 
maximum disability 
early, condition may 
abruptly or gradually 
remit 
 

Acute or subacute Insidious, slowly 
progressive 

Tremor type Unilateral or bilateral, 
rest, postural, action; 
usually involving the 
dominant hand, 
varying frequency and 
amplitude, spreads 
when immobilizing 
the affected limb 
 

Not always present, 
bilateral, symmetric, 
postural or rest 

Unilateral or 
asymmetric at rest, 4-6 
Hz, worsens with 
distraction 

Bradykinesia Extremely slow 
movement often with 
fatigue, arrest or 
decrement; grimacing, 
sighing or whole body 
movements when 
performing simple 
task; normal speed of 
movements when not 
being examined 

Often the earliest and 
commonest 
manifestation,  facial 
hypomimia 

Slowing of rapid 
repetitive movements 
without fatigue, arrest 
or decrement 
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uncommonly occur in the setting of major psychiatric disease and exposure to 
pharmacological agents. 
Electrophysiology studies can be supportive in distinguishing a Parkinson’s psychogenic 
tremor from other forms of tremor. Functional neuroimaging can be helpful in confirming a 
diagnosis of psychogenic parkinsonism. Loss of dopamine nerve function seen in organic 
parkinsonism can be measured by decreases in dopamine transporter density or presynaptic 
dopamine deficiency (I 123 B-CIT) on single positron emission computed tomography 
(SPECT) and Fluorodopa positron emission tomography (F-DOPA-PET). In psychogenic 
parkinsonism, these features are absent, but keeping in mind that other conditions, i.e. drug 
induced parkinsonism, dopa responsive dystonia-parkinsonism, have normal SPECT or F-
DOPA-PET scans (Benaderette et al., 2006; Scherfler et al., 2006).  
Table 3 summarizes the differences of clinical findings in Psychogenic parkinsonism, Drug-   
induced parkinsonism and Parkinson Disease.  
 

 Psychogenic 
Parkinsonism 

Drug-Induced 
Parkinsonism 

Parkinson Disease 

Onset Abrupt, varied age of 
onset 

Bilateral and 
symmetric, more 
common in the 
elderly 

Gradual,unilateral or 
asymmetric, typically 
in the 6th or 7th decade 

Cours Usually static with 
maximum disability 
early, condition may 
abruptly or gradually 
remit 
 

Acute or subacute Insidious, slowly 
progressive 

Tremor type Unilateral or bilateral, 
rest, postural, action; 
usually involving the 
dominant hand, 
varying frequency and 
amplitude, spreads 
when immobilizing 
the affected limb 
 

Not always present, 
bilateral, symmetric, 
postural or rest 

Unilateral or 
asymmetric at rest, 4-6 
Hz, worsens with 
distraction 

Bradykinesia Extremely slow 
movement often with 
fatigue, arrest or 
decrement; grimacing, 
sighing or whole body 
movements when 
performing simple 
task; normal speed of 
movements when not 
being examined 

Often the earliest and 
commonest 
manifestation,  facial 
hypomimia 

Slowing of rapid 
repetitive movements 
without fatigue, arrest 
or decrement 
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Rigidity Cogwheel absent, 
voluntary 
resistance which may 
decrease with 
distraction 
 

Often uniform, 
inconstant cogwheel 
rigidity 

Cogwheel rigidity 

Postural 
instability 

Impaired early, may 
have exaggerated or 
bizarre response to 
minimal backwards 
 

Mild stooping, 
decreased arm swing 

Impaired in moderate 
to advanced disease, 
retropulsion on pull 
test 

Speech Stuttering, bizarre 
dysarthria, distractible 

Mild stuttering Hypophonic, 
stuttering, 
tachyphemia 

Motor 
fluctuation 

Very rare complaint of 
“extra movements” on 
levodopa, no 
dyskinesias after long-
term levodopa 
treatment 
 

Absent Dyskinesias in half of 
patients on levodopa 
after 5-7 years, on-off 
fluctuations 

Psychiatric 
history 

Previous conversion 
disorders, 
somatisation, factious 
disorder, anxiety, and 
depression 
 

Relevant, particularly 
schizophrenia but 
also depression 

Depression may 
precede diagnosis 

Medication 
response 

Usually unresponsive 
to multiple medical 
trials 

Responds well to 
anticolinergic drugs, 
remittance within 
weeks or months 
when withdrawal of 
offending drug 
 

Responds well to 
levodopa and 
dopamine agonist 

Nonmotor 
problems 

Sexual dysfunction 
and sleep disturbances 
occur 

Possible swallowing 
less than normal, 
hallucination, rare 
costipation 

Dysautonomia, 
constipation, sexual 
dysfunction, sleep 
problem, hallucination 

Table 3. Clinical features of Psychogenic parkinsonism, Drug-induced parkinsonism and 
Parkinson Disease. Adapted from Morgan & Sethi, 2006. 

4.1.4 Psychogenic gait 
Abnormal gaits frequently occur in the setting of major psychiatric disease and represent 8% 
to 10% of all PMDs (Sudarsky, 2006). Psychogenic gate disorders are characterized by 
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exaggerated effort or fatigue with grimaces, excessive slowness, convulsive shaking, often 
with knee buckling especially when the patient has unilateral functional weakness, astasia-
abasia, arms are outstretched like a tightrope walker (Fig. 2), unusual uneconomic posture 
and bizarre movements (Bhatia, 2001; Baik & Lang, 2007). Patients with psychogenic require 
further strength and balance than an indifferent gait and they seem to be frightened of 
falling, and this gait allows them to be closer to the floor (Stone & Carson, 2010). The 
movement disorder is commonly accompanied by other psychogenic neurological 
symptoms, such as false weakness or sensory findings, or by excessive pain and tenderness 
(Thomas & Jankovic, 2004).  Okun et al. described 9 consecutive patients who presented 
with a psychogenic gait disorder who underwent "chair testing." Each patient was asked to 
walk 20-30 feet forward and backward toward the examiner. Patients were then asked to sit 
in a swivel chair with wheels and to propel the chair forward and backward. Compared 
with their walking, 8 of the 9 patients in the psychogenic group performed well on the chair 
test, showing improved ability to propel a chair forward when seated. By contrast, all 9 
control patients with nonpsychogenic gait problems, performed equally when walking or 
propelling utilizing the chair (Okun et al., 2007).  
 

 
Fig. 2. Tightrope walking: the patient walks very slowly on a broad base with his arms 
extended. 

4.1.5 Psychogenic myoclonus 
Myoclonus account for 10% to 20% of PMDs. The clinical features of psychogenic myoclonus 
usually includes segmental or generalizes jerking, occurring at rest and during movement, 
commonly changing pattern, frequency, amplitude and anatomic distribution and may be 
stimulus sensitive (Monday & Jankovic 1993; Williams et al., 1995). 
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exaggerated effort or fatigue with grimaces, excessive slowness, convulsive shaking, often 
with knee buckling especially when the patient has unilateral functional weakness, astasia-
abasia, arms are outstretched like a tightrope walker (Fig. 2), unusual uneconomic posture 
and bizarre movements (Bhatia, 2001; Baik & Lang, 2007). Patients with psychogenic require 
further strength and balance than an indifferent gait and they seem to be frightened of 
falling, and this gait allows them to be closer to the floor (Stone & Carson, 2010). The 
movement disorder is commonly accompanied by other psychogenic neurological 
symptoms, such as false weakness or sensory findings, or by excessive pain and tenderness 
(Thomas & Jankovic, 2004).  Okun et al. described 9 consecutive patients who presented 
with a psychogenic gait disorder who underwent "chair testing." Each patient was asked to 
walk 20-30 feet forward and backward toward the examiner. Patients were then asked to sit 
in a swivel chair with wheels and to propel the chair forward and backward. Compared 
with their walking, 8 of the 9 patients in the psychogenic group performed well on the chair 
test, showing improved ability to propel a chair forward when seated. By contrast, all 9 
control patients with nonpsychogenic gait problems, performed equally when walking or 
propelling utilizing the chair (Okun et al., 2007).  
 

 
Fig. 2. Tightrope walking: the patient walks very slowly on a broad base with his arms 
extended. 

4.1.5 Psychogenic myoclonus 
Myoclonus account for 10% to 20% of PMDs. The clinical features of psychogenic myoclonus 
usually includes segmental or generalizes jerking, occurring at rest and during movement, 
commonly changing pattern, frequency, amplitude and anatomic distribution and may be 
stimulus sensitive (Monday & Jankovic 1993; Williams et al., 1995). 
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Neurophysiologic methods are particularly useful in distinguishing between voluntary 
jerking and cortical or brainstem myoclonus (Brown & Thomson, 2001). Organic myoclonus 
is characterized by burst length of less than 70 ms, and jerks lasting longer than that are 
suggestive of a psychogenic etiology. Functional myoclonus is often associated with a 
Bereitschaftpotential before the movement, which requires recording multiple events using 
an electroencephalogram and back averaging according to an electromyogram. In the 
absence of a Bereitschaftpotential, it is not possible to exclude a psychogenic etiology, as the 
Bereitschaftpotential can be absent in normal subjects (Brown & Thomson, 2001; Peckham & 
Hallett, 2009). Interestingly, in a recent case series of 35 consecutive patients with jerks of the 
trunk referred as possible proriospinal myoclonus, 34 patients showed features suggestive 
of a psychogenic origin even in the presence of a classic polymyography pattern or in the 
absence of a Bereitschaftpotential (van der Salm et al., 2010). 

5. Treatment 
There is no consensus even among the experts about the best treatment approach to patients 
with PMDs. Therefore, a common agreement is that treatment begins when the physician 
has made the diagnosis and mostly depending on the way of explaining PMDs to the 
patient, as well as a very close working relationship between neurologist, consulting 
psychiatrist, and frequently physical therapist, is crucial in obtaining symptom remission in 
many subjects. Table 4 emphasizes, by the acronym form THERAPIST, the essential basis for 
a treatment process. 
 

 
Terminology must engage and not alienate the patient 
 Hear out the patient with interest, compassion, and empathy (and patience) 
  Explain the diagnosis and the mechanism of symptoms 
   Reassure that there is no evidence of neurologic damage  
    Address psychosocial and family issues  
     Prognosis is likely favorable, the patient has the potential to recovery fully 
      Individualize the therapy and customize it 
       Self-help is a crucial part of getting better 
        Treat concurrent psychiatric and medical illness (if present)  
 

Table 4. Nine essential steps for an approach to management of patients with PMDs. 

The objective of effective treatment is not only to provide symptoms remission in the short 
term, but to evaluate the causes that produced the heterogeneous symptomatology and to 
assess feasible strategies to remove them.  
The issue about the terminology to use for the diagnosis is unresolved. Some authors find 
that “functional” disorder is an accurate term, which describe a disorder of the way the 
brain is working. Others find “psychogenic” an acceptable term with vagueness implication. 
Still others think that the latter arouses too much a “crazy” condition in the patient and 
family’s mind and prefer the more broad word “neuropsychiatric” (Williams et al., 2005; 
Stone & Carson, 2010). In any case, whatever term is used it is important to find an 
explanatory language that engages the patient and gives a scenario within which to 
understand the disorder. In this regard, a self-rating approach reported that 49% of patients 
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attributed a favorable outcome to a physician’s described treatment (Jankovic & Thomas, 
2006). 
It is very important to reassure the patient early on, for example emphasizing that this is an 
‘‘involuntary’’ condition and is most likely the result of an impairment of neural pathways. 
Another option is to explain that some of the symptoms are stress-related symptoms, 
pointing out that stress is a common cause of many physical afflictions. A sincere, 
supportive, hopeful and, professional manner of approach will allow to understand and, at 
the same time, have patients understand what the movement disorder means, what is its 
functions, why and when it evolved. Some experts and the authors also suggest an active 
physiotherapy program, from the beginning, in order to desensitized the stress-induced 
contraction that generate the anomalous muscle jerks. Overall, this aspect of the treatment 
may corroborate the “physical” dimension of the disorder and may allow decreasing the 
symptom without activating psychological defence mechanisms (Williams et al., 2006; 
Rosebush & Mazurek, 2006). Besides, the physiotherapist frequently recognizes the fears 
and unhelpful preconceptions which patients have, and can stimulate and compliment 
patients in their activity in a much more confidential mode than the allied psychotherapist.  
Medication treatment can be initiated and the choice of a particular drug depends on the 
accompanying psychiatric or medical conditions. In authors experience these most 
frequently include anxiety, depression, insomnia and headache, and a low dose of tricyclic 
antidepressants or benzodiazepine can help with symptoms of pain and muscle tension.  
Large randomized studies in patients with PMDs are lacking, and evidence for treatment is 
largely based on retrospective, case control, and case report studies. Several other clinical 
trials, not specifically designed for PMDs but for other forms of conversion or somatoform 
disorders, are treated more in detail elsewhere in this book. 
In a study by Voon and co-workers, 23 patients were identified with PMDs, and 15 patients 
agreed to be treated with antidepressant drugs. Of the 15 patients, 10 were diagnosed with 
primary PMDs, and the remaining 5 were diagnosed with PMDs and another somatoform 
disorder. Patients were treated with either citalopram or paroxetine. Those who did not 
respond were switched to venlafaxine. Of the primary PMDs patients, 80% (8 patients) had 
marked improvement, and 7 patients had complete remission. None of the 5 patients with 
PMDs and other somatoform disorders improved. (Voon, & Lang, 2005).  
An open-label trial of somatisation disorder studied the efficacy of nefazodone in patients 
with and without comorbid depression and showed improvement in clinical global 
impression and functioning in 73% of patients (Menza et al., 2001). 
In a study by Rampello and colleagues, 18 patients were treated (6 with haloperidol and 12 
with sulpiride). The latter group showed remarkable improvement in 8 patients, partial 
improvement in 2 patients, and no improvement in 1 patient. The haloperidol group 
showed 1 patient with remarkable improvement, 3 with partial improvement, and 2 with no 
improvement. This study showed a possible positive correlation between dopamine 
blockade, drug-induced plasma prolactine concentration, and improvement in a patient’s 
conversion symptoms.  
Hinson and colleagues recruited ten patients with PMDs for a single-blind clinical trial to 
receive 12 weeks of treatment with outpatient psychodynamic psychotherapy and use of 
antidepressants or anxiolytic drugs, depending on comorbid psychiatric diagnosis. The 
movement disorder was videotaped before and after treatment and rated in a random order 
by a rater unaware of treatment allocation using PMDRS. All patients were diagnosed with 
conversion disorder. Nine of ten recruited patients completed the study. Total mean PMDRS 
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Neurophysiologic methods are particularly useful in distinguishing between voluntary 
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and total mean PMDRS function scores improved with psychotherapeutic intervention. 
There were significant treatment effects in Hamilton depression scores, Beck anxiety scores, 
and global assessment of function. 
Shapiro and Teasell described a case series of 39 consecutive patients with conversion 
disorder who were told that they had a musculoskeletal problem that could resolve 
completely if they had an organic etiology. If the patients did not improve after 4 weeks, 
then  they were told that it was a psychiatric condition, and the treatment would be 
modified to help them improve completely. If they did not improve, then they were given a 
final diagnosis of conversion disorder, and they were told that they could not improve 
because of an unconscious need to remain disabled. In 8 of 9 patients with acute conversion 
disorder (symptoms <2 months), the treatment was successful. In 1 of 28 chronic (>6 months 
duration) patients, behavioral treatment was successful (Shapiro & Teasell, 2004). In a 
randomised controlled clinical trial, Moene and colleagues assigned 48 patients to receive 
either hypnosis or a control intervention consisting of generic elements of psychotherapy. 
Outcome measures were a video rating scale for motor conversion symptoms, the symptom 
checklist-90, and elements of the international classification of impairments, disabilities, and 
handicaps. Independent of the treatment condition, 65% of patients showed substantial 
improvement at post-treatment assessment and 84% at 6-month follow-up, which suggests 
that both psychotherapy and hypnosis have a role in the treatment of conversion disorder.  
A meta-analysis of studies of cognitive behavioral therapy  for various somatisation 
syndromes showed a definite or possible treatment effect of cognitive behavioral therapy in 
71 of patients (Kroenke et al., 2000). Randomized controlled studies support the efficacy of 
individual cognitive behavioral therapy for the treatment of hypochondriasis, body 
dysmorphic disorder, and undifferentiated somatoform disorders including medically 
unexplained symptoms, chronic fatigue syndrome, and noncardiac chest pain (Looper & 
Kirmayer, 2002; Allen et al., 2006). 
In a single-blind study, 16 patients with PMDs completed a thrice-weekly, 12-weeks mild 
walking program. Assessments included DSM-IV interview, PMDRS, Beck Anxiety 
Inventory, Hamilton Depression Scale, V02 Max, and body mass index. A comparison of all 
measures taken at study onset and after completing the exercise program indicates 
statistically significant improvements. We observed a relevant improvement in 10 of 16 
patients (62%). The mean difference for the primary outcome (PMDRS total) corresponded 
to about 70%. Compliance was good, and there were no adverse effects. This study provides 
preliminary evidence for regular low-medium intensity exercise as a safe, adequate, and 
pleasing intervention for PMD. (Dallocchio et al., 2010).  
A retrospective study was performed in 10 patients with psychogenic gait. Patients were 
treated with physical therapy, occupational therapy, and recreational therapy, and 
psychological interventions were used in appropriate cases. All patients were able to 
ambulate normally before discharge (Speed, 1996).  
A successful management of the three cases described in another report involved a 
combination of behavioral modification and physical therapy interventions Abnormal 
movement patterns were ignored, and correct movement patterns were reinforced using 
feedback and praise. All three patients showed complete resolution of their symptoms 
(Ness, 2007). 
There is one published abstract report where EMG biofeedback  as used as a treatment for 
psychogenic tremor; this open label study estimated the effectiveness of biofeedback 
therapy and found improvement in 60% of 15 subjects (Levy et al., 2006). One case report 
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described a dramatic response to acupuncture in a patient with chronic, treatment-resistant 
PMD (Van Nuenen et al. 2007).  
A preliminary experience with the application of transcranial magnetic stimulation to 
achieve symptom relief in psychogenic tremor showed its effectiveness in conversion 
disorder of motor subtype.  In a group of 8 patients, 4 responded, 2 showed temporary 
improvement, and 2 did not respond. (Dafotakis et al., 2008). In  a case report, a patient with 
psychogenic dysphonia was reported to have a dramatic improvement after 2 sessions of 
repetitive transcranial magnetic stimulation over the prefrontal cortex (Chastan et al., 2009). 

6. Prognosis 
The outcome of patients with PMDs is variable, and several elements that influence recovery 
have been described. These include the nature, chronicity, seriousness of the veiled 
psychopathology, the influence of external factors, the attitude of the patient, the capability 
of the patient’s support system, as well as the modalities and the effectiveness of treatment. 
Predominantly, data are available on the outcome of conversion disorders in general. 
Williams et al. found a permanent benefit in 52% of 131 patients, with complete, 
considerable and moderate relief in 25%, 21%, and 8% respectively, after a follow-up of an 
average of 1,8 years. They found that age, gender, intelligence, chronicity of illness, and 
types of symptoms had no influence on the outcome. In another longitudinal study of 228 
patients with PMDs improvement symptoms was noticed in 56% of patients, 21% reported 
no change, and 22% were worse after an average duration of 3.4 years’ follow-up. In this 
study, poor prognostic factors were inconsistent movements, dissatisfaction with the 
physician, long duration of illness, positive history of smoking, and suggestibility. Good 
prognostic factors were good physical health, positive social life, patients’ perception of 
receiving effective treatment by the physician, elimination of a stressor, comorbid diagnosis 
of anxiety, and attribution of a specific medication (Thomas et al., 2006). A follow up report 
compared 66 patients with PMDs to 704 with Parkinson’s disease and showed comparable 
levels of of disability and physical quality of life, increased psychiatric comorbidity and 
more severe mental health disorders, even if patients with PMDs were 20 years younger and 
had a shorter pathological condition (Anderson et al., 2007). 
Feinstein et al. reported persistence of abnormal movements in 90% of 88 patients followed 
up for an average of 3,2 years. Poor outcome was associated with psychiatric, long duration 
of symptoms, and insidious onset of symptoms (Feinstein, (2001). Much higher rates of 
improvement was reported in another longitudinal study of 127 patients with psychogenic 
tremor followed for at least 3 years, 55% reported improvement in tremor. Dissatisfaction 
with the physician was identified as the stronger prognostic risk factor of poor long term 
outcome; good prognostic factors were physician’s prescribed treatment, elimination of 
stressor, specific medication, stress management, biofeedback, and psychotherapy  (Jankovic 
et al., (2004). Other authors described the presenting features and long-term outcomes of 33 
patients with electrophysiologically-confirmed psychogenic tremor by a follow-up 
questionnaire. After a median follow-up of 3.2 years, 64% of patients valued their disability 
as moderate severe, 27% had complete resolution of symptoms, and 9% reported mild 
unchanged symptoms. Of the patients who had resolution of symptoms, in 15% the 
resolution occurred spontaneously and in 12% it occurred after an intervention (1 with an 
antidepressant, 1 with psychology/rehabilitation, 1 with hypnotherapy, 1 with behavioral 
therapy). (McKeon et al., (2008). In a follow study involving 64 patients affected by 
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that both psychotherapy and hypnosis have a role in the treatment of conversion disorder.  
A meta-analysis of studies of cognitive behavioral therapy  for various somatisation 
syndromes showed a definite or possible treatment effect of cognitive behavioral therapy in 
71 of patients (Kroenke et al., 2000). Randomized controlled studies support the efficacy of 
individual cognitive behavioral therapy for the treatment of hypochondriasis, body 
dysmorphic disorder, and undifferentiated somatoform disorders including medically 
unexplained symptoms, chronic fatigue syndrome, and noncardiac chest pain (Looper & 
Kirmayer, 2002; Allen et al., 2006). 
In a single-blind study, 16 patients with PMDs completed a thrice-weekly, 12-weeks mild 
walking program. Assessments included DSM-IV interview, PMDRS, Beck Anxiety 
Inventory, Hamilton Depression Scale, V02 Max, and body mass index. A comparison of all 
measures taken at study onset and after completing the exercise program indicates 
statistically significant improvements. We observed a relevant improvement in 10 of 16 
patients (62%). The mean difference for the primary outcome (PMDRS total) corresponded 
to about 70%. Compliance was good, and there were no adverse effects. This study provides 
preliminary evidence for regular low-medium intensity exercise as a safe, adequate, and 
pleasing intervention for PMD. (Dallocchio et al., 2010).  
A retrospective study was performed in 10 patients with psychogenic gait. Patients were 
treated with physical therapy, occupational therapy, and recreational therapy, and 
psychological interventions were used in appropriate cases. All patients were able to 
ambulate normally before discharge (Speed, 1996).  
A successful management of the three cases described in another report involved a 
combination of behavioral modification and physical therapy interventions Abnormal 
movement patterns were ignored, and correct movement patterns were reinforced using 
feedback and praise. All three patients showed complete resolution of their symptoms 
(Ness, 2007). 
There is one published abstract report where EMG biofeedback  as used as a treatment for 
psychogenic tremor; this open label study estimated the effectiveness of biofeedback 
therapy and found improvement in 60% of 15 subjects (Levy et al., 2006). One case report 
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described a dramatic response to acupuncture in a patient with chronic, treatment-resistant 
PMD (Van Nuenen et al. 2007).  
A preliminary experience with the application of transcranial magnetic stimulation to 
achieve symptom relief in psychogenic tremor showed its effectiveness in conversion 
disorder of motor subtype.  In a group of 8 patients, 4 responded, 2 showed temporary 
improvement, and 2 did not respond. (Dafotakis et al., 2008). In  a case report, a patient with 
psychogenic dysphonia was reported to have a dramatic improvement after 2 sessions of 
repetitive transcranial magnetic stimulation over the prefrontal cortex (Chastan et al., 2009). 

6. Prognosis 
The outcome of patients with PMDs is variable, and several elements that influence recovery 
have been described. These include the nature, chronicity, seriousness of the veiled 
psychopathology, the influence of external factors, the attitude of the patient, the capability 
of the patient’s support system, as well as the modalities and the effectiveness of treatment. 
Predominantly, data are available on the outcome of conversion disorders in general. 
Williams et al. found a permanent benefit in 52% of 131 patients, with complete, 
considerable and moderate relief in 25%, 21%, and 8% respectively, after a follow-up of an 
average of 1,8 years. They found that age, gender, intelligence, chronicity of illness, and 
types of symptoms had no influence on the outcome. In another longitudinal study of 228 
patients with PMDs improvement symptoms was noticed in 56% of patients, 21% reported 
no change, and 22% were worse after an average duration of 3.4 years’ follow-up. In this 
study, poor prognostic factors were inconsistent movements, dissatisfaction with the 
physician, long duration of illness, positive history of smoking, and suggestibility. Good 
prognostic factors were good physical health, positive social life, patients’ perception of 
receiving effective treatment by the physician, elimination of a stressor, comorbid diagnosis 
of anxiety, and attribution of a specific medication (Thomas et al., 2006). A follow up report 
compared 66 patients with PMDs to 704 with Parkinson’s disease and showed comparable 
levels of of disability and physical quality of life, increased psychiatric comorbidity and 
more severe mental health disorders, even if patients with PMDs were 20 years younger and 
had a shorter pathological condition (Anderson et al., 2007). 
Feinstein et al. reported persistence of abnormal movements in 90% of 88 patients followed 
up for an average of 3,2 years. Poor outcome was associated with psychiatric, long duration 
of symptoms, and insidious onset of symptoms (Feinstein, (2001). Much higher rates of 
improvement was reported in another longitudinal study of 127 patients with psychogenic 
tremor followed for at least 3 years, 55% reported improvement in tremor. Dissatisfaction 
with the physician was identified as the stronger prognostic risk factor of poor long term 
outcome; good prognostic factors were physician’s prescribed treatment, elimination of 
stressor, specific medication, stress management, biofeedback, and psychotherapy  (Jankovic 
et al., (2004). Other authors described the presenting features and long-term outcomes of 33 
patients with electrophysiologically-confirmed psychogenic tremor by a follow-up 
questionnaire. After a median follow-up of 3.2 years, 64% of patients valued their disability 
as moderate severe, 27% had complete resolution of symptoms, and 9% reported mild 
unchanged symptoms. Of the patients who had resolution of symptoms, in 15% the 
resolution occurred spontaneously and in 12% it occurred after an intervention (1 with an 
antidepressant, 1 with psychology/rehabilitation, 1 with hypnotherapy, 1 with behavioral 
therapy). (McKeon et al., (2008). In a follow study involving 64 patients affected by 
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medically unexplained movement disorders, 28% showed complete resolution of symptoms, 
20% improved, 14% remained unchanged, and 38% worsened after 6 years of follow-up 
(Crimlisk et al., 1998). Finally, other data showed that 83% of 42 patients with functional 
weakness or sensory symptoms, who have been investigated as inpatients, have symptoms 
and disability after a median of 12 years following initial assessment. In this study patients 
with only sensory symptoms and signs at presentation had significantly better outcome in 
terms of higher physical functioning, social functioning , and pain than patients with any 
symptoms or signs of weakness , a higher age of onset predicted lower physical functioning 
at follow up (Stone et al., 2003). If untreated, PMDs are inclined to become chronic, and 
follow-up data in several studies demonstrate 65-95% of patients are left with a high level of 
disability (Factor et al., 1995; Williams et al., 2005), undoubtedly asserting the necessity for 
un effective early intervention to convert the “sick role” of the patient and return to the 
suitable level of function as quickly as possible. 

7. Conclusion  
PMDs are important and underdiagnosed cause of major neurologic disability. Signs and 
symptoms must be interpreted in the overall clinical and psychological context. 
Neurophysiological and imaging findings may provide important understanding and 
confirmation of the diagnosis, but some cases pose a arduous challenge to both neurologists 
and psychiatrists. An adequate explanation of the symptoms to patients is a prerequisite to 
successful further treatment (Stone & Carson, 2010; Friedman & LaFrance, 2010). To date, 
the treatment for each patient with PMDs is individualized and may include 
psychotherapeutic interventions, behavioral therapy, pharmachotherapy, physical therapy, 
hypnosis and others. Recovery is sometimes delayed and can take place over the course of 
months and several patients are left with a high level of disability, but a supportive, 
nonjudgmental, and persistent multidisciplinary approach can divert the illness course to an 
excellent clinical outcome (Rosebush & Mazurek, 2006). Further researches are required, not 
only to improve the understanding and management of these heterogeneous diseases, but 
also for reconsidering conversion disorder terminology and positive rather than negative 
diagnostic criteria. 
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