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Preface

In the last few years the automobile design process is asked to become more respon-
sible and responsibly related to environmental needs.

Basing the automotive design not only on the appearance, the visual appearance of the 
vehicle needs to be thought together and deeply integrated with the “power” devel-
oped by the engine. 

So, vehicle design is becoming more and more differentiated and the vehicle behavior
does not actually meet one single standard but is following the market trends. The 
vehicles are being designed according to detailed specications and the product is 
characterized by specic customer’s prole looking for specic solutions to their own 
problems, which may be different for different customer’s pro le.

In this complex scenario the denition of niche product is becoming obsolete and the 
automobile market is becoming a sum of many and very different vehicle categories: 
micro car, city car, minivan, SUV, roadster.

Also technological needs are changing, and the race to luxury and big comfortable, 
high powered sedan is now leaving place to “smart” vehicles designed to look for an 
intelligent solution to different mobility problems.

Or at least this is how it should be.

The vehicle of the future, and the vehicle that customers are looking for nowadays, is
designed upon the basic needs, starting the vehicle and subsystems design according 
to the main mission of the vehicle itself: carrying people and goods.

Many aspects are “ghting” each other in the “design process”, spanning from eco-
nomic/strategic needs (maintenance costs, taxes used to depend on engine displace-
ment and/or insurance on power, parking areas, driving licenses, etc.) to emerging 
standards (The Corporate Average Fuel Economy CAFÉ, new rating method NCAP, 
EUROxx regulations, etc.) ending with more technological mission/comfort needs:

•     Ergonomic needs
•     Small vehicles for urban environment, to reduce traffi  c jams
•     Fuel efficiency and pollution reduction
       o Lightweight
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XVI Preface

o Alternative fuels
o Vehicle usage optimization
o Engine Downsizing

• Safety
• Performance
•       Off ering to the customer the capability of changing the vehicle con guration (seats,

luggage)

The need of reducing pollution and fuel consumption then indicates technologies like 
Stop & start – Micro & mild hybrids, as suitable powertrain layouts, dramatically re-
ducing pollution while in traffi  c jams, or allowing the downsizing of the thermal en-
gine, while keeping the performance at an acceptable level.

All these considerations lead to the conclusion that the optimization of the vehicle can 
be done only by optimizing the entire system, not looking for the optimum solution in 
each single subsystem.

The purpose of this book is therefore to try to present the new technologies develop-
ment scenario, and not to give any indication about the direction that should be given 
to the research in this complex and multi-disciplinary challenging  eld.

Marcello Chiaberge
Mechatronics Laboratory – Politecnico di Torino 

Italy
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Experimental Test of a Diesel Engine using 
Envo-Diesel as an Alternative Fuel 

M.A.Kalam and H.H. Masjuki 
Department of Mechanical Engineering, University of Malaya  

50603 Kuala Lumpur,  
Malaysia 

1. Introduction 
Recently, the use of diesel engines has increased rapidly because of their low fuel 
consumption and high efficiencies. Nowadays, diesel engines are used in transportation, 
power plant generation equipment, construction and industrial activities. These wide fields 
of the usage lead to increase the demand for petroleum fuel. The world is presently 
confronted with crises of fossil fuel depletion and environmental degradation.  
The present energy scenario has stimulated active research interest in non-petroleum, 
renewable, and non-polluting fuels. The world reserves of primary energy and raw 
materials are, obviously, limited. According to an estimate, the reserves will last for 218 
years for coal, 41 years for oil, and 63 years for natural gas, under a business-as-usual 
scenario (Agarwal 2007).  
The depletion of world petroleum reserves and increasing of demand also causes rise in fuel 
prices. The prices of crude oil keep rising and fluctuating on a daily basis which are at near 
record levels and are stabilizing at about US$140 per barrel now at Malaysia. This 
necessitates developing and commercializing unconventional fuel from natural sources. 
This may well be the main reason behind the growing interest for unconventional bio-
energy sources and fuels around the world especially developing countries, which are 
striving hard to offset the oil monopoly. 
This study concentrates on assessing the viability of using alternative fuels in the existing 
internal combustion engines. In Malaysia, many researches are carried out on palm oil to 
produce biofuel or biodiesel as an alternative fuel. Malaysia has become the biggest palm oil 
producer country in the world followed by Indonesia. Recently, Malaysian Palm Oil Board 
(MPOB) has been produces the P5 palm oil-based biofuel called "Envo Diesel" for local use. 
After palm oil, coconut oil is the next potential oil that can be produced as biofuel because of 
its high amount of oxygen contents that enhance the combustion process. The objective of 
this study is to carry out an experimental investigation of the performance and the exhaust 
emission characteristics of a diesel engine fueled with Envo Diesel and coconut oil blends 
and compared them with ordinary diesel fuel. 

2. Experimental setup and procedures 
The schamatic of the experimental setup  for used engine test bed can be seen in Fig.1. A 
commertial diesel (2L series) was selected for this investigation. The engine is type 2L, 53.6 
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kW capacities, fixed speed (4000 rpm). It is water-cooled, indirect diesel injection  engine. 
The specifications of engine are shown in Table 1. 
 

 
Fig. 1. Schematic Diagram of Engine Test Bed. 
 

Engine Diesel cycle  
Model 2L 
Type Four strokes, water-cooled 
Combustion IDI, naturally aspirated 
Number of cylinder 4 
Bore x Stroke 92 x 92mm 
Displacement 2.4 L (2446 cc) 
Compression ratio 22.3 :1 
Combustion chamber Swirl chamber 
Nozzle type Throttle 
Cooling system Pressurized circulation 
Continuous power 
output 53.6 kW at 4000 rpm 

Torque 155.9 Nm at 2200 RPM 

Table 1. Specification of used diesel  Engine 

Experimental Test of a Diesel Engine using Envo-Diesel as an Alternative Fuel   

 

5 

2.1 Exhaust gas analyzer 
Horiba exhaust gas analyzer was used to measure HC, CO,CO2 and NOx emissions. The 
analyzer was interfaced with engine controlled software so that all the data from emission 
analyzer and engine are logged at same time. The Hartridge smoke meter was used to 
measure smoke emission.  

2.2 Test fuel  
The analysis and the preparation of test fuels were conducted at the Engine Tribology 
Laboratory, Department of Mechanical Engineering, University of Malaya. A total of three 
test fuels were selected for this investigation. The test fuels chosen are (1) 100% conventional 
diesel fuel (B0) supplied by Malaysian petroleum company (Petronas), (2) P5  as 5% palm 
olein and 95% B0. It can be mentioned that fuel P5 is known as “Envo diesel” in Malasyia. 
(3) C5 as 5% coconut oil and 95% B0. The fuel C5 is being selected to be compared with Envo 
diesel. Details about Envo diesel can be seen in below- 

2.3 Envo Diesel (Direct blending) 
Envo Diesel consists of 5 percent processed palm oil commonly known as cooking oil and 95 
percent conventional diesel fuel. The Malaysian Government has decided on the Envo 
Diesel  for the local market because production cost of palm olein is RM1 per litre cheaper 
than  ethyl ester. The Envo Diesel will be implemented in stages starting with vehicles of 
selected governmental agencies and then moving on the public use. The Malaysian palm oil 
board (MPOB)  is using the blends of processed palm oil with petroleum diesel to produce 
Envo Diesel. The advantages  of envo diesel are: 
a. No engine modification is required. 
b. Results in terms of engine performance, fuel consumption, exhaust emissions, repair 

and maintenance are acceptable. 

2.4 Fuel properties test 
The main properties of fuel tested such as calorific value, viscosity, specific density and flash 
point have been tested through standard method. The ordinary diesel fuel properties are 
compared with blended fuels. 
Heat calorific value: Oxygen Bomb Calorimeter was used to obtain the heating value of 
each fuel. The sample was ignited and burned in the combustion chamber in the presence of 
20 bar of oxygen, and the energy released is transferred to the surrounding water. The 
energy contain in the fuel was calculated on the basis of the conservation of energy principle 
by measuring the temperature rise of the water. Mass of fluid x Caloric value = (Mass of 
water + water equivalent of bomb) x Corrected    temperature rise x specific heat capacity of 
water. 
Viscosity:Automatic viscometer was used for determining the kinematic viscosity of fuels. It 
provides a measure of the time required for a volume of fuels to flow under gravity through 
a calibrated glass capillary tube. 
Specific gravity: Model DMA 4500/5000 specific gravity concentration meter was used to 
obtain the specific density value of tested fuels. The fuels density is measure at 15oc in 
g/cm3. 
Flash point: Flash Point Tester HFP 380 Pensky Martens was used to measure the flash 
point value of each tested fuels. The flash point is determined by heating the fuel in a small 
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kW capacities, fixed speed (4000 rpm). It is water-cooled, indirect diesel injection  engine. 
The specifications of engine are shown in Table 1. 
 

 
Fig. 1. Schematic Diagram of Engine Test Bed. 
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output 53.6 kW at 4000 rpm 

Torque 155.9 Nm at 2200 RPM 

Table 1. Specification of used diesel  Engine 
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enclosed chamber until the vapors ignite when a small flame is passed over the surface of 
the fuel.The temperature of the fuel at this point is the flash point.  
The test fuel physicochemical properties and compositions  can be seen in Table 2 and Table 
3 respectively. 
 

Country Germany USA Malaysia 

Properties/Fuels 
Rape seed 

methyl 
ester 

Soy bean 
methyl 
ester 

Palm oil 
methyl 
ester 

Envo 
diesel 
(P5) 

C5 B0 

1. Density 15C g cm-3 0.875-0.90 0.80-0.90 0.8783 0.827 0.827 0.82 
2. Viscosity 40C mm2 s-1 3.5-5.0 1.9-6.0 4.415 4.15 3.90 3.55 

3. Distillation 
95% C - ≤ 360 - -   

4. Flash point C >100 >130 182 >140 >140 98 

5. High calorific 
value MJ/kg - - 39.21 42.5 42.6 43 

Table 2. Physiochemical properties of fuels 
 

Fuel Compositions 
B0 100% diesel fuel 

P5 (Envo diesel) 5% palm olein and 95% B0. 
C5 5% coconut oil and 95% B0. 

Table  3. Test Fuel Compositions 

3. Results and discussion 
From physicochemical test results, it is found that, the C5 has better heating value than P5. 
The higher heating value contributes more power output after burning the fuel in the engine 
cylinder. The heating values of both the P5 and C5  are slightly lower as compared to B0.  
From viscosity test result, it is found that the C5 fuel has lower viscosity than P5. Lower 
viscosity of a fuel contributes  better atomization. However, the viscosity of both P5 and C5 
are slightly higher than B0. Similar differenecs of all other properties along with biodiesel 
properties from other countries can be seen in Table 3.  
Engine brake power versus speed at constant 85% throttle setting can be seen in Fig.2. It can 
be seen that brake power increases with increasing engine speed untill 3000 rpm and then 
power starts to drop due to the effect of higher frictional force. The maximum brake power 
obtained by B0, C5 and P5 are 36.7 kW, 36.10 kW and 36.20 kW respectively at 3000 rpm. 
The lower brake power by C5 and P5 as comapared to B0 is mainly due to their respective 
lower heating values.  The average brake power all over the speed range is found as 28.28 
kW, 28.08 kW and 27.94 kW  by B0, C5 and P5 respectively. 
The variation of exhaust gas temperatures of all the fuels are shown in Fig. 3. Exhaust gas 
temperatures of the blended fuels are lower than those of the diesel fuel due to the lower 
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heating value. However, their differences are small such as an average of all over the speed 
range 0.77% and 0.8% lower by C5 and P5 respectively.   
The highest temperatures are found at 3000 rpm for all the fuels such as 735 oC, 732.5 oC and 
733.6 oC by B0, C5 and P5 respectively. 

 
 
 

 
 

Fig. 2. Engine Brake Power Vs Speed At 85% Throttle. 

 
 
 

 
 

Fig. 3. Exhaust Temperature Vs Speed At 85% Throttle. 
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As diesel engine operates with an overall lean mixture, their CO emissions are normally 
lower than gasoline engines. Carbon monoxide (CO) is a toxic gas formed by the results 
from incomplete combustion. Emissions of CO are greatly dependent on the air-fuel ratio 
relative to the stoichiometric proportions. The CO emission depends on many parameters 
such as air–fuel ratio and fuel combustion performance into the engine cylinder. The CO 
emission versus engine speed is shown in Fig.4. The maximum value of CO emission is 
found at 3000 rpm such as 1.54%, 1.44% and 1.21% for B0, C5 and P5 respectively. The 
lowest CO emission is found from envo diesel P5, followed by C5 and B0. On average all 
over the speed range, C5 and P5 reduce CO emission by 7.3% and 21% respectively.  

 

 
Fig. 4. CO Emissions Vs Engine Speed At 85% Throttle. 

 

 
Fig. 5. CO2 Emissions Vs Engine Speed At 85% Throttle. 
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The CO2 emissions of different fuels are shown in Fig.5. Increasing CO2 emission means 
better combustion phenomena. The maximum CO2 are found between 2500 rpm to 3000 
rpm due to better combustion at the current throttle-speed position. The maximum CO2 

emission is found at 3000 rpm for all the fuels as shows 10.12%, 10.19% and 10.25% by B0, 
C5 and P5 respectively. The envo diesel produces more CO2 than C5 and B0 fuels which 
means better combustion and it is proven since P5 produces lowest CO emission (Fig.4.)   
Unburned hydrocarbons (HC) are the results of fuel incomplete combustion. Similar to 
carbon monoxide, unburned hydrocarbons result from flame quenching in crevice regions 
and at cylinder walls. Other causes of unburned hydrocarbons are running engine on too 
rich fuel air ratio with insufficient oxygen and the incomplete combustion of lube oil. 
Another cause is the oil film around the cylinder absorbs hydrocarbons, preventing them 
from burning, and then releases them into the exhaust gas. Also misfire admits 
hydrocarbons into the exhaust. It can be seen (in Fig. 6) that the lowest level of HC is 
produced by Envo diesel P5 followed by C5 and B0. The maximum difference is found at 
3000 rpm such as 21.8 ppm, 19.8 ppm and 14.9 ppm by B0, C5 and P5 respectively. 
However, all over the test cycle, it is found that C5 and P5 reduce HC emission by 5.5% and 
18% respectively as compared to B0 fuel. Now, based on CO, CO2 and HC emissions, it can 
be confirmed that envo diesel P5 produce better combustion than C5 and B0 fuels. 
 

 
 

 

 

 
 
 

Fig. 6. HC Emission Vs Engine Speed At 85% Throttle. 

Oxides of nitrogen (NOx)   emission is shown in Fig. 7.The NOx emission is strongly related 
to lean fuel with high cylinder temperature or high peak combustion temperature. A fuel 
with high heat release rate at premix or rapid combustion phase and lower heat release rate 
at mixing—controlled combustion phase (Masjuki et al. 2000) will produce NOx emission. 
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Fig. 7. Nox Emission Vs Engine Speed At 85% Throttle. 

 
 
 

 
 
 

Fig. 8. O2 Concentration Vs Engine Speed At 85% Throttle. 

It can be seen that NOx increases with increasing engine speed due to increasing 
combustion temperature into engine cylinder. The maximum NOx is found at 3500 rpm 
such as 478.7 ppm, 462.7 ppm and 465 ppm by B0, C5 and P5 respectively. However, on 
average all over the speed range, C5 and P5 reduce NOx emission by 2% and 2.50% 
respectively as compared to B0 fuel. 
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The O2 emissions of different fuels from the engine are shown in Fig.8. Increasing engine 
speed decreases O2 concentration due to better combustion. At 3000 rpm, the O2 
concentration was lower as 0.7%, 0.68% and 0.71% for B0,C5 and P5 respectively. Fuels C5 
and P5 show higher O2 due to contain O2 in pure coconut oil and palm oil as compared to 
B0. On average, all over the speed range, C5 and P5 produce 1.30% and 2.90% higher O2 as 
compared to B0 fuel. 
Smoke is a suspension in air (aerosol) of small particles resulting from incomplete 
combustion of a fuel. It is commonly an unwanted by-product of fuel combustion. Smoke 
produces from incomplete combustion of fuel resulting from fuel cooling effect or fuel air 
mixing problem etc.  The relative smoke emission is shown in Fig.9. It is found that the 
lowest smoke produces by P5 fuel followed by C5 and B0 fuels. This proves that fuel envo 
diesel or P5 produces complete combustion as compared to C5 and B0 fuels. On average all 
over the speed range, the C5 and P5 fuels show 1.75% and 3.30% lower smoke opacity than 
B0 fuel.  

 
 

 
 

Fig. 9. Smoke Emission Vs Engine  speed At 85% Throttle. 

5. Conclusions 
The following conclusions may be drawn from present investigation such as – 
1. Envo diesel (P5) produces 1.2% lower brake power as compared to diesel fuel B0. 
2. Envo diesel (P5) shows better emission results such as lower CO, HC, NOx and smoke 

emissions as compared to C5 and B0 fuels. 
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1. Introduction 
Gasoline, a sub-product from the fractional distillation of petroleum, is a mixture of several 
hundred organic volatile compounds, mainly hydrocarbons, ranged from four to twelve 
carbon atoms with boiling points in the range of 30 – 225 °C (Fialkov et al., 2008). The 
physico-chemical properties depend on the origin and method used to obtain the gasoline 
(Barbeira et al., 2007). 
It has been used as fuel for internal combustion engine vehicles for over a century, albeit the 
possibility of producing alternative sustainable fuels was considered long time ago, as can 
be learnt from Henry Ford’s statement to the New York Times in 1925 (French & Malone, 
2005): “There is fuel in every bit of vegetable matter that can be fermented. There’s enough 
alcohol in one year’s yield of an acre of potatoes to drive the machinery necessary to 
cultivate the fields for a 100 years.” 
In the last decades, there has been a growing concern with regard to some important 
environmental aspects as, for instance, the vehicle-generated greenhouse gas emissions 
leading to air pollution and the need for renewable fuels due to energy shortage. Ethanol 
has been considered as an attractive alternative fuel, because it can be obtained from 
domestic crops, such as sugar cane, corn, sorghum, wheat and potatoes and presents higher 
octane number and faster combustion speed than gasoline (Yao et al., 2009).  Interestingly, 
ethanol, as automotive fuel, started to be used in Brazil as early as the 1930s (Szklo et al., 
2007), but it was only after the two major oil shocks of the 1970s that its consumption 
became significant either as a gasoline additive or as a gasoline substitute.  Currently, 
several other countries such as the USA, Thailand, China and Sweden are using blends of 
gasoline and ethanol, to fuel vehicles. 
Gasohol is gasoline blended with anhydrous ethanol at different percentages expressed by 
an E-number, which corresponds to the percentage in volume of alcohol present in the fuel 
(Muncharoen et al., 2009). For instance, E20 contains ethanol at 20% and gasoline at 80%, by 
volume. 
In the last decade, flexible-fuel vehicles (FFV), that can use gasoline, gasohol, hydrated 
ethanol or any mixture of them, became very popular. Currently, in Brazil, more FFV 



 New Trends and Developments in Automotive System Engineering 

 

12 

7. References 
Agarwal, A. K., (2007).  Biofuels (alcohols and biodiesel) applications as fuels for Internal 

Combustion Engines, Procd of Energy Combustion Sci , 33(3),pp.223-330. 
Masjuki, H. H., Kalam, M. A., Maleque,  M. A. (2000). Combustion characteristics of 

biological fuel in diesel engine. SAE 2000 World Congress, Detroit, Michigan, Paper 
No. 2000-01-0689. 

2 

Analytical Methods for Determining 
Automotive Fuel Composition  

Jonas Gruber1, Renata Lippi1, Rosamaria W. C. Li1 

and Adriano R. V. Benvenho2 
1Instituto de Química da Universidade de São Paulo São Paulo-SP  

2Centro de Ciências Naturais e Humanas da Universidade 
Federal do ABC, Santo André-SP 

Brazil 

1. Introduction 
Gasoline, a sub-product from the fractional distillation of petroleum, is a mixture of several 
hundred organic volatile compounds, mainly hydrocarbons, ranged from four to twelve 
carbon atoms with boiling points in the range of 30 – 225 °C (Fialkov et al., 2008). The 
physico-chemical properties depend on the origin and method used to obtain the gasoline 
(Barbeira et al., 2007). 
It has been used as fuel for internal combustion engine vehicles for over a century, albeit the 
possibility of producing alternative sustainable fuels was considered long time ago, as can 
be learnt from Henry Ford’s statement to the New York Times in 1925 (French & Malone, 
2005): “There is fuel in every bit of vegetable matter that can be fermented. There’s enough 
alcohol in one year’s yield of an acre of potatoes to drive the machinery necessary to 
cultivate the fields for a 100 years.” 
In the last decades, there has been a growing concern with regard to some important 
environmental aspects as, for instance, the vehicle-generated greenhouse gas emissions 
leading to air pollution and the need for renewable fuels due to energy shortage. Ethanol 
has been considered as an attractive alternative fuel, because it can be obtained from 
domestic crops, such as sugar cane, corn, sorghum, wheat and potatoes and presents higher 
octane number and faster combustion speed than gasoline (Yao et al., 2009).  Interestingly, 
ethanol, as automotive fuel, started to be used in Brazil as early as the 1930s (Szklo et al., 
2007), but it was only after the two major oil shocks of the 1970s that its consumption 
became significant either as a gasoline additive or as a gasoline substitute.  Currently, 
several other countries such as the USA, Thailand, China and Sweden are using blends of 
gasoline and ethanol, to fuel vehicles. 
Gasohol is gasoline blended with anhydrous ethanol at different percentages expressed by 
an E-number, which corresponds to the percentage in volume of alcohol present in the fuel 
(Muncharoen et al., 2009). For instance, E20 contains ethanol at 20% and gasoline at 80%, by 
volume. 
In the last decade, flexible-fuel vehicles (FFV), that can use gasoline, gasohol, hydrated 
ethanol or any mixture of them, became very popular. Currently, in Brazil, more FFV 



 New Trends and Developments in Automotive System Engineering 

 

14 

vehicles are sold than those powered by gasohol. Since the composition of the fuel in the 
tank may fluctuate widely depending on the type of fuel a driver decides to buy, and since 
the optimal air:fuel ratio in the combustion chambers is a function of this composition and is 
crucial for the smooth operation of the engine, the need for sensors capable to directly or 
indirectly measure the alcohol:gasoline ratio became very important. Currently, most 
vehicles are equipped with lambda sensors or universal exhaust gas oxygen (UEGO) sensors 
(Regitz & Collings, 2008) which do not determine the real fuel composition, but the amount 
of oxygen present in the exhaust gases. Besides, they are exposed to high temperatures (up 
to 1000 ºC) and high vibrations (up to 50 g), which may lead to fast degradation of the 
sensor (Hanrieder et al., 1992).  

1.1 Environmental aspects 
Transport facilities belong to one of the most important sources of air pollutants (Sobanski et 
al., 2006). One of the crucial parameters that influence the formation of pollutant gases in 
internal combustion engines is the nature of the fuel and its additives.  A recent study 
comparing the emissions of several pollutants and greenhouse gases when gasoline and 
gasohol are used as fuels (Zhai et al., 2009) has shown that although the latter may reduce 
products of incomplete combustion, such as CO (-35–60%), the emission rates of methane 
are increased (+30–40%), as well as of NOx and especially of acetaldehyde (+60% and 
+200%, respectively, as the ethanol content was increased to 40%). Besides, gasohol has a 
higher vapour pressure than gasoline, thus raising concerns about evaporative emissions 
(Pumhrey et al., 2000). 
Anti-knock additives such as tetraethyl lead (TEL), which contributed to increase 
atmospheric pollution and octane enhancers such as methyl tert-butyl ether (MTBE), which 
caused contamination of underground waters are no longer required when using gasohol, 
since ethanol has anti-knock properties and enhances the octane number. On the other hand, 
its content must be monitored to keep the octane number aligned with the standard 
(Muncharoen, et al., 2009).  
The emission of volatile organic compounds (VOCs) to ambient air is of increasing concern 
also because of the role of these compounds in the formation of photochemical smog and the 
toxicity of some individual compounds such as benzene (Winebrake and Deaton, 1999; 
Leong et al., 2002). 
The comprehensive approach to reduce pollution requires the control of automotive fuel 
composition, which is currently performed by accredited laboratories being costly and time 
consuming. Hence, inexpensive analytical methods to certify the quality of fuels are 
important to be developed (Pereira et al., 2006). 

1.2 Fuel adulteration 
The standards for fuels are usually regulated by governmental agencies. Unfortunately, in 
many countries, people intentionally add cheaper organic substances in an attempt to raise 
profit margins. This illicit practice is called adulteration. It affects public coffers through tax 
embezzlement, since solvents such as mineral spirits, kerosene, rubber solvents, naphta, and 
thinner are levied at different rates (Pereira et al., 2006).  It may also severely damage the 
engines and produce emissions that increase environmental pollution.  
In Greece, for example, three types of diesel fuel are commercialized: automotive, domestic 
heating and marine diesel fuel. Marine and domestic are cheaper than automotive diesel 
fuel, and are therefore used to adulterate the latter (Kalligeros et al., 2001).  
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In the United States of America biodiesel blends are adulterated with soy oil (Mahamuni & 
Adewuyi, 2009).  In Southeast Asia diesel is adulterated with kerosene, cyclohexane, crude 
hexane and turpentine oil (Bahari et al., 1990; Roy 1999; Patra & Mishara, 2002). 
Since 1979 the Brazilian gasoline labelled ‘gasolina C’ or gasohol has been combined with 
ethanol in different proportions from 19-27% (v/v) that are specified by the Brazilian 
governmental body ‘Agência Nacional do Petróleo’ (ANP) (De Oliveira et al., 2004). The 
proportion depends on the national production of ethanol from sugar cane, and is currently 
25% (Aleme et al., 2009). The end of the fuel distribution monopoly, opened the road to the 
criminal practice of adulteration of gasohol (Pereira et al., 2006), which mainly consists 
increasing the fraction of ethanol outside the range specified by ANP and/or the addition of 
organic solvents (Ré-Poppi et al., 2009). Since 1975 anhydrous ethanol has been used in 
Brazil and has been adulterated with methanol and even water (Carneiro et al., 2008; Xiong 
& Sisler, 2010). Methanol is cheaper and quite similar to ethanol in many physico-chemical 
properties, but presents high toxicity and may cause temporary or permanent corneal, 
pancreatic and liver damage or even death by inhalation or skin absorption. (Carneiro et al., 
2008; Costa et al., 2005; Treichel, et al., 2003). 
Some years ago, ANP begun to introduce tracers in all solvents commercialized in Brazil, 
which can be detected by specific analytical techniques. Athough efficient, this measure is 
quite expensive (Pereira et al., 2006).  
For the purpose of overcoming fuel adulteration practices, it is necessary to develop novel, 
in situ, low-cost and reliable methods to monitor the fuel composition. 

2. Analytical methods 
The most traditional methods to qualitatively and quantitatively estimate fuel composition 
are gas chromatography (GC) (Pedroso et al., 2008) and high-performance liquid 
chromatography HPLC (Zinbo, 1984). These techniques involve the separation of mixtures 
of compounds by differential rates of elution by passing through a chromatographic 
column, governed by their distribution between a mobile and a stationary phase. 
Infrared spectroscopy has been reported for quantitative analysis of ethanol and methanol 
in fuels by using attenuated total reflectance (ATR) (Battiste, 1981) and Fourier transform 
near infrared (FT-NIR) (Fernandes et al, 2008). 
17O nuclear magnetic resonance spectroscopy (17O NMR) was used for the quantification of 
oxygenated additives in gasoline (Lonnon & Hook, 2003).  
Although these methods are reliable they need trained professionals and costly equipments 
and cannot be performed in loco. This chapter will focus on modern analytical methods that 
can be incorporated into vehicles at a reasonable cost.  

2.1 Fuel analysis based on electrical conductivity change  
There are several types of gas sensors based on the change in electrical dc resistance (or ac 
impedance) upon exposure to volatile compounds. They are known as chemoresistive 
sensors and are usually made from metal oxide semiconductors (MOS), MOS field-effect-
transistors (MOSFET) or, more recently, from conducting polymers (CP). The oldest and 
most commonly used chemoresistive sensor is the so-called Taguchi sensor, which consists 
of ceramic devices made by sintering powdered n-type or p-type MOS.  Such sensors have 
been widely used to detect reducing and oxidizing gases as, for instance, petrol vapours in 
filling stations, ethanol in exhaled air etc. (Gründler, 2007). These sensors present as 



 New Trends and Developments in Automotive System Engineering 

 

14 

vehicles are sold than those powered by gasohol. Since the composition of the fuel in the 
tank may fluctuate widely depending on the type of fuel a driver decides to buy, and since 
the optimal air:fuel ratio in the combustion chambers is a function of this composition and is 
crucial for the smooth operation of the engine, the need for sensors capable to directly or 
indirectly measure the alcohol:gasoline ratio became very important. Currently, most 
vehicles are equipped with lambda sensors or universal exhaust gas oxygen (UEGO) sensors 
(Regitz & Collings, 2008) which do not determine the real fuel composition, but the amount 
of oxygen present in the exhaust gases. Besides, they are exposed to high temperatures (up 
to 1000 ºC) and high vibrations (up to 50 g), which may lead to fast degradation of the 
sensor (Hanrieder et al., 1992).  

1.1 Environmental aspects 
Transport facilities belong to one of the most important sources of air pollutants (Sobanski et 
al., 2006). One of the crucial parameters that influence the formation of pollutant gases in 
internal combustion engines is the nature of the fuel and its additives.  A recent study 
comparing the emissions of several pollutants and greenhouse gases when gasoline and 
gasohol are used as fuels (Zhai et al., 2009) has shown that although the latter may reduce 
products of incomplete combustion, such as CO (-35–60%), the emission rates of methane 
are increased (+30–40%), as well as of NOx and especially of acetaldehyde (+60% and 
+200%, respectively, as the ethanol content was increased to 40%). Besides, gasohol has a 
higher vapour pressure than gasoline, thus raising concerns about evaporative emissions 
(Pumhrey et al., 2000). 
Anti-knock additives such as tetraethyl lead (TEL), which contributed to increase 
atmospheric pollution and octane enhancers such as methyl tert-butyl ether (MTBE), which 
caused contamination of underground waters are no longer required when using gasohol, 
since ethanol has anti-knock properties and enhances the octane number. On the other hand, 
its content must be monitored to keep the octane number aligned with the standard 
(Muncharoen, et al., 2009).  
The emission of volatile organic compounds (VOCs) to ambient air is of increasing concern 
also because of the role of these compounds in the formation of photochemical smog and the 
toxicity of some individual compounds such as benzene (Winebrake and Deaton, 1999; 
Leong et al., 2002). 
The comprehensive approach to reduce pollution requires the control of automotive fuel 
composition, which is currently performed by accredited laboratories being costly and time 
consuming. Hence, inexpensive analytical methods to certify the quality of fuels are 
important to be developed (Pereira et al., 2006). 

1.2 Fuel adulteration 
The standards for fuels are usually regulated by governmental agencies. Unfortunately, in 
many countries, people intentionally add cheaper organic substances in an attempt to raise 
profit margins. This illicit practice is called adulteration. It affects public coffers through tax 
embezzlement, since solvents such as mineral spirits, kerosene, rubber solvents, naphta, and 
thinner are levied at different rates (Pereira et al., 2006).  It may also severely damage the 
engines and produce emissions that increase environmental pollution.  
In Greece, for example, three types of diesel fuel are commercialized: automotive, domestic 
heating and marine diesel fuel. Marine and domestic are cheaper than automotive diesel 
fuel, and are therefore used to adulterate the latter (Kalligeros et al., 2001).  

Analytical Methods for Determining Automotive Fuel Composition   

 

15 

In the United States of America biodiesel blends are adulterated with soy oil (Mahamuni & 
Adewuyi, 2009).  In Southeast Asia diesel is adulterated with kerosene, cyclohexane, crude 
hexane and turpentine oil (Bahari et al., 1990; Roy 1999; Patra & Mishara, 2002). 
Since 1979 the Brazilian gasoline labelled ‘gasolina C’ or gasohol has been combined with 
ethanol in different proportions from 19-27% (v/v) that are specified by the Brazilian 
governmental body ‘Agência Nacional do Petróleo’ (ANP) (De Oliveira et al., 2004). The 
proportion depends on the national production of ethanol from sugar cane, and is currently 
25% (Aleme et al., 2009). The end of the fuel distribution monopoly, opened the road to the 
criminal practice of adulteration of gasohol (Pereira et al., 2006), which mainly consists 
increasing the fraction of ethanol outside the range specified by ANP and/or the addition of 
organic solvents (Ré-Poppi et al., 2009). Since 1975 anhydrous ethanol has been used in 
Brazil and has been adulterated with methanol and even water (Carneiro et al., 2008; Xiong 
& Sisler, 2010). Methanol is cheaper and quite similar to ethanol in many physico-chemical 
properties, but presents high toxicity and may cause temporary or permanent corneal, 
pancreatic and liver damage or even death by inhalation or skin absorption. (Carneiro et al., 
2008; Costa et al., 2005; Treichel, et al., 2003). 
Some years ago, ANP begun to introduce tracers in all solvents commercialized in Brazil, 
which can be detected by specific analytical techniques. Athough efficient, this measure is 
quite expensive (Pereira et al., 2006).  
For the purpose of overcoming fuel adulteration practices, it is necessary to develop novel, 
in situ, low-cost and reliable methods to monitor the fuel composition. 

2. Analytical methods 
The most traditional methods to qualitatively and quantitatively estimate fuel composition 
are gas chromatography (GC) (Pedroso et al., 2008) and high-performance liquid 
chromatography HPLC (Zinbo, 1984). These techniques involve the separation of mixtures 
of compounds by differential rates of elution by passing through a chromatographic 
column, governed by their distribution between a mobile and a stationary phase. 
Infrared spectroscopy has been reported for quantitative analysis of ethanol and methanol 
in fuels by using attenuated total reflectance (ATR) (Battiste, 1981) and Fourier transform 
near infrared (FT-NIR) (Fernandes et al, 2008). 
17O nuclear magnetic resonance spectroscopy (17O NMR) was used for the quantification of 
oxygenated additives in gasoline (Lonnon & Hook, 2003).  
Although these methods are reliable they need trained professionals and costly equipments 
and cannot be performed in loco. This chapter will focus on modern analytical methods that 
can be incorporated into vehicles at a reasonable cost.  

2.1 Fuel analysis based on electrical conductivity change  
There are several types of gas sensors based on the change in electrical dc resistance (or ac 
impedance) upon exposure to volatile compounds. They are known as chemoresistive 
sensors and are usually made from metal oxide semiconductors (MOS), MOS field-effect-
transistors (MOSFET) or, more recently, from conducting polymers (CP). The oldest and 
most commonly used chemoresistive sensor is the so-called Taguchi sensor, which consists 
of ceramic devices made by sintering powdered n-type or p-type MOS.  Such sensors have 
been widely used to detect reducing and oxidizing gases as, for instance, petrol vapours in 
filling stations, ethanol in exhaled air etc. (Gründler, 2007). These sensors present as 



 New Trends and Developments in Automotive System Engineering 

 

16 

drawbacks the high working temperature (200 to 600 ºC) and the slow change in their 
performance characteristics over time. 
CP based sensors have attracted much interest, specially for electronic noses, which are 
analytical instruments developed to mimic the human nose, and are basically formed by an 
array of dissimilar gas sensors, that generate different response patterns for different types 
of smells, attached to a pattern recognition system (Gardner & Bartlett, 1999).  The reasons 
for using CPs for this purpose are that a huge number of different CPs can be synthesized, 
they respond to a wide range of volatile compounds and they operate at room temperature, 
which implies in low power consumption and, hence, portability. The most common CPs 
used for gas-sensing purposes are polypyrrole (De Melo et al., 2005), polythiophene (Chang 
et al., 2006), polyaniline (Anitha & Subramanian, 2003) and more recently also poly(p-
phenilenevinylene) derivatives (Benvenho et al., 2009) and poly-p-xylylenes (Li et al., 2008; 
Li et al., 2009). Their chemical structures are shown in Figure 1. Interestingly, although poly-
p-xilylene is known for its excellent insulating property, aryl-substituted derivatives become 
conducting upon doping and are highly stable to air and humidity, being very convenient 
for gas sensors (Li et al., 2008).   
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Fig. 1. Chemical structures of polypyrrole (PPy), polythiophene (PT), polyaniline (PANI), 
poly(p-phenylenevinylene) (PPV) and poly-p-xylylene (PPX). 
The sensors usually consist of thin (1 – 50 μm) doped polymer films deposited by spin-coating, 
drop–casting or other technique onto interdigitated electrodes. These, depending on the 
desired distance between digits can be obtained by several methods as, for instance, circuit 
printing (Li et al., 2008) and graphite line patterning (Venancio et al., 2008) (for distances > 200 
μm) or lift-off and conventional lithography (for distances between 1 μm and 200 μm).  
 

 

(a) (b) 

Fig. 2. (a) Polymeric gas sensor using a printed circuit interdigitated electrode and (b) 
interdigitated electrode obtained by conventional lithography. 

Reversible changes in the electrical conductance of the CP films, upon exposure to volatile 
compounds, can be measured using a conductivity meter. The reasons for these changes 
remain not fully understood but may involve swelling of the polymer and also charge-
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transfer interactions caused by the penetrating vapours (Meruvia et al., 2007; Slater et al., 
1992). A typical measuring system using a single sensor is shown in Figure 3. 
 

 
Fig. 3. Block diagram of the measuring system using one gas sensor. 

The above-mentioned system was used to detect and discriminate many different types of 
volatile organic compounds. For instance, Figure 4 shows the response pattern of three 
similar sensors (differing only in the CP film thickness) when exposed sequentially to air 
saturated with five different carbonyl compounds, often present in polluted indoor air (Li et 
al., 2009). As can be seen, the pattern (amplitude, positive or negative response and shape) is 
different for each volatile compound. 
 

 
Fig. 4. Response of three CP based gas sensors to five volatile carbonyl compounds. Polymer 
film thickness (μm): 30 (sensor 1), 15 (sensor 2) and 10 (sensor 3). (Reproduced from Li et al., 
2009, with permission of Elsevier ©) 

In order to analyse data generated by several sensors (three, in this particular case) three 
parameters were defined, the relative response (Ra), the half-response time (T1) and the 
half-recovery time (T2), as follows: 

 Ra = (G2-G1)/G1 (1) 

 T1 = T(G1+G2)/2 – TG1 (2) 

 T2 = T(G2+G3)/2 – TG2 (3)  

Where G1 is the conductance immediately before exposure to a particular vapour, G2 is the 
conductance at the end of the exposure period and G3 is the conductance after the recovery 
period.  Figure 5 represents these parameters.   
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Fig. 5. Parameters used for calculating T1 and T2. (Reproduced from Li et al., 2009, with 
permission of Elsevier ©) 

A plot of Ra x T1 x T2 (Figure 6) reveals the discrimination power of these sensors. There are 
five separate clusters of data points corresponding each one to a particular organic 
compound, i.e. benzaldehyde, propionaldehyde, butanone, acetone and acetaldehyde. It is 
worth mentioning that the cost of each sensor is less than US$ 1 and it lasts for at least one 
year. Besides, they are easy to fabricate, operate at room temperature, have extremely low 
power consumption (< 1 mW) and are insensitive to humidity.  
 

 
Fig. 6. Three-dimensional plot of Ra x T1 x T2. (Adapted from Li et al., 2009, with permission 
of Elsevier ©) 
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The results above are qualitative, i.e. the sensorial system identifies de volatile compound 
but does not indicate its concentration. For fuel analysis, this kind of information is 
important but quantification is crucial. Thinking of flex-fuel vehicles, in which the alcohol-
gasoline composition may vary widely, a sensor was developed that is insensitive to 
hydrocarbons (gasoline) but quite sensitive to ethanol (Benvenho et al., 2009). The sensor 
was made of a thin (30 μm) film of poly(2-bromo-5-hexyloxy-1,4-phenylenevinylene)-co-
(1,4-phenylenevinylene) (BHPPV-co-PPV), doped with  dodecylbenzenesulfonic acid (17 % 
w/w), drop-casted onto an interdigitated electrode having a gap of 0.2 mm between digits 
and active area of 1 cm2.  Several sensors were fabricated and tested of over one year. Some 
of them were kept in closed vessels containing ethanol, gasoline and a 1:1 mixture of both. 
Figure 7 shows a linear relative response (Ra) of these sensors towards gasohols ranging 
form E5 to E100. 
 

 
Fig. 7. Relative response (Ra) of the sensor in function of the concentration of ethanol in 
gasoline. (Reproduced from Benvenho et al., 2009, with permission of Elsevier ©) 

2.2 Fuel analysis based on capacitance change 
Gas sensors based on capacitive properties or chemocapacitors (CAP) have been used in the 
study of organic volatile substances. The CAPs have been constructed in different 
geometries. The most common structure is planar with interdigitated electrodes having as 
sensitive layer conducting oxides (Ponce et al., 2009), porous silicon (Tutov et al., 2000) and 
polymers (Josse et al., 1996; Meruvia et al., 2007), for example. 
The chemocapacitor is based on the change of capacitance caused by a change of dielectric 
constant, due the modifications in polarization properties of molecules and/or atoms inside 
the active layer by external perturbations, such as the interaction with volatile organic 
compounds (VOC).  These layers are permeable for permiting the interaction between the 
analytes and the sensors (Pearce et al., 2003).  For generation of an electrical signal, the 
method uses alternate current (AC) in the frequency range from a few kHz up to 500 kHz 
(Pearce et al., 2003).  
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Matter consists of positive and negative charges that are not completely separated inside a 
neutral molecule resulting in molecular dipoles or molecule dipole moments that depend on 
the structure of atoms or molecules and that can be externally perturbed by electrical fields.  
The molecule polarization is given by. 

 P = ε0 χE (1) 

where ε0 is the vaccum permitivity, χ is the susceptibility and E is the electric field.  
The study of the physical characteristics by static methods is not very meaningful. More 
relevant, both experimentally and technologically, are time or frequency dependent 
methods  (Jonscher, 1983). 
In the case of gas sensors based on change of dielectric constant, the usual method is the 
frequency-dependence domain. This method is very useful in systems with a non-linear 
process. 
The frequency method implies the need of a mathematical transformation from time-
domain to frequency-domain, which is achieved by a Fourier transform (FT). The frequency 
dependent polarization is thus given by (Jonscher, 1983): 

 P(ω) = ε0 χ(ω)E(ω) (2) 

where the electric field is frequency dependent and susceptibility is a complex function 

 χ(ω)=χ’(ω)-iχ’’(ω) (3) 

in which χ’(ω)  gives the amplitude in phase with the harmonic driving field and χ’’(ω) gives 
the component of quadrature with field. 
The changes of susceptibility can be modelled as changes of dielectric responses that thus 
can be written in a complex form as  

 ε(ω)=ε’(ω)-iε’’(ω) (4) 

The first term is the contribution of the material susceptibility and the second term is due to 
dielectric loss. 
The geometrical capacitance can be defined by 

 C=εA/d (5) 

where A is the electrode area, d is the distance between the electrodes and ε is the relative 
permittivity. 
The capacitance which is the scaled device equivalent of the material parameter ε becomes 

 C(ω)=C’(ω)-iC’’(ω) (6) 

where C’(ω) corresponds to the ordinary capacitance and C’’(ω) represents the dielectric loss 
component. 
The experimental method used to measure the properties as a function of frequency is called 
immittance and can be a measure for admittance (Y) and impedance (Z). The detailed 
explanation of these methods can be found in (Jonscher, 1983; Barsoukov, 2006). 
In the case of gas sensors the capacitance depends on the relation between the electrical 
permittivity of the sensor sensitive layer and the analyte; if the permittivity of the analyte is 
greater than the permissivity of the sensive layer the capacitance increases, if opposite the 
capacitance decreases (Pearce et al., 2003).  
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This method has been used to study the composition of fuels (Kim et al., 2000). Using 
porous silicon as active layer they studied the dielectric response for methanol-water and 
ethanol-water. In both systems, increasing the alcohol concentration led to the elevation of 
the capacitance. 
Li et al. (Li et al., 2007) using as active layer nanoporous silicon between interdigitated 
eletrodes observed a non-linear increase of the capacitance when the concentration of ethanol 
in air was increased. This interesting result is shown in Fig. 8. Other important features 
mentioned in this work are long-term stability, high sensitivity and fast response time. 
 

 
Fig. 8. Change of capacitance with the concentration of ethanol at 200 Hz signal frequency 
(Reproduced from Li et al., 2007, with permission of Elsevier ©) 

Wiziack et al. (Wiziack et al., 2009) used an array of eight capacitive polymeric sensors to 
discriminate gasoline, diesel, ethanol and some common fuel adulterants as toluene, hexane 
and water. These results depend on the polymeric material used as active layer and their 
interaction with organic volatile compounds. Since it is not possible to represent all the 
experimental data generated by eight sensors in a two dimensional plot, the authors used 
principal component analysis (PCA) projecting the original data in two main dimensions as 
represented in Fig. 9.  
 

 
Fig. 9. Biplot of principal components obtained from capacitance measurements 
(Reproduced from Wiziack et al., 2007, with permission of Elsevier ©) 
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greater than the permissivity of the sensive layer the capacitance increases, if opposite the 
capacitance decreases (Pearce et al., 2003).  
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As can be seen, this multi sensor system can discriminate efficiently different fuel 
adulterants. The capacitive sensors presented good reliability for the measurements of fuel 
components. A drawback is that the equipment setup is expensive. 

2.3 Fuel sensors based on refractive index measurements 
Among the different existing gas sensors, optical sensors based on the change in the 
refractive index are important in the study of different analytes, such as arterial blood 
(Soller, 1994; Leiner, 1995), organic solvents (Abdelghani et al., 1997; Albert et al., 2001), 
combustion gas (Brown et al., 2008) and fuel (Falate et al., 2005). 
Sensors based on refractive index are usually constituted of optical fibers (OFs) coated with 
sensing materials such as polymers, porous silica, and fluorescent indicators. In the 
experimental setup other components as, for instance, light sources and detectors are also 
necessary. The operation principle is based on the optical changes exhibited in response to 
the exposure to different volatile chemical compounds. 
Optical fibers began to be used in commercial communication systems in the 1970s and the 
transmission is based on a dielectric optical waveguide.  The light is confined to the core of 
the waveguide by total reflection inside the structure. Thus, OFs need a high refractive 
index material in the core (n0) compared to that of the cladding layer (n1) and it is possible to 
define a critical angle (θc) (Bass et al., 1995; Yin, Ruffin & Yu, 2008) as: 

 Θc = arcsin(n0/n1) (7) 

For the total reflection to occur it is necessary that the light that enters the fiber forms an 
angle greater than the critical angle. 
The transmission in these OF sensors is based on different physical processes such as 
fluorescence, chemiluminescence, bioluminescence, surface plasmon resonance (SPR) and 
absorption, being the latter the most useful for fuel analysis. In such experiments the light 
energy is absorbed by atoms and molecules of the sensitive layer (cladding) or the core, and 
is described mathematicaly by the Lambert-Beer law: 

 I=I0 exp(-αCΔx) (10) 

Where I0 is the intensity of the incident light, α is the absorption coefficient of the absorbing 
agent, C is the concentration of the analyte and Δx is the thickness of the sensitive layer. 
Another method to determine the intercation of volatile substances is the study of the 
reflectivity of the active sensitive layer to the analyte which depends on the difference 
between the refractive index of the analyte and that of the sensitive layer. The reflectivity (R) 
is given by: 

 R={ (nA-nF)/(nA+nF)}2 (11) 

in which nA the refractive index of the analyte and nF of the sensitive layer. 
Using the methodology described above, sensors based on refractive index have been 
studied by several research groups in different countries for the determination of fuel 
composition. For instance, in India where adulteration of fuel is a major problem, Roy (Roy, 
1999) studied the adulteration of diesel and petrol by addition of kerosene. The increase of 
kerosene concentration in the mixture diesel-kerosene decreases the refractive index. On the 
other hand, it increases as the kerosene concentration becomes higher in petrol-kerosene 
blends. These results are shown in Fig. 10. 
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Fig. 10. Change of refractive index of the optical fiber in mixtures diesel-kerosene and petrol 
kerosene (Reproduced from Roy et al., 1999; with permission of Elsevier ©) 

As described in section 1.2, Brazil also suffers from fuel adulteration practice and studies 
focused on determining fuel composition by refractive index changes in optical fibers have 
been published.  Thus, Falate et al. (Falate et al., 2005) studied the vapour of hydrocarbons 
and possible adulterants in gasoline. In their work they used fiber optics connected to long-
period gratings (LPG) to measure changes in attenuation peak wavelength for ethanol-
gasoline mixtures in different proportions, and adulteration by addition of other solvents 
such as naphta, turpentine and paint thinner in Brazilian commercial gasoline. It was 
possible to observe changes in the position of the maximum peak in the electromagnetic 
spectra and consequently also in the refractive index values (Fig. 11). 
 

 
Fig. 11. Curves of attenuation peak as a fuction of alcohol proprtion in gasoline and other 
mixtures with different solvents. (Reproduced from Falate et al., 2005; with permission of 
Elsevier ©) 

3. Summary and perspectives 
In view of (a) the growing concerns in developing alternative fuels such as alcohols (mainly 
ethanol and methanol) for use in flexible fueled vehicles capable of operating on gasoline, 
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alcohol or mixtures of both of any composition (gasohol), (b) the increasingly strict laws for 
emissions of pollutants from motor vehicles and (c) illegal practices as, for instance, 
mislabeling or physical adulteration of fuels by adding lower-price components, with no 
regard for health and safety considerations; the need for novel in situ, low-cost and reliable 
sensors for monitoring fuel composition and, hence, its quality has become a high priority. 
Recent progress achieved in the field of chemoresistive, chemocapacitive and chemooptical 
sensors, briefly described in this chapter, will certainly play an important role to accomplish 
these tasks.      
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1. Introduction 
The demand of automotive fuel is an important topic in energy policy since the demand 
sensibility to income and price changes can give great insights for policy makers relating, for 
instance, to climate change, optimal taxation and national security. The study of the 
automotive fuels demand in Brazil is especially relevant since in the last decades its 
automotive fuel market has witnessed relevant changes in the consumption structure, which 
used to be dominated by traditional fuels, like gasoline and diesel. 
In this changing context two periods can be identified. First, from 1970 to 1990, in a context of 
two oil crises, the consumption grew 4.5% per year, and ethanol combustible has emerged, in 
1973, as a part of a government program to reduce the oil dependency. Compressed natural 
gas (CNG) has also been brought on as another innovation, in the end of the 1980´s, although 
its consumption has only begun to grow at the middle 1990´s due to the government policy of 
fixing a substantial price differential in favor of CNG. So far, the Brazilian automobile industry 
fell short to produce CNG vehicles1; CNG consumers still have to install a kit which allows 
them to convert the vehicle between CNG as well as the original engine fuel. Most of CNG 
consumption in Brazil is related to light-duty trucks – such as taxi cabs, especially in the states 
of Rio de Janeiro and Sao Paulo, where the CNG stations network is relevant.  
In the second period, from 1991 to 2005, overall combustible consumption has grown at a 
faster rate, of 2.8% per year. Another innovation was brought in, the flex fuel vehicles which 
are specially designed to run on gasoline and ethanol.  In 2003, the production of flex fuel cars 
accounted for only 2.6% of the total auto production; three years later, this number was 75%. 
The essential point to grasp here is that the introduction of flex fuel (gasoline-ethanol) 
vehicles and the raise of CNG have enlarged the options available to consumers to choose 
their automotive fuel, therefore altering, in some extent, the demand for captive fuels as 
gasoline. In this context, and given the assumption that dem and elasticity is a useful tool to 
                                                 
1 One notable exception is Fiat, who has started to produce CNG, Gasoline and Ethanol compatible engines. 
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summarize the consumers behavior, this work tries to shed light on the performance of the 
Brazilian demand for automotive fuels.  
While the price and income elasticities of automotive fuels demand (specially gasoline) 
around the world have been extensively studied; see Basso and Oum (2006) for recent 
exercises,Goodwin, Dargay and Hanly (2004) for a recent survey and  Dahl and Sterner 
(1991) for thorough review. However, there are very few published papers on the estimation 
of demand elasticities for the Brazilian automotive fuels market. Alves and Bueno (2003) 
constitute a single work on this regard. Through a co-integration method they estimated the 
cross-price elasticity between gasoline and alcohol, and find alcohol as an imperfect 
substitute for gasoline even in the long-run. Even though relevant, this work has focused on 
the gasoline market therefore not shedding  light on the demand for other automotive fuels 
in Brazil, as diesel, ethanol and CNG.  
In this turn, this work goes one step further as it estimates the matrix of price and income 
elasticities - in relation to gasoline, ethanol, CNG and diesel. Two related estimation 
approaches are employed. First it uses the traditional linear approximation of the Almost 
Ideal Demand System (AIDS), originally developed by Deaton and Muellbauer(1980). 
This is a structural and static model which fulfills the desired theoretical properties of 
demand (homogeneity and symmetry restrictions) while also being parsimonious in terms 
of number of parameters to be estimated. In order to also analyze the dynamic aspect of 
the long run demand, this work adopts a second approach of AIDS model using 
cointegration techniques based on Johansen (1988) procedures. The use of this second 
approach is especially relevant since the variables can be non-stationary, which could 
change the estimates of elasticities.  
The chapter is organized as follows; section two describes the evolution of automotive 
fuels consumption profile in Brazil since the 1970’s. Section three presents the data used. 
The following section describes the linear approximation of the static AIDS model and 
presents the first results. The fifth section develops the dynamic analysis using 
cointegration techniques and displays the results. The sixth, and last section, presents in a 
nutshell the main conclusions. 

2. The evolution of automotive fuel matrix in Brazil 
Table 1 presents the yearly consumption evolution in tones oil equivalent (toe) in the 
automotive vehicles fuel matrix since 1979. Two analytical periods must be highlighted. In 
the first one, between 1979-1990, the total fuel consumption presented a 2.2% growth per 
year, while the GNP grown at a yearly medium rate of 2.05%. 
In the period between 1979 and 1990, when one considers the individual performance of 
each series, the ethanol is highlighted as the fuel with the highest yearly growth rate, of 
71.3% per year. Indeed, the consumption level rose from eight thousand tonnes of oil 
equivalent, in 1979, to 5.205 thousand in 1990, causing an expressive accumulated growth.  
This significant expansion rhythm reflects the “Programa Nacional do Álcool” (National 
Ethanol Program), launched in 1973, whose the second phase was named “Proálcool”, 
started in December 1978, when the government decided to stimulate the production of 
ethanol vehicles.  In the first analytical period, it is also remarkable the reduction in the 
gasoline consumption, with an accumulated fall of 28.5% between 1979 and 1990. 
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 CNG Diesel Gasoline Ethanol TOTAL 
1979 0 10.902 10.397 8 22.491 
1980 0 11.401 8.788 219 21.611 
1981 0 11.280 8.413 709 21.014 
1982 0 11.515 8.014 853 21.460 
1983 0 11.025 6.847 1.504 20.549 
1984 0 11.486 6.140 2.332 21.070 
1985 0 11.846 6.043 3.103 22.124 
1986 0 13.948 6.808 4.280 26.340 
1987 0 14.689 5.931 4.546 26.306 
1988 3 14.981 5.809 4.974 26.817 
1989 2 15.868 6.527 5.641 28.905 
1990 2 15.983 7.436 5.205 29.276 

Average yearly annual 
growth (1979-1990)* -13,9% 3,2% -2,8% 71,3% 2,2% 

Accumulated growth rate 
(1979-1990) -36,1% 46,6% -28,5% 63725,0% 30,2% 

1991 2 16.587 8.059 5.225 30.751 
1992 0 16.882 8.023 4.784 30.878 
1993 22 17.325 8.436 4.931 32.012 
1994 40 18.106 9.235 4.974 34.025 
1995 43 19.280 11.057 5.069 37.250 
1996 32 20.165 12.946 4.987 40.295 
1997 41 21.422 14.156 4.233 42.530 
1998 116 22.453 14.772 3.933 44.124 
1999 140 22.704 13.770 3.594 43.412 
2000 275 23.410 13.261 2.774 42.766 
2001 503 24.071 12.995 2.170 42.946 
2002 862 25.086 12.426 2.214 44.459 
2003 1.169 24.252 13.115 1.919 44.329 
2004 1.390 25.939 13.560 2.466 47.334 
2005 1.711 25.804 13.595 2.885 48.073 

Average yearly annual 
growth (1991-2005) 58,2% 3,0% 3,5% -3,9% 3,0% 

Accumulated growth rate 
(1991-2005) 97171% 56% 69% -45% 56% 

* The annual growth rate of CNG was based on the period 1988/1990 
 Source: own elaboration based on data from MME (2005) 

Table 1. Annual Fuel Consumption of Automotive Vehicles (10^3 toe): 1979-2005 

In the second analytical period, between 1991-2005, the total automotive fuel consumption 
presented a pace higher than the period before, having reached the expansion rate of 3% per 
year, while the GNP grown at 2.4% per year. In this period, the negative point is the ethanol, 
with yearly fall of 3.9% per year. On the other hand, gasoline presented a growth rate of 
3.5% per year, which reinforces the negative (substitution) relationship between the 
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dynamics of consumption of gasoline and ethanol. impressive remarkable aspect of this 
period was the CNG fuel expansion, with yearly growth rate of 58%, having increased from 
2 thousands toe in 1991 to 1.171 thousands toe in 2005 (see Table 1). 
 

 
Fig. 1. Evolution of Fuel Consumption of Automotive Vehicles ( 10^3 toe): 1979-2005 
Regarding diesel fuel, it is worth emphasizing its almost constant expansion rate; while in 
the first period, between 1979 and 1990, the growth was of 3.2% per year, in the period after 
1991 the growth rate was of yearly 3.0%. 
Considering the same analytical periods, but focusing on the consumption share of each fuel 
and not on their individual series performance, it is possible to identify aspects that are as 
relevant.   
Diesel performs as the main automotive fuel used in two periods. Between 1979 and 1990 its 
average share was of 53.7%; in the following period, from 1991 to 2005, the average share 
was of 53.4%. The diesel share in the vehicle fuel matrix has thus kept almost constant in the 
last three decades. Some possible explanations for this picture is the high dependency of the 
road transport modal, and the fact that 100% of the production and sales of buses and trucks 
– which are the most used in long distance transport, use diesel engines. It is worth noting 
that ever since 1979 there have not been effective replacements of diesel in the consumption 
structure, in spite of the relevant imports pressures of the fuel to Brazil. 
As expected, gasoline evolves as the second fuel with the highest relative share in the 
vehicle fuel matrix in the two periods; with average share of 31% in the first period and 
29.4%, in the second.  It is important to mention, however, that in spite of the fact that this 
average share has kept steady in the periods considered, there were distinct movements in 
the demand behavior of gasoline in the two periods. While between 1979-1990 the gasoline 
share fell from 46.2% in 1979 to 25.4% in 1990; in the second analytical period, the share rose 
from 26.2% to 28.3% in 2005. 
The role played by the ethanol is worth to mention. The average share has kept almost 
steady in the analyzed periods: 10.8% between 1979-1990 and 9.8% between 1991- 2005. 
However, there had been different trends during this period.  In the first period the share 
rose significantly, going from 0% in 1979 to 17.8% in 1990, as a consequence of the programs 
focused on the ethanol diffusion. In the second period, there was a fall from 17%, in 1991, to 
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6.0% in 2005.  Finally, it is important to stress the CNG role, of little relevance, having 
reached the average share of 0.9% between 1991 and 2005.   
In the analysis of the performance of all these fuel consumptions a relevant aspect to be 
highlighted is the demand sensibility to price and income variations, which is captured by 
the price- and income elasticities, respectively. Detecting a high or reduced sensibility of 
demand to price and income parameters can give interesting insights to the policy planning 
about what is the goal of the vehicle fuel matrix in Brazil.   

3. The data 
Time-series data for the consumption of automotive fuels in Brazil are not in abundant 
supply. The Brazillian Ministry of Mines and Energy (MME) has historically collected 
annual data for prices and consumption of automotive fuels since 1970 (see MME(2006)). 
More recently, (June, 2001), the National Petroleum Agency (ANP) has also taken this role 
and started to collect monthly data on price and consumption of fuels2. This work has used 
the annual data collected by MME, since it is better suited to identify the long term 
consumption profile. A companion paper uses the monthly data for a shorter period of time 
to implement a similar exercise to also analyze the elasticity, and is available upon request 
to the authors. Table 2 shows the main descriptive statistics of the main series used in this 
analysis, namely, the natural log of the prices and the consumption-share of diesel, gasoline, 
CNG and ethanol drawn from “Balanço Energético Anual"(MME, 2006). 
 

Variable N Mean SD Min Max 
Year 36 1988 - 1970 2005 

Natural log of the price – Gasoline1 33 4.551 0.387 3.17 5.142 
Natural log of the price – Ethanol1 27 4.714 0.264 4.235 5.204 
Natural log of the price - CNG1 29 3.165 0.339 2.329 3.877 
Natural log of the price - Diesel1 33 3.883 0.392 2.854 4.758 
Expenditure-share Gasoline2 33 49.065 14.489 31.529 77.234 
Expenditure-share Ethanol2 27 16.095 9.705 0.043 31.807 
Expenditure-share CNG2 18 0.212 0.308 0 0.943 
Expenditure-share Diesel2 33 37.651 7.462 22.766 51.594 

Source: own elaboration based on data from MME(2005). 1prices are in 2005 US$/boe (US$ per barrel of 
equivalent oil); 2Expenditure share of each fuel means the expenditure (price x quantity) with this fuel 
in terms of total expenditure with the four fuels. 

Table 2. Summary Statistics of Main Variables of Interest 

4. The static approach: measuring elasticities through a Linear 
Approximation of an Almost Ideal Demand System (LA-AIDS) 
The elasticities of energy consumption in automotive segment in Brazil, in the 1970-2005 
period, are initially estimated through a linear approximation of the Almost Ideal Demand 
System (hereby called LA-AIDS). 
                                                 
2 Actually, ANP collects monthly data on price of CNG, diesel gas, and ethanol. Regarding consumption, it 
gives monthly data on gasoline, ethanol and diesel (including that for industrial use), but not on CNG. 
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The traditional LA-AIDS model, developed by Deaton and Muellbauer(1980), departs from 
a specific cost function and gives the share equations in a n-good system as:   

 ln lnn
i i ij j ij i

Xw p
p

α γ β
=

⎛ ⎞
= + + ⎜ ⎟

⎝ ⎠
∑  (1) 

where iw  is the budget-share associated with the ith good, iα  is the constant coefficient in 
the ith share equation, ijγ  is the slope coefficient associated with the jth good in the ith share 
equation, total expenditure X is given by 1

n
i iiX p q

=
= ∑   in which iq  is the quantity 

demanded for the ith good, jp  is the price on the jth good and P is a linear price index 
defined as 1 lnn

i ii w p
=∑ . 

The conditions required to make the model consistent with the theory of demand are: 

 Adding-up: 1 1 11, 0n n n
i ji ii i iα γ β

= = =
= = =∑ ∑ ∑  (2) 

 Homogeneity: 1 0n
jij γ

=
=∑  (3) 

 Symmetry: ij jiγ γ=  (4) 

The conditions (2) and (3) are linear restrictions which may be tested by standard 
techniques, whereas condition (4) is imposed by the model and so is not testable.  Once 
these restrictions are observed, system (1) characterizes a demand function system of which 
the sum equals total expenditure, is homogeneous of 0 degree in prices and expenditure, 
and satisfies the Slutsky symmetry propriety. Relative price variations affect demand 
through the parameters 

ijγ - a percentual variation of the jth good affects the expenditure 
share of ith good, holding real expenditure X P  constant – and variations on real 
expenditure affect demand through parameters iβ . 
Based on these especifications, a LA-AIDS model of the Brazilian automotive fuel demand 
of four categories of fuel (gas, ethanol, CNG and diesel) can then be written as: 
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where: 

itw = consumption share of fuel i in period t, defining , , , GAS ETH CNG DIEw w w w ; 
itp =price of the ith good in period t, defining , , , GAS ETH CNG DIEp p p p ; 
tX = total expenditure in all fuels in period t; 

tP = geometric price index in period t; and 
itμ = error term 

From the estimation of system (5), Marshallian3 price ( ijε ) and expenditure ( ijη ) elasticities 
can be calculated as: 

                                                 
3 Marshallian elasticities (also refereed as uncompensated elasticities) are derived from the Marshallian 
demand equation and are specifically obtained from maximizing utility subject to the budget constraint. 
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Since the expenditure shares, iw , add up to 1, the variance-covariance matrix is singular, 
and so the estimation requires omitting one of the share equations; after the estimation of 
the remaining share equations, the parameters of the omitted equation are obtained via the 
adding up restrictions. The technique in LA-AIDS model estimation is Zellner’s Generalised 
Least Square method for seemingly unrelated regression (SUR). 

4.1 Parameter estimates 
 

 Coef. Std. Err. z P>z 95% Conf. Interval 
qDemand1       

ln GASP  -0.013 0.058 -0.230 0.821 -0.127 0.100 
ln ETHP  0.161 0.051 3.130 0.002 0.060 0.262 
ln CNGP  -0.005 0.002 -3.170 0.002 -0.008 -0.002 
ln DIEP  -0.143 0.022 -6.470 0.000 -0.187 -0.100 
ln /X P  -0.201 0.065 -3.090 0.002 -0.328 -0.073 
cons 4.714 1.369 3.440 0.001 2.031 7.397 

qDemand2       
ln GASP  0.161 0.051 3.130 0.002 0.060 0.262 
ln ETHP  -0.019 0.050 -0.380 0.704 -0.117 0.079 
ln CNGP  -0.002 0.001 -1.640 0.101 -0.004 0.000 
ln DIEP  -0.141 0.011 -12.480 0.000 -0.163 -0.119 
ln /X P  0.133 0.063 2.130 0.033 0.011 0.256 
cons -2.684 1.323 -2.030 0.042 -5.277 -0.091 

qDemand3       
ln GASP  -0.005 0.002 -3.170 0.002 -0.008 -0.002 
ln ETHP  -0.002 0.001 -1.640 0.101 -0.004 0.000 
ln CNGP  0.001 0.001 0.870 0.382 -0.001 0.002 
ln DIEP  0.006 0.001 4.150 0.000 0.003 0.009 
ln /X P  0.005 0.001 3.620 0.000 0.002 0.007 
cons -0.096 0.027 -3.570 0.000 -0.148 -0.043 

Source: own elaboration 

Table 3. The Restricted SUR Estimation of the Demand System Equation Using Static LA-AIDS 
Model 
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The traditional LA-AIDS model, developed by Deaton and Muellbauer(1980), departs from 
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3 Marshallian elasticities (also refereed as uncompensated elasticities) are derived from the Marshallian 
demand equation and are specifically obtained from maximizing utility subject to the budget constraint. 
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Since the expenditure shares, iw , add up to 1, the variance-covariance matrix is singular, 
and so the estimation requires omitting one of the share equations; after the estimation of 
the remaining share equations, the parameters of the omitted equation are obtained via the 
adding up restrictions. The technique in LA-AIDS model estimation is Zellner’s Generalised 
Least Square method for seemingly unrelated regression (SUR). 

4.1 Parameter estimates 
 

 Coef. Std. Err. z P>z 95% Conf. Interval 
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ln GASP  -0.013 0.058 -0.230 0.821 -0.127 0.100 
ln ETHP  0.161 0.051 3.130 0.002 0.060 0.262 
ln CNGP  -0.005 0.002 -3.170 0.002 -0.008 -0.002 
ln DIEP  -0.143 0.022 -6.470 0.000 -0.187 -0.100 
ln /X P  -0.201 0.065 -3.090 0.002 -0.328 -0.073 
cons 4.714 1.369 3.440 0.001 2.031 7.397 

qDemand2       
ln GASP  0.161 0.051 3.130 0.002 0.060 0.262 
ln ETHP  -0.019 0.050 -0.380 0.704 -0.117 0.079 
ln CNGP  -0.002 0.001 -1.640 0.101 -0.004 0.000 
ln DIEP  -0.141 0.011 -12.480 0.000 -0.163 -0.119 
ln /X P  0.133 0.063 2.130 0.033 0.011 0.256 
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qDemand3       
ln GASP  -0.005 0.002 -3.170 0.002 -0.008 -0.002 
ln ETHP  -0.002 0.001 -1.640 0.101 -0.004 0.000 
ln CNGP  0.001 0.001 0.870 0.382 -0.001 0.002 
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Source: own elaboration 

Table 3. The Restricted SUR Estimation of the Demand System Equation Using Static LA-AIDS 
Model 
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Table 3 presents the seemingly unrelated regression (SUR) estimation results of the LA-
AIDS model – as defined in (5) – with homogeneity and symmetry restrictions imposed. 
Tables 4 and 5 present price and income elasticities calculated at the mean values of the 
budget shares ( iw ). All own-price elasticities ( 11 22 33, ,ε ε ε ) are negative and inelastic. 
Concerning the cross price elasticities, some inconsistencies are depicted since 

13 31 14 41 23 32 24, , , , , ,ε ε ε ε ε ε ε  and 42ε are negative, thus indicating, for instance, a surprisingly 
complementarity between gasoline and CNG and between gasoline and diesel. 
 

  Gasoline (P1) Ethanol (P2) CNG(P3) Diesel(P4) 

1 jε  Gasoline -0.826 0.395 -0.009 -0.138 

2 jε  Ethanol 0.595 -1.263 -0.012 -1.186 

3 jε  CNG -3.180 -1.815 -0.753 1.881 

4 jε  Diesel -0.462 -0.400 0.015 -0.324 

Table 4. The Marshallian Uncompensated Price Elasticities of the Demand System Equation 
using Static LA-AIDS Model 

1η  Gasoline 0.591 
2η  Ethanol 2.013 
3η  CNG 4.983 
4η  Diesel 1.166 

Source: own elaboration 

Table 5. The Expenditures Elasticities of the Demand System Equation using Static LA-AIDS 
Model 

Before trying to explore these surprising outcomes, it is necessary to check if they satisfy the 
economic properties defined in restrictions (2) and (3). The Wald test presents a test statistic 
of 2(6)χ = 13.71, above the critical value at the 5 per cent level of significance, 12.59), 
therefore indicating a strongly rejection of symmetry and homogeneity restrictions. 
Furthermore, the residual analysis of the model showed being non White Noise with serial 
correlation (see Table 6). 
 

qDemand1 Portmanteau (Q) statistics 48.6008 
 Prob > chi2(14) 0.000 
   

qDemand2 Portmanteau (Q) statistics 58.296 
 Prob > chi2(14) 0.000 
   

qDemand3 Portmanteau (Q) statistics 47.0503 
 Prob > chi2(14) 0.000 

Source: own elaboration 

Table 6. Portmanteau Test for White Noise 
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5. The dynamic approach: estimating a cointegrated LA-AIDS model  
The economic inconsistency of the results presented above clearly underscores the necessity 
to consider in more depth the dynamic aspect of consumer choice. The point is that the 
rejection of homogeneity and symmetry restrictions is probably a consequence of dynamic 
mis-especification of the model The. In order to overcome this aspect and to better explain 
the consumer behavior in the long run, this work employs now a dynamic approach with 
non-stationarity and cointegration of the time-series. 
This second approach here applied follows the idea that there may exist a long run 
equilibrium cointegrating demand system which can be identified and estimated for it 
would provide a basis to test the effects of price and income on the demand for automotive 
fuels. The short run adjustments towards the long run equilibrium are also considered. The 
process of correction may not be completed in one period – probably because of consumer 
habits, imperfect information and adjustment costs – and so the short run responses to price 
and income changes guide to the long run effects towards the equilibrium. In this turn, the 
restrictions of symmetry and homogeneity may not be accepted in the short run, but can be 
satisfied in the long run, that is why it is important to consider the long run equilibrium. 
This work then incorporates this dynamic aspect of consumer choice following the 
cointegration theory for it is possible to meet the requirements of identification/estimation 
of: long run preference parameters; separation of short run from long run effects; and LA-
AIDS system. 
In order to describe the dynamic model of LA-AIDs, the system in (5) can be rewritten as a 
vector error correction model (VECM) as follows: 

 1 1 1 1 1.....t t t q t q t tY D Y Y Y eμ − − − + −Δ = + Γ Δ + + Γ Δ +Π +
 (9) 

where tY  = ( , , , , ln ,ln ,ln ,ln ,ln( / ))'GAS ETH CNG DIE GAS ETH CNG DIEw w w w P P P P X P  -  in other 
words, a 8 x 1 column vector of budget shares ( 9 less one variables, which is arbitrarily 
deleted in order to overcome the singularity of the system), prices and real expenditure -  

tD  is a vector of deterministic variables (intercept, trends…); μ  is the matrix of parameters 
associated with tD , iΓ  are 8 x 8 matrices of short run parameters (i=1,….,q-1), where q is 
the number of lags; Π  is a 8 x 8 matrix of long run LA-AIDS parameters; and te is the vector 
of disturbances following identical and independent normal distributions with zero mean 
and '( ) .t tE e e =∑ tx   
Once the series in tY  are integrated of order one, the balance between left and right hand 
side of model (13) will be achieved only if the series are cointegrated. The number of 
cointegrating vectors is defined by the rank of the matrixΠ ; if rank (Π ) =r, then Π  can be 
written as a product of (8 x r) matrices α  and β , as follows 'αβΠ = . Matrix β  has the long 
run parameters, such that 1' tYβ −  represents the r long run steady-state equilibriums. Matrix 
α  is called the loading matrix, and their parameters represent the speed of adjustment to 
disequilibrium after a shock in the long run relationships. The matrices α  and β  are not 
unique, and thus there are many possible α  and β  matrices containing the cointegrating 
relations (or linear transformations of them). In those cases, cointegrating relations with 
economic content cannot be extracted purely form observed time series (Krätzig and 
Lütkepohl 2004).Therefore, the economic interpretation of the cointegrating vectors as 
structural long run relationships requires the imposition of at least r2 restrictions ( r of which 
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are related to normalization conditions) on cointegrating space. In this work, in order for the 
cointegrating vectors to correspond to consumer demands based on a LA-AIDS model, 
symmetry and homogeneity restrictions were imposed. 
It is worth emphasizing how the error correction model (9) depicts the consumption 
behavior. When consumers reach their long run optimizing allocation of expenditure across 
products they define a baseline plan. This baseline expenditure pattern can be modified for 
two reasons. First, through new information (on prices and real income) available since 
previous period, and whose impact in the baseline budget-shares is captured through the 
terms (1,..., 1)js qΓ = − , the short term parameters and second, through the natural changes 
of budget shares in the current period, even without new information of last period. This is 
captured by the term ( 1' tYαβ − ); which is the error correction term and where α  denotes the 
speed of adjustment towards the long run equilibrium ( 1' tYβ − ).  

5.1 Parameter estimates 
Before the estimation of VECM model it is common practice to test for stationarity and 
orders of integrations in time series data. This is done here through the Augmented Dickey 
Fuller test (see Table 7). Results indicate that it is not possible to reject the hypothesis that all 
variables are I(1) using 1% and 5% levels of significance 
  

Variable Lags Modela t-statistic 
GASw  1 τ  -1.623 

GASwΔ  0 τ  -3.325*** 

ETHw  7 μτ  -2.804 

ETHwΔ  3 τ  -2.039** 

CNGw  9 τ  5.996 

CNGwΔ  0 τ  -3.508*** 
ln GASP  8 ττ  -2.712 

ln GASPΔ  0 τ  -6.972*** 
ln ETHP  1 τ  -2.183 

ln ETHPΔ  0 τ  -8.151*** 
ln CNGP  10 ττ  -3.292 

ln CNGPΔ  0 τ  -5.407*** 
ln DIEP  0 ττ  -3.322 

ln DIEPΔ  0 τ  -6.273*** 
ln /X P  0 τ  2.522 

ln /X PΔ  0 τ  -4.026*** 

a: Model τ  indicates that Dickey Fuller does not contain any deterministic component; μτ indicates 
that only a constant is considered; and ττ indicates the inclusion of an intercept and a trend 
***(**) Denotes the rejection of the null hypothesis at the 1%(5%) level of significance 
Source: own elaboration 

Table 7. Unit roots tests 
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Once identified the non stationarity of the variables, a VECM is specified with eight 
variables ( DIEw  is excluded to avoid singular matrix). This model becomes operational once 
defined the lag order (q), the deterministic component to be considered, and the 
cointegration rank(r).  Due to the almost heavily parameterized nature of the system and the 
modest sample size (t=33), the decision was taken to obtain the most parsimonious system 
as possible.The estimation was then carried out with just one lag (q=1)4. Relating to the 
cointegration rank, it is normally assumed that among (2n+1) variables (n budget shares, n 
prices and real expenditure) there are n-1 cointegrating vectors. In this work, with 9 
variables, it is thus expected to have 3 cointegrating equations. Table 8 presents the Johansen 
trace statistic, which confirms the presence of three cointegrating relationships5. 
 

Maximum rank Trace statistic 5% critical value

0 174.74 124.24 
1 103.83 94.15 
2 70.08 68.52 
3 44.24* 47.21 
4 22.15 29.68 
5 8.34 15.41 
6 0.44 3.76 
7   

Source: own elaboration 

Table 8. Results from Johansen Cointegration Rank Test 

As mentioned previously, the economic interpretation of the cointegrating vectors as 
structural long run relationships requires the imposition of at least r2 restrictions. In this 
work, it should be at least 9 restrictions. Therefore, besides the three normalization 
restrictions, it was also imposed three homogeneity and three symmetry constraints in order 
to be consistent with economic theory. Table 9 reports the estimated α  and β  matrices 
with the standard errors of the parameters6. 
The diagnosis statistics of the results are clearly satisfactory. The jointly hypothesis testing 
of the symmetry and homogeneity restrictions points out their empirical support; the 
likelihood ratio statistic of over-identifying constraints was 10.18, which is under the 

                                                 
4 This is a reasonable premise since relatively low order vector auto regressive models generally suffice 
in cointegration analysis. Concerning the deterministic term, the model was specified with the constant 
terms restricted to cointegration space. 
5 Due to the small sample used, it could be argued that this result is not valid. It was used then the Juselius 
(1999) approach, in which the significance of the adjustment coefficients of 3rd cointegrating vector is 
tested. According to this proposal, if all 3iα  are non-significant, the cointegration rank should be reduced 
to 2. In the present case, all of the estimated adjustment coefficients for the third cointegration vector were 
significant, indicating that the model does have exactly the same number of cointegrating vectors and 
equations estimated (see Table 9 for loading coefficients from VECM estimation). 
6 A first check on the model statistical adequacy is made through some misspecification tests, like 
Doornik and Hansen normality test and Breusch-Godfrey autocorrelation test. The results approve the 
one lag specification; the test statistic of normality test was 18.86, with p-value of 0.275 , while the 
Breusch-Godfrey test statistic was 11.20, p-value of 0.190. 
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critical value of at the 5 per cent level of significance  ( 2(6)χ =12.59). Overall, considering 
both the residual analysis and the hypothesis test of symmetry and homogeneity 
restrictions, it seems reasonable to indicate that dynamic model is more appropriate than 
the static model to describe the expenditure allocation process of Brazilian demand of 
automotive fuels  
Tables 10 and 11 finally present the elasticities calculated. Before discussing the elasticities 
estimated, it must be emphasized that they are functions of price and expenditure shares 
and therefore vary over the data set. Following Balcombe and Davis(1996), the elasticities 
are here calculated at the last point in the data set, and not at the mean values, due to the 
fact that elasticities are themselves non-stationary random variables, given the 
nonstationarity of the data used (see Table 7). 
 

 GASw ETHw CNGw ln GASP ln ETHP ln CNGP ln DIEP ln /X P  Constant 

'

1β  1 0 0 1.237 -1.061 -0.034 -0.142 -0.749 15.354 
    (0.125) (0.099) (0.006) (0.037) (0.134) (2.819) 
,
2β  0 1 0 -1.061 0.680 0.039 0.342 0.724 -15.489 
    (0.099) (0.082) (0.004) (0.022) (0.110) (2.320) 
,
3β  0 0 1 -0.034 0.039 -0.001 -0.004 0.010 -0.198 
    (0.006) (0.004) (0.002) (0.005) (0.005) (0.097) 

  α  coefficients  t-values for α   

GASwΔ   0.216 0.325 0.814  0.187 0.196 1.126  

ETHwΔ   -0.501 -0.567 -2.928  0.131 0.137 0.791  

CNGwΔ   -0.002 -0.002 0.000  0.007 0.008 0.044  

ln GASPΔ   0.982 0.950 13.233  1.498 1.566 9.018  

ln ETHPΔ   1.790 1.887 8.792  1.812 1.895 10.909  

ln CNGPΔ   1.535 1.498 7.137  2.270 2.374 13.666  

ln DIEPΔ   0.674 0.520 9.757  1.465 1.532 8.819  

ln /X PΔ   -1.040 -1.087 -4.611  0.380 0.397 2.287  

* Standard error under parenthesis  
Source: own elaboration 

Table 9. Estimated β * and α  matrices under long run structural identification 

As already shown the model has been approved by statistical tests, but if this is to be 
presented as a reasonable picture of Brazilian automotive fuels consumption, the implied 
behavioral measures must be in conformity to the theory of demand. From this point of 
view the results are also satisfactory.As required the own-price elasticities has negative 
signs. Ethanol and gasoline are, by far, the most sensitive fuels with quite elastic reactions to 
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their own price changes. Focusing on the cross price elasticities, the positive signs for 
( 12 21,ε ε ) and ( 13 31,ε ε ) indicates a substitution relation between gasoline and ethanol, and 
between gasoline and CNG. This can, a priori, indicates that the flex fuel technology 
(gasoline and ethanol) and the CNG conversion technology have preserved the 
substitutability among the fuels. These results are then consistent with microeconomic 
predicitions sincethese technologies tend to reinforce the substitution relation between the 
referred fuels as it allows the individual consumer to consider two fuels options in the same 
utility function, in which he will choose the cheaper option, holding fixed the energetic 
equivalence ratio of substitution between them. 
Also relevant are the estimated sizes of 11 21 31, ,ε ε ε  and 41ε  being - 3.84, 8.09, 0.54 and 0.27; 
these numbers show that when gasoline price increases by 1 per cent, for example, consumers 
reduce the gasoline consumption by 3.84%, while compensating for the ethanol (8.09%) CNG 
(0.54%) and diesel (0.27%). This can so be regarded as evidence of a high substitutability, first, 
between gasoline and ethanol and, second, between gasoline and CNG. Concerning the 
superiority of the substitutability level of gasoline/ ethanol in relation to the level of 
gasoline/CNG, what can be argued is that the choice between the gasoline and ethanol seems 
to be more attractive for the consumers, since they don’t have to pay any extra cost besides the 
cost related of the vehicle acquisition. In this regard, this trend will be certainly reinforced as 
long as the production of original flex fuel vehicles increases. On the other hand, the choice 
between CNG and gasoline is more restricted since the consumer has to face two distinct costs, 
the cost of buying a vehicle and the cost of installing the conversion kit of CNG. 
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With respect to the depicted substitutability between gasoline and diesel, some comments 
have to be made. The result seems reasonable only because the model uses aggregated data. 
On the other hand, from a microeconomic perspective this result does not make sense, since 



 New Trends and Developments in Automotive System Engineering 

 

40 

critical value of at the 5 per cent level of significance  ( 2(6)χ =12.59). Overall, considering 
both the residual analysis and the hypothesis test of symmetry and homogeneity 
restrictions, it seems reasonable to indicate that dynamic model is more appropriate than 
the static model to describe the expenditure allocation process of Brazilian demand of 
automotive fuels  
Tables 10 and 11 finally present the elasticities calculated. Before discussing the elasticities 
estimated, it must be emphasized that they are functions of price and expenditure shares 
and therefore vary over the data set. Following Balcombe and Davis(1996), the elasticities 
are here calculated at the last point in the data set, and not at the mean values, due to the 
fact that elasticities are themselves non-stationary random variables, given the 
nonstationarity of the data used (see Table 7). 
 

 GASw ETHw CNGw ln GASP ln ETHP ln CNGP ln DIEP ln /X P  Constant 

'

1β  1 0 0 1.237 -1.061 -0.034 -0.142 -0.749 15.354 
    (0.125) (0.099) (0.006) (0.037) (0.134) (2.819) 
,
2β  0 1 0 -1.061 0.680 0.039 0.342 0.724 -15.489 
    (0.099) (0.082) (0.004) (0.022) (0.110) (2.320) 
,
3β  0 0 1 -0.034 0.039 -0.001 -0.004 0.010 -0.198 
    (0.006) (0.004) (0.002) (0.005) (0.005) (0.097) 

  α  coefficients  t-values for α   

GASwΔ   0.216 0.325 0.814  0.187 0.196 1.126  

ETHwΔ   -0.501 -0.567 -2.928  0.131 0.137 0.791  

CNGwΔ   -0.002 -0.002 0.000  0.007 0.008 0.044  

ln GASPΔ   0.982 0.950 13.233  1.498 1.566 9.018  

ln ETHPΔ   1.790 1.887 8.792  1.812 1.895 10.909  

ln CNGPΔ   1.535 1.498 7.137  2.270 2.374 13.666  

ln DIEPΔ   0.674 0.520 9.757  1.465 1.532 8.819  

ln /X PΔ   -1.040 -1.087 -4.611  0.380 0.397 2.287  

* Standard error under parenthesis  
Source: own elaboration 

Table 9. Estimated β * and α  matrices under long run structural identification 

As already shown the model has been approved by statistical tests, but if this is to be 
presented as a reasonable picture of Brazilian automotive fuels consumption, the implied 
behavioral measures must be in conformity to the theory of demand. From this point of 
view the results are also satisfactory.As required the own-price elasticities has negative 
signs. Ethanol and gasoline are, by far, the most sensitive fuels with quite elastic reactions to 

Automotive Fuel Consumption in Brazil: Applying Static  
and Dynamic Systems of Demand Equations   

 

41 

their own price changes. Focusing on the cross price elasticities, the positive signs for 
( 12 21,ε ε ) and ( 13 31,ε ε ) indicates a substitution relation between gasoline and ethanol, and 
between gasoline and CNG. This can, a priori, indicates that the flex fuel technology 
(gasoline and ethanol) and the CNG conversion technology have preserved the 
substitutability among the fuels. These results are then consistent with microeconomic 
predicitions sincethese technologies tend to reinforce the substitution relation between the 
referred fuels as it allows the individual consumer to consider two fuels options in the same 
utility function, in which he will choose the cheaper option, holding fixed the energetic 
equivalence ratio of substitution between them. 
Also relevant are the estimated sizes of 11 21 31, ,ε ε ε  and 41ε  being - 3.84, 8.09, 0.54 and 0.27; 
these numbers show that when gasoline price increases by 1 per cent, for example, consumers 
reduce the gasoline consumption by 3.84%, while compensating for the ethanol (8.09%) CNG 
(0.54%) and diesel (0.27%). This can so be regarded as evidence of a high substitutability, first, 
between gasoline and ethanol and, second, between gasoline and CNG. Concerning the 
superiority of the substitutability level of gasoline/ ethanol in relation to the level of 
gasoline/CNG, what can be argued is that the choice between the gasoline and ethanol seems 
to be more attractive for the consumers, since they don’t have to pay any extra cost besides the 
cost related of the vehicle acquisition. In this regard, this trend will be certainly reinforced as 
long as the production of original flex fuel vehicles increases. On the other hand, the choice 
between CNG and gasoline is more restricted since the consumer has to face two distinct costs, 
the cost of buying a vehicle and the cost of installing the conversion kit of CNG. 
 

   Gasoline (P1) Ethanol (P2) CNG(P3) Diesel(P4) 
1 jε  Gasoline -3.848 1.503 0.007 0.258 

2 jε  Ethanol 8.097 -3.583 -0.044 -3.881 

3 jε  CNG 0.540 -0.620 -0.780 1.374 

4 jε  Diesel 0.269 -0.668 0.269 -0.627 

Source: own elaboration 

Table 10. Marshallian Uncompensated Price Elasticities of the Demand System Equation 
using Dynamic LA-AIDS Model 
 

1η  Gasoline 1.188 

2η  Ethanol 0.077 

3η  CNG -0.523 

4η  Diesel 1.014 

Source: own elaboration 

Table 11. Expenditures Elasticities of the Demand System Equation using Dynamic LA-AIDS 
Model 

With respect to the depicted substitutability between gasoline and diesel, some comments 
have to be made. The result seems reasonable only because the model uses aggregated data. 
On the other hand, from a microeconomic perspective this result does not make sense, since 



 New Trends and Developments in Automotive System Engineering 

 

42 

these fuels do not represent real substitution options. First, because of the absence of a 
technology, which could allow this substitution and second, because diesel and gasoline are 
used by different profiles of automobiles; those devoted to long distance freight transport or 
land carriage typically use diesel, since it is cheaper than gasoline. In this sense, it is worth 
stressing that the model neglects the control for the fact that choice possibilities are different 
among different kinds of automobiles. This lack of control can also justify other inconsistent 
result here produced, the negative cross price elasticities of ( 23 32 24 42, , ,ε ε ε ε ), which could 
evidence a surprisingly complementarity between ethanol and diesel, and between ethanol 
and natural gasoline. 
As regards the expenditure elasticities, Table 11 shows that gasoline, ethanol and diesel are 
normal goods, and with the exception of ethanol, they are expenditure elastic. An 
interesting result concerns the CNG. Its elasticity is negative and is thus estimated to be an 
inferior good.  
This result is possibly related to the motivation and income profile of current CNG consumers. 
The Brazilian production of new cars originally designed to run on CNG is almost irrelevant. 
The great majority of CNG consumers install the conversion kit expecting substantial fuel 
expenditure savings, in particular for those that drive long distance on a regular basis, as light 
duty passenger vehicles (essentially taxi drivers. In this sense, the CNG consumption profile in 
Brazil is not devoted to the large scale public transport system, as in Bangladesh, Pakistain or 
India. It is then important to note that the investment on conversion kit to CNG act as a fixed 
cost that only consumers who really want to save expenditure are inclined to pay. Hence, 
CNG consumers are definitely motivated by the cost saving purposes, especially due to the 
government policy of fixing relative prices favoring the fuel as a way to promote the 
expansion of natural gas consumption in the country7. The Brazilian demand of CNG is then 
still related to small scale transport, for which income is a great restriction.  
What seems clear is that the choice of CNG fuel is thus driven mainly by the price aspect 
and less by the non pecuniary factors, as its energetic efficiency. Hence, it is reasonable to 
outline that as income increases the saving purposes tend to be less relevant and even if 
there are more consumers who are able to pay the fixed cost of the conversion kit, there 
would also be an increasing number of consumers – at least among those not interested in 
commercial purposes as taxi drivers are – who could begin to consider the low efficiency of 
the fuel8 as reasonable criteria of choice, and so CNG could be less preferred.  
This result is reinforced by the signals estimated of real expenditure ( ln( / )X P ) parameters of 
- 1 2,β β  and 3β  in model (13). Once the symmetry and homogeneity restrictions are valid, as 
it is the case, demand theory predicts that positive 'sβ  means “luxury good”, and a negative 
sign means “necessary good” (Deaton and Muellbauer 1980) (Deaton and Muellbauer 1980). 
The real expenditure parameter of CNG share equation ( 3β ) is negative, while 1β  and 

2β have positive signs (see Table 9). CNG is so estimated as a “necessary good”, and gasoline 
and ethanol are considered “luxury goods”, in the sense that as the consumer gets more 
income he demands proportionally more gasoline and ethanol, and less CNG. 
Overall, even though the estimations from cointegrated LA-AIDS are statistically (and 
economically) better interpreted than those from the static model, it is necessary to put 
forward that they still have to be cautiously evaluated. First, due to the limited span of 
                                                 
7 This pricing policy was stated by the government in order to diffuse the natural gas consumption in 
Brazil when the natural gas imports from Bolivia begun. 
8 At least in the way the CNG is currently used by engines not originally designed to run on it 
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observations over time, resulting in only 33 points in time for each variable9. For instance, 
the absence of longer data series makes difficult a bootstrapping analysis to estimate 
standard errors of the elasticities. Second, because the model uses aggregated data and not 
micro level records for households; and even with aggregated data it does not consider 
vehicle characteristics factors – as fleet composition by fuel, which could be a significant 
parameter in explaining the expenditure allocation process.  

6. Conclusions 
This work aimed at estimating the price and income elasticities of automotive fuels demand 
in Brazil. The analysis of the expenditure allocation process among the gasoline, ethanol 
CNG and diesel was carried out through the estimation of a linear approximation of an 
AIDS model. This model is very convenient due to its ability to fulfill much of the desired 
theoretical properties of demand, being at the same time parsimonious regarding the 
number of parameters. Furthermore, the equations to be estimated derived from LA-AIDS 
are linear in parameter which allows the use of econometric methods widely available in 
terms of testing and estimating procedures. Two estimation methods were tried: a static and 
a dynamic (cointegrated). Specification tests seem to support the use of the dynamic model.  
Based on the favorable diagnostic on the second set of estimations it is important to point 
out some of their relevant results.  
First, it is worth to remark the high substitutability between gasoline and ethanol, and also 
the fact that this substitution relation is larger than the one observed between gasoline and 
CNG. Some comments concerning this result are thus in order. This finding seems to 
confirm the rationale that flexible technologies tend to reinforce the substitution relation 
between the fuels. This is particularly true for the gasoline and ethanol because the 
consumers don’t have to pay an extra cost besides those related with the vehicle buying to 
access the possibility of choosing between the refereed fuels. On the other hand, the option 
between CNG and gasoline is more restricted since the consumers have to pay not only for a 
vehicle but also to install the conversion kit of CNG. There is then a transaction cost which is 
not irrelevant. This difference in favor of the substitubility between gasoline and ethanol 
seem to increase as the production of original flex fuel vehicles increase.    
Second, the estimations here produced suggest that gasoline, ethanol and diesel are normal 
goods, and except for ethanol, they are expenditure elastic. An interesting result concerns 
the CNG which is estimated as an inferior good. A possible explanation for this outcome 
could be the motivation and income profile of current CNG consumers. These consumers 
are mainly interested in saving purposes, since CNG is favored by a specific government 
policy of price differential with liquid fuels. For this reason, the choice of CNG fuel is driven 
mainly by the price aspect and less by the non pecuniary factors, as its low energetic 
efficiency. As income increases, the saving purposes tend to be less relevant and even 
though there are more consumers who are able to pay the cost to install the CNG kit, there 
would also be an increasing number of consumers who would consider the low efficiency 
performance of the fuel as a reasonable choice criteria, and so CNG could be less preferred.  
                                                 
9 By the time this work was reviewed the Brazillian Ministry of Mines and Energy has launched the 
Balanco Energetico Nacional from 2009 which contains annual data on fuel price and consumption until 
2008. Therefore, even if the work has considered this last annual data collection it would have resulted 
in only three more annual observations for each variable. That being the case, it is reasonable to assume 
that the results here produced would not present significant changes if the data was extended. 
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Overall this work tried to improve the understanding of the consumer’s behavior and their 
possibilities and criteria to choose automotive fuel in Brazil. Two important policy 
implications can be derived from this analysis. First, there are implications on tax revenues 
from gasoline sales. Based on the result of a high substitutability between ethanol and 
gasoline and considering that the production of flex fuel vehicles has been augmenting in an 
expressive rate since its launching in 2003, the future gasoline consumption is likely to be 
more dependent on ethanol prices. For this reason, the tax revenue from gasoline can be 
affected by the supply of ethanol which as an agricultural commodity has intrinsic 
seasonalities and can be subject to potential supply disruptions. Considering that the share 
of tax on final price of gasoline is quite relevant in most state governments in Brazil, 
governments may have to redesign their fiscal policy regarding this fuel in order to smooth 
its tax revenue. Second, there are implications on the government strategy to promote the 
use of natural gas. Considering that the pace of GNC expansion has presented an impressive 
level (see Table 1) and assuming the fact here assessed that the fuel is an inferior good, the 
government may have to readequate its fuel pricing policy in order to direct the 
consumption of natural gas to other worthier uses than for small scale transportation. 
A possible extension to this work is to examine some specific states from Brazil, for which is 
possible to use monthly data (at least from 2001 ownwards), to explicitly consider the taxes 
charged on the fuels (which assume different levels among the states), and to include further 
controls through aggregated data on stock of vehicles by fuel (which is available only at the 
states level). Through this measures it will be possible improve the estimation of the 
parameters of interest.    
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1. Introduction 
Forging die failures for automotive components are caused by inadequacy of variables such 
as die materials, die design, die manufacturing and forging operations [1]. 
The forging die frequently fails from the corner where stress concentrate. Fig.1 shows a typical 
failure of hot forging die for a knuckle. From the macroscopic fracture surface observation it 
looks to be easily judged that a brittle failure initiated from the corner. These fractures are 
frequently observed on hot forging dies for knuckle, connecting rod, crank shaft and flange 
yoke for automotive components. However it can be clearly identified by low magnification 
observation that the most of the brittle fractures initiated from short cracks initiated from the 
corner due to fatigue and thermal fatigue. Fig. 2 shows the fracture surface of a flange yoke die 
made in SKT4 steel after 2000 forging operations [2]. It is clear that the brittle crack initiated at 
3.5mm from the surface where nonmetallic inclusion MnS located. The stretched zone is most 
frequently observed at the transition zone from fatigue to impact fracture. In this case a 
stretched zone with 8 to 10μm width was observed between fatigue and impact fracture 
surface as shown in Fig. 3 [2]. The reason of this failure was determined to be an insufficient 
preheating temperature for the hot forging die by use of the relationship among dynamic 
fracture toughness, temperature and stretched zone width. The stretched zone can also be 
observed in failed cold forging die [3].It is possible to evaluate the fracture toughness of the 
failed cold forging die for automotive component by measuring the stretched zone width. 
 

 
Fig. 1. Macroscopic fracture surface of a knuckle forging die for a motor vehicle [1]. Arrow a 
and b shows crack initiation area respectively. Forging die steel: SKD62 
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looks to be easily judged that a brittle failure initiated from the corner. These fractures are 
frequently observed on hot forging dies for knuckle, connecting rod, crank shaft and flange 
yoke for automotive components. However it can be clearly identified by low magnification 
observation that the most of the brittle fractures initiated from short cracks initiated from the 
corner due to fatigue and thermal fatigue. Fig. 2 shows the fracture surface of a flange yoke die 
made in SKT4 steel after 2000 forging operations [2]. It is clear that the brittle crack initiated at 
3.5mm from the surface where nonmetallic inclusion MnS located. The stretched zone is most 
frequently observed at the transition zone from fatigue to impact fracture. In this case a 
stretched zone with 8 to 10μm width was observed between fatigue and impact fracture 
surface as shown in Fig. 3 [2]. The reason of this failure was determined to be an insufficient 
preheating temperature for the hot forging die by use of the relationship among dynamic 
fracture toughness, temperature and stretched zone width. The stretched zone can also be 
observed in failed cold forging die [3].It is possible to evaluate the fracture toughness of the 
failed cold forging die for automotive component by measuring the stretched zone width. 
 

 
Fig. 1. Macroscopic fracture surface of a knuckle forging die for a motor vehicle [1]. Arrow a 
and b shows crack initiation area respectively. Forging die steel: SKD62 
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Fig. 2. Fracture surface of a flange york forging die [2]. Arrow shows MnS where impact 
failure initiated 

 
Fig. 3. Stretched zone between fatigue and impact fracture surface [2]. Flange york forging die 
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Thus it is indispensable to evaluate fatigue and fracture behavior of forging die steels in 
order to prevent forging die failure and to improve die life. It can also be mentioned that the 
role of microfractography in failure analysis of forging dies for automotive component is 
very important. 

2. Fracture behavior of forging die steels 
2.1 Hot forging die steels 
Instrumented impact tests were conducted for fatigue crack introduced 2 mm U notched 
Charpy impact specimens. Fig.4 shows dynamic impact fracture toughness K1d as a function 
of testing temperature for SKD 61 steel. Maximum K1d is attained at 573K. The ductile- 
brittle transition temperature is observed at around 423K. 
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Fig. 4. Dynamic fracture toughness, K1d as a function of tested temperature [4]. 

Fig. 5 shows impact fracture surfaces of SKD62 steel. Cleavage fracture is observed at room 
temperature (Fig. 5 a)), while dimple is observed at 673K (Fig. 5 b)). In general ductile-brittle 
transition temperature is in the range of 373K to 423K for hot forging die steel. Mixed mode 
of cleavage and intercrystalline fracture is predominant at temperature lower than ductile-
brittle transition temperature, while dimple is predominant at temperature higher than 
ductile-brittle transition temperature. Thus impact fracture whether ductile or brittle can be 
qualitatively identified by use of microfractography of these impact fracture surface 
characteristics. Fig. 6 shows stretched zone observed between fatigue and impact fracture 
surface of hot forging die steel SKD62.The higher the testing temperature the wider the 
stretched zone width is. Fig. 7 shows K1d as a function of stretched zone width. As afore 
mentioned the failed temperature of hot forging die failure can be quantitatively determined 
by measuring stretched zone width on fracture surface. 
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Fig. 5. Impact fracture surface, SKD62[4]. a) RT b) 673K 

 

 
Fig. 6. Stretched zone, SKD62[4]. a) RT b) 673K, SZ: stretched zone, F: fatigue, C: cleavage , 
D: dimple 
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Fig. 7. Dynamic fracture toughness K1d as a function of stretched zone width[4]. 

2.2 Cold forging die steels  
Fig. 8 shows the Charpy Impact test results investigated for specimens with 5mm U notch, 
2.5 mm saw cut and 2.5mm saw cut with fatigue crack (1.64-2.25mm)[3]. The commercial 
cold forging die steels such as tool steels of SKD61, SKD11 and QCM8, high speed steels of 
YXM1,YXM4,YXR3,YXR33 and YXR3,powdered high speed steel of HAP72 and cemented 
carbide GM60 were used. These steels were quenched and tempered and the Rockwell C 
scale hardness numbers are 52 to 67 [5]. 
 

 
Fig. 8. Charpy impact energy of cold forging die steels with different notch figure [3]. 
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cold forging die steels such as tool steels of SKD61, SKD11 and QCM8, high speed steels of 
YXM1,YXM4,YXR3,YXR33 and YXR3,powdered high speed steel of HAP72 and cemented 
carbide GM60 were used. These steels were quenched and tempered and the Rockwell C 
scale hardness numbers are 52 to 67 [5]. 
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The Charpy impact energy of cold forging die steels is very sensitive to the notch figure. The 
most prominent notch effect can be observed in SKD61. The larger the hardness the smaller 
the Charpy impact energy is. The Charpy impact energy of cold forging die steels was low 
as compared with those of other ductile structural steels. Macroscopic fracture surfaces of 
5mm U notched specimens were brittle with radial zone. The shear lips were observed on 
SKD61 with relatively smaller hardness. Macroscopic fracture surfaces of 2.5mm saw cut 
and 2.5mm saw cut with fatigue crack were more brittle. 
 

 
Fig. 9. Impact fracture surface. SKD61, HRC 52, 2.5mm saw cut with fatigue crack[3]. a) 
Macroscopic fracture surface, b) Enlargement of the window area in a), c) Impact fracture 
surface (A in c)), Fatigue fracture surface(C in c)) 

Cleavage fracture surfaces are predominantly observed on fracture surfaces of all tested 
steels except WC-Co. The fracture surface of WC-Co was intergranular. Fig. 9 shows fracture 
surface of 2.5mm saw cut with fatigue crack in SKD61. It can be easily discriminate fatigue 
fracture surface from impact fracture surface even in macroscopic fracture surface (Fig. 9a)). 
The discrimination is much more easily in low magnified fracture surface for the window 
area in Fig. 9a) (Fig. 9b)). The discrimination is not easy for the steel such as HAP72 with 
higher hardness of HTC67.The fatigue fracture surface was transgranular (Fig. 9d)) and 
impact fracture surface was cleavage (Fig. 9c)) for tool steels and high speed steels. However 
intergranular fracture is predominant for WC-Co. The stretched zone was clearly observed 
between fatigue fracture surface and impact fracture surface for tool steels and high speed 
steels. The stretched zone width is wider in the steel with lower hardness. For hard steels 
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the stretched zone can be identified for powdered steel HAP72 (Fig. 11d)), while it can not 
be easily identified for sintered steel WC-Co.  
The three point bending fracture toughness tests were conducted in accordance with ASTM 
Standard E399-90 by use of the specimen with 55mm long, 10mm wide and 10mm thick. 
Fatigue crack with length of 1.64 to 2.25mm was introduced ahead of saw cut notch with 
2.5 mm long[3]. Fig.10 shows the relation between fracture toughness and hardness of cold 
forging die steels. The higher the hardness the lower the fracture toughness was. The 
relation between hardness and fracture toughness can be expressed as follows.  

Fracture toughness (MPa m ) = -1.445 x HRC+110.37 
Fracture surface morphology of three point bending fracture surfaces are basically same as 
that of the Charpy impact fracture surfaces with 2.5mm saw cut with fatigue crack. The 
morphology of the fatigue and unstable fracture surface of the three point bending fracture 
surface was same as that of the impact fracture. The stretched zone is clearly observed on 
fracture surface between fatigue and unstable fracture. 
 

 
Fig. 10. Relation between fracture toughness and hardness of cold forging die steels[3]. 

Fig. 11. shows three point bending fracture surfaces of SKD62 and HAP72. It is easily 
discriminate between fatigue and unstable fracture surface from macroscopic fracture 
surfaces [Fig. 11a), c)]. The stretched zone can be clearly identified between fatigue and 
unstable fracture surface [Fig.11b), d)]. It was reported by Bates and Clark that the stretched 
zone width can be well correlated to fracture toughness [7]. The Kc/σy can be depicted for 
various kinds of structural materials including cold forging die steels as shown in Fig. 12. 
The relation between SZW (μm) and Kc/σy(√mm) can be expressed as shown below. 

SZW(μm) = 3.28(Kc/σy)1.24 

This relation shows that the quantitative analysis is possible by measuring the stretched 
zone width on fracture surface in the failure analysis of cold forging dies. 
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Fig. 11. Stretched zone on three point bending fracture surface[3]. a), b) SKD61 c), d) HAP72 

3. Fatigue behavior of forging die steels 
3.1 Hot forging die steels 
Effect of testing temperature, steel hardness, stress concentration factor of specimen and 
surface treatments effect on low cycle fatigue strength of hot forging die steels are mainly 
evaluated. Load controlled low cycle fatigue tests were conducted at 473K and 673K by use 
of an axial fatigue testing machine (98kN). Round notched bar specimen with minimum 
diameter of 8mm was used. The stress concentration factor was 1.31. Testing frequency was 
0.083Hz and R value (minimum to maximum stress in the loading cycle) was 0.05.  
Fig. 13 shows low cycle fatigue strength of hot forging die steels with different hardness 
under various temperatures. The low cycle fatigue strength at RT was almost same as that at 
473K and 14% higher than that at 723K. It was also obtained that the low cycle fatigue 
strength of the notched specimen with stress concentration factor of 2.3 for SKD62 with 
HRC43.5 at 573K was almost same as that at RT as shown in Fig. 14. [4]. Therefore it can be 
mentioned that temperature effect on the low cycle fatigue strength of SKD62 appears in a 
temperature range over than 573K. The fatigue strength of SKD62 with HRC46 at 104 cycles 
was 25, 10 and 13% higher than that of SKD62 with HRC43.5 at tested temperatures of RT, 
573K and 723K. The major reason for the fatigue strength increase in SKD62 with higher 
hardness is attributed to the delay of fatigue crack initiation due to the higher ultimate 
tensile strength. 
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Fig. 12. Stretched zone width as a function of Kc/σy [3].  *Spitzig[6],  **BatesandClark [7],   
***Brothers [8], ****Ebara et al. [9] 

 

 
Fig. 13. S-N diagrams of SKD62(HRC43.5) and SKD62(HRC46)[10]. 



 New Trends and Developments in Automotive System Engineering 

 

54 

   
 

   
Fig. 11. Stretched zone on three point bending fracture surface[3]. a), b) SKD61 c), d) HAP72 

3. Fatigue behavior of forging die steels 
3.1 Hot forging die steels 
Effect of testing temperature, steel hardness, stress concentration factor of specimen and 
surface treatments effect on low cycle fatigue strength of hot forging die steels are mainly 
evaluated. Load controlled low cycle fatigue tests were conducted at 473K and 673K by use 
of an axial fatigue testing machine (98kN). Round notched bar specimen with minimum 
diameter of 8mm was used. The stress concentration factor was 1.31. Testing frequency was 
0.083Hz and R value (minimum to maximum stress in the loading cycle) was 0.05.  
Fig. 13 shows low cycle fatigue strength of hot forging die steels with different hardness 
under various temperatures. The low cycle fatigue strength at RT was almost same as that at 
473K and 14% higher than that at 723K. It was also obtained that the low cycle fatigue 
strength of the notched specimen with stress concentration factor of 2.3 for SKD62 with 
HRC43.5 at 573K was almost same as that at RT as shown in Fig. 14. [4]. Therefore it can be 
mentioned that temperature effect on the low cycle fatigue strength of SKD62 appears in a 
temperature range over than 573K. The fatigue strength of SKD62 with HRC46 at 104 cycles 
was 25, 10 and 13% higher than that of SKD62 with HRC43.5 at tested temperatures of RT, 
573K and 723K. The major reason for the fatigue strength increase in SKD62 with higher 
hardness is attributed to the delay of fatigue crack initiation due to the higher ultimate 
tensile strength. 

d)

Fatigue and Fracture Behavior of Forging Die Steels 

 

55 

[7]]

 
Fig. 12. Stretched zone width as a function of Kc/σy [3].  *Spitzig[6],  **BatesandClark [7],   
***Brothers [8], ****Ebara et al. [9] 

 

 
Fig. 13. S-N diagrams of SKD62(HRC43.5) and SKD62(HRC46)[10]. 



 New Trends and Developments in Automotive System Engineering 

 

56 

Fig. 14 shows conventional S-N diagrams of base metal, ion nitrided (773Kx30hr) specimen, 
ion nitrided (723Kx30hr)specimen and tufftrided(843Kx12hr)specimen for SKD62 [4]. The 
effect of surface treatment such as tufftride and ion nitride cannot be expected at high stress 
amplitude. Repeated axial stress and number of cycles expected for fatigue strength 
improvement are summarized in Table 1 [4]. 
 

  
Fig. 14. Influence of surface treatments on low cycle fatigue strength of SKD62[4] 

 
Surface treatment σc/σB Nc ,cycles 
Ionnitride(773Kx30h) 0.79 3x103 
Ion nitride(723Kx30h) 0.73 5x103 
Tufftride(823Kx12h) 0.63 7x103 

σc : Stress expected for surface hardening 
N c : Number of cycles expected for surface hardening effect  

Table 1. Surface hardening effect on low cycle fatigue strength of SKD62[4]. 

The strong reason of ineffective ion nitride effect at the higher stress amplitude can be 
explained by earlier fatigue crack initiation at brittle nitride compounds formed on the ion 
nitrided surface [11]. While ion nitride effect at lower stress amplitude can be expected by 
delayed fatigue crack initiation at ion nitride layer. The different effect of ion nitride effect 
on fatigue strength depend on surface hardness, hardened depth, properties of hardened 
layer and residual stress of ion nitride layer [12]. The surface treatment effect on fatigue 
strength of hot forging die steel is different in fatigue loading manner. The improvement 
effect could not be observed in reversed axial loading with mean stress [13]. 
Fig. 15 shows representative fracture surface morphology of SKD62 in low cycle fatigue 
range at 573K. Crack initiated from the notched surface (Fig. 15a), c)) and propagated with 
transgranular mode. Striation was identified at failed number of cycles over than 102  

(Fig. 15d)) and was predominantly observed on low cycle fatigue fracture surfaces at  
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RT, 473K and 723K. Dimple was observed at crack initiation area at failed number of cycles 
lower than 10 (Fig. 4b)) [4]. 
 

 
Fig. 15. Low cycle fatigue fracture surface[4]. a), b) Axial stress 1274.9 MPa, Number of 
cycles 7 c),d) Axial stress 1029.7 MPa, Number of cycles 1.4x103 b), d) are enlargement of 
a),c),respectively. Arrow shows crack propagation direction. 

Fatigue crack propagation tests were conducted for SKD62 steels with different hardness by 
use of an axial fatigue testing machine (98kN). Plate specimens of 5mm thickness with a 
semi circular single edge notch were used. Frequency was 0.083Hz and R value was 0.05. 
Fig. 16 shows the crack propagation curves for SKD62 with HRC46 at [10]. The da/dN at 
723K was faster than that at RT in the ΔK from 40 to 150 MPam1/2. However, the da/dN at 
473K was slower than that at RT. Further investigation on the role of oxide during crack 
closure may be needed to clarify this phenomenon. 
Crack propagated with transgranular mode and striation was predominantly observed at 
crack propagation area for all tested temperatures. 
Thermal fatigue tests were conducted at 473K, 673K, 873K, 1073K and 1273K by use of the 
laboratory made thermal fatigue testing apparatus[10]. Plate specimens of 25mm thick with 
an electric discharge cut of 1.52 to 4.22mm deep and 0.37 to 0.0.41 mm wide were used for 
thermal fatigue crack initiation test. Plate specimens with a fatigue pre-crack cut from CT 
specimens with 25mm thick after introducing fatigue crack were used for thermal fatigue 
crack propagation tests.  
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lower than 10 (Fig. 4b)) [4]. 
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laboratory made thermal fatigue testing apparatus[10]. Plate specimens of 25mm thick with 
an electric discharge cut of 1.52 to 4.22mm deep and 0.37 to 0.0.41 mm wide were used for 
thermal fatigue crack initiation test. Plate specimens with a fatigue pre-crack cut from CT 
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crack propagation tests.  
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The number of cycles for thermal fatigue crack initiation at 673K, 873K, 1073K and 1273K 
was 61, 36, 22, and 1. The lower the heating temperature, the shorter the number of cycles 
for thermal fatigue crack initiation and thermal fatigue crack lengths were. Thermal fatigue 
crack initiation was not depended on the notch ratio with length to width of the specimen. 
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Fig. 16. Crack propagation curves of SKD62[10]. 

The ion nitride effect was also examined on thermal fatigue crack initiation. Thermal fatigue 
crack initiation was not observed up to 100 cycles at 673K. However the number of cycles for 
thermal fatigue crack initiation was half and the length of thermal fatigue crack was twice as 
compared with those of base metal at 873K. The ion nitride effect on thermal fatigue crack 
initiation depends on the testing temperature. Therefore in order to improve thermal fatigue 
life in actual hot forging dies by surface treatments the careful temperature control of hot 
forging dies is necessary during hot forging operation. 
Thermal fatigue crack propagation tests were conducted to the number of cycles up to 100. 
Fig. 17 shows thermal fatigue crack propagation curves [10]. Thermal fatigue crack 
propagation was not observed up to 100 cycles at 473K. Thermal fatigue crack propagated 
up to 50 cycles, then arrested up to 100 cycles at 673K. The crack arresting phenomenon was 
also observed at 873K and 1073K. The cause of these phenomena is deeply related to the 
behavior of the oxide produced in the crack surface during thermal fatigue process. The 
thermal fatigue crack propagated with trangranular mode and striation like pattern were 
predominantly observed on thermal fatigue fracture surfaces. The typical thermal fatigue 
fracture surface at 873K is shown in Fig. 18. The morphology of the fracture surface and 
striation like pattern was very similar to the fracture surface of an actual reverse gear 
forging die failed after one thousand forging operations [10].  
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Fig. 17. Thermal fatigue crack propagation curves[10]. 

 

 
Fig. 18. Thermal fatigue fracture surface of the specimen[10]. SKD62, Heating temperature: 
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20 shows S-N diagrams of SKH51 heat treated in vacuum and salt bath. The effect of surface 
roughness on low cycle fatigue strength can be observed for specimen heat treated in 
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The number of cycles for thermal fatigue crack initiation at 673K, 873K, 1073K and 1273K 
was 61, 36, 22, and 1. The lower the heating temperature, the shorter the number of cycles 
for thermal fatigue crack initiation and thermal fatigue crack lengths were. Thermal fatigue 
crack initiation was not depended on the notch ratio with length to width of the specimen. 
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Fig. 16. Crack propagation curves of SKD62[10]. 
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Fig. 17. Thermal fatigue crack propagation curves[10]. 
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vacuum. However the fatigue strength of the lapped plane bar specimen was just a little 
lower than that in YXR3 steel [14]. The effect of surface roughness on fatigue strength is 
prominent at low stress amplitude in rotating bending fatigue [15]. It can be concluded that 
the steel with smoother surface has higher fatigue strength for SKH51 as a result of a delay 
in fatigue crack initiation from the surface [16]. 
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Fig. 19. S-N diagrams of the lapped plane bar specimen of SKH51 and YXR3 steel heat 
treated in vacuum [14]. 
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Fig. 20. S-N diagrams of SKH51 heat treated in vacuum and in salt bath[14]. 

Fig. 21 shows S-N diagrams of YXR notched specimens with stress concentration factor 1.5 
to 2.5. Fatigue life of the notched specimen with larger stress concentration factor is  
shorter than that with smaller stress concentration factor. It is also apparent that fatigue life 
is influenced by angle of notch with same stress concentration factor. Thus low cycle fatigue 
strength of cold forging die steel is very sensitive to notch [14].  
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Ion nitride effect on fatigue strength could not be observed at number of cycles at 1.5x104 
cycles for YXR3 steel. In YXR3 steel with higher hardness, stress expected for ion nitride 
effect decreased as compared with those in SKD61 steel. Higher the Vickers hardness 
numbers of forging die steel the lower the stress expected for ion nitride effect as observed 
in hot forging die steels.The strong reason of ineffctive ion nitride effect can be explained by 
fatigue crack initiation at brittle nitride compounds formed on the surface [17]. 
SEM fracture surface observation for plane bar specimens revealed that subsurface crack 
initiation was observed at failed number of cycles over than 8 x 104 cycles for YXR3 steel and 
4.5 x 104 cycles for SKH51 steel. Transgranular fracture surfaces were predominant in crack 
propagation area for both steels. The typical subsurface fracture surface initiation and the 
transgranular fracture surface of plane bar specimen inYXR3 steel are shown in Fig. 22a) and 
Fig. 22b), respectively. Macroscopic fracture surface observation on notched specimens of 
YXR3 steel revealed that the smaller the stress concentration factor and the larger the stress 
amplitude the smoother fatigue fracture surface was observed [14]. Crack initiation occurred 
from the surface in notched specimens of cold forging die steel. Thus the crack initiation 
mode in notched specimens is completely different from that in plane bar specimens.  
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Fig. 21. S-N diagrams of YXR3 steel notched specimens with various stress concentration 
factor[14]. 

High cycle fatigue tests were conducted for quenched and tempered YXR3, 0.65 mass % 
carbon matrix high speed steel. Ultimate tensile strength and Rockwell C scale hardness 
number of this YXR3 steel was 2192MPa and 60.0, respectively. Plane bar specimen with 
6.5mm at minimum diameter and notched round bar specimens with stress concentration 
factor with 1.5, 2.0and 2.5 were used. A hydraulic fatigue testing machine (Instron Fast track 
8801, 98kN) was used. Frequency was 20Hz and R value was 0.05. 
Fig. 23 shows S-N diagrams of YXR3 steel in high cycle regime [18]. In considering about the 
higher ultimate tensile strength of this steel, fatigue limit of 400MPa at 107 cycles is low. This 
is because of the mean stress effect on fatigue strength of the high speed steel. The similar 
phenomenon was reported on low cycle fatigue strength of high speed steel, SKH51. The 
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Fig. 19. S-N diagrams of the lapped plane bar specimen of SKH51 and YXR3 steel heat 
treated in vacuum [14]. 
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Fig. 20. S-N diagrams of SKH51 heat treated in vacuum and in salt bath[14]. 

Fig. 21 shows S-N diagrams of YXR notched specimens with stress concentration factor 1.5 
to 2.5. Fatigue life of the notched specimen with larger stress concentration factor is  
shorter than that with smaller stress concentration factor. It is also apparent that fatigue life 
is influenced by angle of notch with same stress concentration factor. Thus low cycle fatigue 
strength of cold forging die steel is very sensitive to notch [14].  
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Fig. 21. S-N diagrams of YXR3 steel notched specimens with various stress concentration 
factor[14]. 

High cycle fatigue tests were conducted for quenched and tempered YXR3, 0.65 mass % 
carbon matrix high speed steel. Ultimate tensile strength and Rockwell C scale hardness 
number of this YXR3 steel was 2192MPa and 60.0, respectively. Plane bar specimen with 
6.5mm at minimum diameter and notched round bar specimens with stress concentration 
factor with 1.5, 2.0and 2.5 were used. A hydraulic fatigue testing machine (Instron Fast track 
8801, 98kN) was used. Frequency was 20Hz and R value was 0.05. 
Fig. 23 shows S-N diagrams of YXR3 steel in high cycle regime [18]. In considering about the 
higher ultimate tensile strength of this steel, fatigue limit of 400MPa at 107 cycles is low. This 
is because of the mean stress effect on fatigue strength of the high speed steel. The similar 
phenomenon was reported on low cycle fatigue strength of high speed steel, SKH51. The 
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low cycle fatigue data shown in Fig.21 are again plotted in Fig.23. It is apparent that the 
same behaviour can be observed both in low cycle and high cycle regime for plane and 
notched bar specimens of YXR3 steel. 
 

 
Fig. 22. Fatigue fracture surface of the lapped plane bar specimen heat treated in 
vacuum[14]. YXR3 steel, 600MPa, 1 x 105 cycles a) initiation area  b) propagation area 
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Fig. 23. S-N diagrams of notched specimens,YXR3 steel [18]. 

In high cycle fatigue for plane bar specimen crack initiated at subsurface as observed on low 
cycle fatigue fracture surfaces [18]. On the contrary crack initiation site was changed from 
notched surface to subsurface at failed number of cycles over than 106 for all notched 
specimens with stress concentration factor Kt of 2.0 and 2.5. Fig. 24 a),b) shows the 
difference of crack initiation site in notched bar specimen with stress concentration factor of 
2.0. The emphasis is focused upon the change of crack initiation site in high cycle range over 
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than 106 cycles for the notched specimen in YXR3 steel with high ultimate tensile strength of 
2192 MPa. The reason of this phenomenon may be deeply related to the notch sensitivity 
and fracture toughness of YXR3 steel. Transgranular fracture surfaces were predominant 
(Fig. 24c), d)) and well defined striation were not observed in crack propagation area for all 
tested specimens. 
  

 
Fig. 24. Fatigue fracture surface of YXR3 steel with Kt=2.0[18]. a),b) crack initiation 
area,c)0.8mm from initiation,d)0.6mm from initiation a), c) 400MPa,1x104 cycles, b), d) 
300MPa,6.2x106 cycles 

4. Concluding remarks 
In this chapter fatigue and fracture behavior of representative hot and cold forging die steels 
are summarized. However the information is still limited in materials, design, manufacturing 
and operations of hot and cold forging dies. In particular the fatigue crack initiation 
behavior of SKD62 steel is recommended to investigate. Thermal fatigue crack propagation 
rate is also recommended to obtain in low cycle regime. The fatigue data for other hot 
forging die steels except SKD62 are fundamentally needed in design of hot forging dies. For 
quantitative analysis of fatigue fracture surfaces of hot forging dies more information on 
fracture surface morphologies is absolutely needed in failure analysis. Because of the high 
hardness the information on fatigue strength and fatigue crack propagation is very limited 
on cold forging die steels. The low cycle fatigue characteristics of cold forging die steels 
except SKH51 and YXR3 are recommended to investigate. Fatigue crack propagation rate 
and fracture surface characteristics of cold forging die steels are recommended to obtain for 
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Fig. 22. Fatigue fracture surface of the lapped plane bar specimen heat treated in 
vacuum[14]. YXR3 steel, 600MPa, 1 x 105 cycles a) initiation area  b) propagation area 
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Fig. 23. S-N diagrams of notched specimens,YXR3 steel [18]. 
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In this chapter fatigue and fracture behavior of representative hot and cold forging die steels 
are summarized. However the information is still limited in materials, design, manufacturing 
and operations of hot and cold forging dies. In particular the fatigue crack initiation 
behavior of SKD62 steel is recommended to investigate. Thermal fatigue crack propagation 
rate is also recommended to obtain in low cycle regime. The fatigue data for other hot 
forging die steels except SKD62 are fundamentally needed in design of hot forging dies. For 
quantitative analysis of fatigue fracture surfaces of hot forging dies more information on 
fracture surface morphologies is absolutely needed in failure analysis. Because of the high 
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on cold forging die steels. The low cycle fatigue characteristics of cold forging die steels 
except SKH51 and YXR3 are recommended to investigate. Fatigue crack propagation rate 
and fracture surface characteristics of cold forging die steels are recommended to obtain for 
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failure analysis of cold forging dies. In particular crack initiation mechanism for notched 
specimens must be clarified. Recent progress of die steel, surface treatment and stress 
analysis enabled to develop general failure analysis method. Besides cracking problems due 
to poor wear resistance must be evaluated[19]. Scientific analysis of fracture behavior of 
forging die steels must be usefully linked to modern technology enabled to prevent hot and 
cold forging die failure and to extend die life.  
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1. Introduction    
The use of polymer materials in automotive applications is growing steadily in the last 
decades. Their use present several advantages such as reduced weight, high design 
flexibility and styling capabilities, good balance of properties (ductility, insulation, no 
corrosion), superior level of integration of functionalities, low processing costs.  
Automotive components (e.g., car interior, exterior and under-the-bonnet applications) are 
most often being manufactured in thermoplastic polymers by high-throughput processes, 
like injection moulding. The optimization of injection moulded polymer automotive 
components is a crucial design task for obtaining high quality, enhanced mechanical 
response and low cost components. This can be achieved by proper mould design, adequate 
material processing and by the knowledge of the relationships between the thermo-
mechanical environment resulting from processing, the developed material morphology 
and the moulded component properties. In these activities, the availability of accurate 
process and in-service behaviour simulations and efficient optimization methods is of 
paramount importance. 
This chapter addresses the application of the engineering design optimization methods and 
tools to the design of automotive polymer components. It will present several case studies 
where the optimization of injection moulded polymer automotive components is achieved 
following different routes and methodologies. Namely:  
a. Mould cooling system layout optimization – a proper design of the mould cooling system is 

crucial for process productivity and part quality improvements.  
b. Optimization of automotive pillar geometry – the design of an automotive car pillar is done, 

optimizing its geometry for maximizing passenger safety (specifically, the minimization 
of the Head Injury Criteria, HIC). 

c. Relationships between processing and moulding mechanical properties – the establishment of 
these relationships allows the setting of processing conditions for a given property 
enhancement.  

d. Design with injection moulded fibre reinforced polymers, FRP – the design of injection 
moulded FRP components is a challenging engineering task, where processing effects 
must be taken into account effectively, either at in terms of using reliable experimental 
mechanical data and of selecting a pertinent constitutive model. 
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failure analysis of cold forging dies. In particular crack initiation mechanism for notched 
specimens must be clarified. Recent progress of die steel, surface treatment and stress 
analysis enabled to develop general failure analysis method. Besides cracking problems due 
to poor wear resistance must be evaluated[19]. Scientific analysis of fracture behavior of 
forging die steels must be usefully linked to modern technology enabled to prevent hot and 
cold forging die failure and to extend die life.  
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1. Introduction    
The use of polymer materials in automotive applications is growing steadily in the last 
decades. Their use present several advantages such as reduced weight, high design 
flexibility and styling capabilities, good balance of properties (ductility, insulation, no 
corrosion), superior level of integration of functionalities, low processing costs.  
Automotive components (e.g., car interior, exterior and under-the-bonnet applications) are 
most often being manufactured in thermoplastic polymers by high-throughput processes, 
like injection moulding. The optimization of injection moulded polymer automotive 
components is a crucial design task for obtaining high quality, enhanced mechanical 
response and low cost components. This can be achieved by proper mould design, adequate 
material processing and by the knowledge of the relationships between the thermo-
mechanical environment resulting from processing, the developed material morphology 
and the moulded component properties. In these activities, the availability of accurate 
process and in-service behaviour simulations and efficient optimization methods is of 
paramount importance. 
This chapter addresses the application of the engineering design optimization methods and 
tools to the design of automotive polymer components. It will present several case studies 
where the optimization of injection moulded polymer automotive components is achieved 
following different routes and methodologies. Namely:  
a. Mould cooling system layout optimization – a proper design of the mould cooling system is 

crucial for process productivity and part quality improvements.  
b. Optimization of automotive pillar geometry – the design of an automotive car pillar is done, 

optimizing its geometry for maximizing passenger safety (specifically, the minimization 
of the Head Injury Criteria, HIC). 

c. Relationships between processing and moulding mechanical properties – the establishment of 
these relationships allows the setting of processing conditions for a given property 
enhancement.  

d. Design with injection moulded fibre reinforced polymers, FRP – the design of injection 
moulded FRP components is a challenging engineering task, where processing effects 
must be taken into account effectively, either at in terms of using reliable experimental 
mechanical data and of selecting a pertinent constitutive model. 
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e. Impact behaviour of injection moulded long fibre reinforced thermoplastic, LFT - the 
establishment of the relationships between processing and the impact properties of LFT 
allows the enhancement of the mechanical response of  structural automotive 
applications of these advanced polymers.   

f. Multi-objective optimization of the mechanical behaviour of injection moulded components – the 
simultaneous enhancement of the mechanical response (e.g., stiffness, strength, 
toughness) of injection moulded components requires a judicious setting of the 
processing conditions.  

In these case studies are proposed several design methodologies for the optimization of 
injection moulded polymer automotive components, making extensive use and integration 
of advanced design tools, such as, design of experiments, analysis of variance (ANOVA), 
injection moulding process simulations, structural simulations and optimization methods. 

2. State-of-the-art 
Automotive polymer components can be complex products. This high product complexity 
level leads to high levels of design and manufacturing process complexities. The 
implementation of advanced approaches to product development procedures in the 
automotive industry is critical and has been persuaded increasingly driven by the high 
needs for innovate and optimised products. The design of automotive polymer components 
and their behaviour optimization are still nowadays plain of complexities and engineering 
challenges. In this context, the use of computational simulations tools and optimization 
procedures is becoming of paramount importance on the optimization process of injection 
moulded polymer automotive components.  
In the following are described, for each particular case study, their specific objectives and 
main relevant works on the topic. All presented case studies aim at the optimization of the 
mechanical response of injection moulded polymer components based on the intensive use 
of computational tools. 

2.1 Mould cooling system layout optimization  
Efficient injection mould design, mainly of the cooling system, is required for improved 
productivity and manufacturing of high quality polymer products. The cooling phase 
represents generally more than ¾ of the total cycle time. An efficient cooling system design 
can therefore reduce considerably the cooling time, with significant increments upon the 
process productivity. The proper design of the cooling system is also crucial in the heat 
transfer process, with a strong influence on the part properties and quality: 
• the cooling process influences markedly the morphology development and the 

mechanical properties of the moulded articles; 
• the cooling process determines the material shrinkage and the development of thermal 

stresses in the final moulded product; 
• a non-uniform cooling process results in part warpage;  
• the cooling process affects part aesthetics (e.g., gloss) and the appearance of defects 

such as sink marks and voids. 
The optimised design of the cooling systems of injection moulds has been performed over 
the last decades. Park and Know (Park, 1998) developed an algorithm to improve the 
performance of a cooling system by solving the thermal problem by the boundary element 
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method. They proposed that the optimization with respect to all the design variables (mould 
cooling system and processing conditions) at the same type is the most appropriate strategy.   
Process simulation tools are available for simulating all injection moulding cycle (filling, 
packing and cooling phases). Several cooling systems architectures can therefore be easily 
explored through simulations. Processing conditions can be optimised. The optimization of 
the mould cooling system is based normally in two main design objective functions (Park, 
1998): a) minimization of the cooling time; and b) temperature uniformity over the part 
surface. The design variables include: inlet coolant temperature; inlet coolant flow rate; 
cooling channel diameter; and cooling channel location. Liang (Liang, 2002) uses a one-
dimensional cooling analysis combined with the maximization of the heat absorption rate by 
the coolant per unit area in order to optimise the cooling channel diameter, φ, the distance 
between cooling channels, a, and the distance between the cooling channel and the cavity 
wall, b. The numerical optimisation method has based on an alternate constraint coordinate 
method. The optimal performance of the mould cooling system is achieved for a = b = 2φ. Li 
et al (Li, 2005) proposed the automation of the mould cooling system layout design by 
formulating a heuristic search process based on fuzzy evaluation of the cooling performance 
and of the manufacturability of candidate designs. A cooling performance index was 
defined to estimate of the effectiveness of the cooling circuit in carrying away the heat from 
the mould. Tang et al (Tang, 2007) used a design of experiments approach, based on the 
Taguchi method, to assess the effect of processing conditions (melt temperature, filling time, 
packing pressure and packing time) on the part warpage.  Melt temperature is identified as 
the most effective parameter that should be kept at a low level. Lam et al (Lam, 2004) 
optimized both cooling system design and process condition simultaneously through an 
evolutionary algorithm. A genetic algorithm and process simulation code are integrated. 
The objective was to achieve a uniform cavity surface temperature distribution. Hassan et al 
(Hassan, 2009) adopted a cyclic transient cooling analysis using a finite volume method to 
analyse a T-shape polymer part. They investigated the effect of the cooling channels cross-
section geometry and their location on the temperature profile along the cavity wall and on 
the polymer solidification degree, but no optimization routine was adopted. The results 
show that the cooling rate is improved as the cooling channels take the form of the product. 
Furthermore, they argued that the cooling system layout that minimise the cooling time 
does not necessary lead to an optimum temperature distribution on the product. 
Recent technological developments proposed conformal cooling as an alternative method 
for a highly efficient cooling system. In this concept, the cooling channels  conforms to the 
shape of the cavity and core of the mould, providing a better heat transfer and resulting in a 
lower cycle time and a more uniform cooling (Xu, 2001). The dynamic control of the mould 
wall temperature has been also proposed as method to improve the process performance by 
potential increments upon productivity and part quality (Kazmer, 2000).   
In this chapter is presented a case study where injection mould filling simulations, design of 
experiments and ANOVA techniques are integrated to optimise the cooling system of 
injected mouldings. 

2.2 Optimization of automotive pillar geometry 
Occupant safety is of paramount importance in the automotive industry due to the 
increasing of legal requirements and customer demands. (Lin, 2004). Recent standards (e.g., 
FMVSS-201) impose specific requirements to plastic components used in automotive 
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the polymer solidification degree, but no optimization routine was adopted. The results 
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for a highly efficient cooling system. In this concept, the cooling channels  conforms to the 
shape of the cavity and core of the mould, providing a better heat transfer and resulting in a 
lower cycle time and a more uniform cooling (Xu, 2001). The dynamic control of the mould 
wall temperature has been also proposed as method to improve the process performance by 
potential increments upon productivity and part quality (Kazmer, 2000).   
In this chapter is presented a case study where injection mould filling simulations, design of 
experiments and ANOVA techniques are integrated to optimise the cooling system of 
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2.2 Optimization of automotive pillar geometry 
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increasing of legal requirements and customer demands. (Lin, 2004). Recent standards (e.g., 
FMVSS-201) impose specific requirements to plastic components used in automotive 
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interiors, which have to afford impact protection for occupants, namely against head impact 
(e.g., pillars). The head injury criterion (HIC) is an analytical tool that is currently 
recognized to determine if the blow to the head exceeds a maximum tolerable threshold that 
causes severe injury. HIC is an acceleration-profile-based criterion that requires the 
knowledge of the time history of the magnitude of the linear deceleration of the centre of 
gravity of the head during impact. HIC defines the severity of impact to the head, being 
given by: 
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where a(t) is the resultant acceleration of the centre of gravity of the head and (t2 – t1) is the 
time interval during the crash where the HIC value is maximised. Its value is determined 
between two-time points where the acceleration curve gives the maximum value of HIC. 
The corresponding time interval is considered as unlimited, (HIC), or equivalent to maxima 
of 36 ms (HIC36) or 15 ms (HIC15). In order to consider only the free motion head-form 
(FMH) during the simulation process, the HIC value needs to be converted to a dummy 
equivalent value HIC(d), expressed as: 

      HIC (d ) = 166 .4 + 0.75466 × HIC    (2) 

The National High Traffic Systems Authority, NHTSA, specifies that, in automotive 
interiors, the HIC(d) of the FMH should not exceed 1000, to be recognized as providing 
head impact protection under FMVSS-201. (FMVSS-201, 2007) (Gholami, 2002). The design 
criteria requires further a deceleration lower than 180 g´s (1 g = 9.81 m.s-2) in order to avoid 
severe occupant head injuries. The plastic components are therefore required to act as 
passive safety components. (FMVSS-201, 1997).  
The design of polymeric parts against impact loadings is determined mainly by the high 
interactions between the polymer behaviour and the component geometry (Viana, 2006). T. 
Gholami et al. investigated the response of energy absorbing polymeric egg-box like 
structures under an impact loading by conducting head impact simulations (Gholami, 2002). 
The behaviour of these structures under a range of conditions was also analysed and 
compared with other commonly available solutions for energy absorption by M. Ashmead 
et al. (Ashmead, 1998). M. Zerull et al. designed interior ribbed plastic components in order 
to meet FMVSS-201 standard requirements (Zerrul, 2000). 
In this work, the impact of an anthropomorphic mass in a polymeric pillar is simulated in a 
finite element code (ABAQUS) (Ribeiro, 2006). Several pillar geometries and material 
parameters are tested using numerical simulations in order to meet the standards’ 
requirements.  

2.3 Relationships between processing and moulding mechanical properties 
The mechanical properties of moulded polymers are extremely dependent upon the 
processing method and conditions used to produce them. The processing thermomechanical 
conditions imposed to the melt governs the morphology development that affects the 
mechanical response of the moulded product. An injection moulded semicrystalline 
polymeric component shows a laminated morphology, featuring a very oriented skin layer 
and a highly crystalline core. A thicker skin layer results in a high stiffness, strength and 
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enhanced impact response (Viana, 1999; Cunha, 1995). A high degree of crystallinity results 
in a higher stiffness, but it is generally detrimental for the capability of the material to 
absorb energy in very short time intervals (van der Wal, 1998). A high level of molecular 
orientation is also beneficial in terms of impact strength, but it reduces the deformation 
capabilities of the mouldings (Viana, 1999; Cunha, 1995). 
The prediction of the morphology development of injection moulding has been revealed as 
an extremely hard task, mainly for semi-crystalline polymers. The current commercially 
available software codes do not compute polymer morphology, and therefore do not 
estimate the mechanical response of the moulded product. Methodologies to link process to 
mechanical simulations in the design workflow of automotive components are still under 
development (Wust, 2009). 
In order to be able of predicting the mechanical properties of injection moulded components 
a methodology based on thermomechanical indices has been proposed. These 
thermomechanical indices relate to main physical phenomena involved and aim at 
evaluating the morphology development (Cunha, 2000; Viana 2002): 
• the cooling index, Y, characterises the thermal level of the moulding, being related to 

the degree of crystallinity of the mouldings. It is defined as the ratio between the 
superheating degree and the cooling difference: 
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where Tb is the bulk temperature (the local average temperature through the moulding 
thickness), Tc the crystallization temperature, and Ti is the mould/polymer interface 
temperature. 

• the thermo-stress index, τY, is the ratio between the level of molecular orientation 
imposed during mould filling (indirectly assessed by the shear stress at the solid/liquid 
polymer interface, τw) and the level of molecular relaxation occurring during cooling 
(assumed proportional to Y), being defined as: 
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Thermomechanical indices are easily computed by mould filling simulations over the entire 
spatial domain of the component. They have been proposed as a promising route to 
establishing the relationships between processing and the moulding mechanical properties, 
supporting engineering design methodologies with polymers. In this chapter are established 
the relationships between the thermomechanical indices and the impact properties for an 
injection moulded disc geometry. 

2.4 Design with injection moulded fibre reinforced polymers, FRP 
The demand from industry for injection moulded polymeric parts is increasing due to the 
capability of high-volume production, suitable material properties, high geometrical 
freedom of design and function integration, and reduced costs. The mechanical and physical 
properties of these moulded parts can be improved by the use of short fibre reinforced 
polymers, SFRP (Luts et al, 2009). Polymeric structural components can be produced with 
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SFRP. The design with these polymers is an intricate task because the polymer mechanical 
behaviour is difficult to characterise (e.g., impact) or to simulate (e.g., constitutive model). 
Furthermore, the effects of processing conditions (e.g., fibre orientation profiles) on the 
mechanical response need to be considered. As mechanical properties of SRFP injected parts 
depend upon fibre orientation, there is a big interest in validating and improving models 
which link the fibre orientations to mechanical properties (Vincent et al, 2005).  
In order to better design with FRP, this work shows a comparison between several 
constitutive models (linear, non-linear, isotropic, non-isotropic) in the structural simulations 
of an injection moulded FRP component. The computed behaviour was compared against 
experimental one. Different gating options were considered.  

2.5 Impact behaviour of injection moulded long fibre reinforced thermoplastic, LFT 
Long fibre thermoplastics, LFT, are increasingly been used in load-bearing polymeric 
components due to their excellent properties (e.g., specific mechanical properties, impact 
resistance, corrosion resistance and design flexibility) and easy of process (e.g., complex 
shapes, function integration) (Jacobs, 2002). The mechanical properties of LFT are highly 
dependent upon the fibre content, the fibre orientation and length, the fibre-matrix interface 
and matrix morphology. The most influencing variable is much determined by the fibre 
content level: for high amount of fibres (typically of more that 10-15% of incorporation) the 
fibre orientation and length are the most relevant variables for the mechanical response; for 
low levels of incorporation (less than 10-15%) the matrix morphology becomes also a 
relevant variable. All the abovementioned variables are determined by the processing 
thermo-mechanical history (Krasteva, 2006).   
The complex relationships between the processing conditions and the mechanical properties 
complicate the control of final composite part properties: accuracy, point-to-point variations, 
high levels of anisotropy, etc. (Constable, 2002; Schijve, 2002). The prediction of the 
mechanical properties of moulded LFTs is an intricate task. Currently, computer simulations 
of the injection moulding process are able of computing the mechanical properties of fibre 
reinforced polymers. The calculations are based on the prediction of fibre orientation and on 
a micromechanical constitutive model. Elastic modulus and coefficient of thermal expansion 
are locally computed through the moulding thickness and over its spatial domain. However, 
and mainly for LFTs, the effect of fibre attrition during processing becomes an important 
factor. Currently, commercial processing simulations codes are not able of predicting fibre 
breakage during injection moulding. 
In this chapter are established the relationships between the thermomechanical indices and 
the mechanical properties of an injection moulded LFTs. This methodology is revealed as a 
very interesting engineering approach to assess the mechanical properties of injection 
moulded LFTs.  

2.6 Multi-objective optimization of the mechanical behaviour of injection moulded 
components 
At present, the maximization of the mechanical properties of injection moulded components 
is done by tentative trial-and-errors or by the adoption of structured statistical techniques 
procedures (e.g., structured design of experiments) (Yang, 2007; Chen, 2009). The processing 
conditions are varied in order to achieve the best mechanical performance. However, 
different envisaged mechanical responses (e.g., stiffness and toughness) may require distinct 
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sets of processing conditions (Viana, 1999). Using similar methodologies, the maximization 
of the mechanical properties of injection moulded components can be performed also by 
computer simulations. The simulations allow the computation of the thermal and 
mechanical fields imposed to the polymer during processing, letting the calculation of 
thermomechanical indices that can be used to estimate the mechanical properties of the 
moulded component (Viana, 1999; Viana, 2002). These latter can be maximized by variation 
of the processing conditions, changes upon the part geometry, exploitation of different 
gating and cooling system options. Nevertheless, the absence of a global computer 
optimization methodology for maximization of the mechanical properties of injection 
moulded parts is evident. In fact, from an engineering design point of view, there still exits a 
hiatus between process simulation/optimization and mechanical simulation/optimization 
(Wust, 2009) that needs to be fulfilled. 
Several works of process optimization using different optimization strategies, such as, 
Artificial Neural Networks (ANN) and Genetic Algorithms (GA) have been reported. Lotti 
and Bretas (Lotti, 2003; Lotti, 2007) applied ANN to predict the morphology and the 
mechanical properties of an injection moulded part of different polymer systems as a function 
of the processing conditions (mould and melt temperatures and flow rate). Castro et al (Castro, 
2003: Castro, 2007) combined process simulations, statistical testing, artificial neural networks 
(ANNs) and data envelopment analysis (DEA) to find the optimal compromises between 
multiple objectives on the settings of the injection moulding processing conditions. 
Turng and Peic (Turng, 2003) developed an integrated computer tool that couples a process 
simulation code with optimization algorithms to determine the optimal process variables for 
injection moulding. Latter, Zhou and Turng (Zhou, 2007) proposed novel optimization 
procedure based on a Gaussian process surrogate modelling approach and design of 
experiments  applied to computer simulation for the optimization of the injection moulding 
process. The global optimal solutions were found based on a hybrid genetic algorithm. In 
both cases, only warpage and shrinkage of moulded components was minimised. Gaspar-
Cunha and Viana (Gaspar-Cunha, 2005) coupled an optimization method based on 
evolutionary algorithms with process simulation code to set the processing conditions that 
maximise the  mechanical properties of injection moulded components, More recently 
Fernandes et al. (Fernandes, 2010) used a similar approach to adjust the processing 
conditions in order to meet multiple process criteria (temperature difference on the 
moulding at the end of filling, the maximum cavity pressure, the pressure work, the 
volumetric shrinkage and the cycle time). 
In this chapter an automatic optimization methodology based on Multi-Objective 
Evolutionary Algorithms, MOEA, is used to optimize the mechanical behaviour of injection 
moulded components (Gaspar-Cunha, 2005). The thermomechanical indices are computed 
from mould filling simulations and related to the mechanical properties, the processing 
conditions being optimized in order to reach the best mechanical performance.  

3. Presentation of case studies 
3.1 Mould Cooling System Layout Optimization  
A computer simulation study was performed adopting a design of experiments approach 
based on the Taguchi method for the analyses of the influence of the mould cooling system 
design variables on the uniformity of moulding surface temperatures and on the shrinkage 
and warpage of the moulding (Viana, 2008). 
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SFRP. The design with these polymers is an intricate task because the polymer mechanical 
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The moulded part is a centred gated rectangular box with 150 mm of length, 72 mm wide, 16 
mm of lateral height and 1.5 mm of thickness. The injection moulding simulations were 
performed in Moldflow software using cooling-warping analysis. The polymer is a 
polypropylene, PP, Appryl 3120 MU5 from ATOFINA (with properties from Moldflow 
database). The geometrical cooling system design factors selected were (Fig. 1): cooling 
channel diameter, φ [8, 12 mm]; distance between cooling channels centres, a [10, 14 mm]; 
distance between the cooling channels and mould cavity surface, b [20, 25 mm]; orientation 
of the cooling channels [horizontal (X-direction), vertical (Y-direction)]; symmetry of cooling 
channels [sym., non-sym.]; cooling channels length, L [10, 20 mm]; number of cooling 
channels [4, 6]. All these factors were varied in two levels according to the DOE orthogonal 
matrix (L8 Taguchi array) presented in Figure 1.   
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Non-symmetric cooling channelsNon-symmetric cooling channels

 
φ a b orient.  symm. L Nº
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R1 8 10 20 X yes 10 4 
R2 8 10 20 Y No 20 6 
R3 8 14 25 X yes 20 6 
R4 8 14 25 Y No 10 4 
R5 12 10 25 X No 10 6 
R6 12 10 25 Y yes 20 4 
R7 12 14 20 X No 20 4 
R8 12 14 20 Y yes 10 6 

 
Fig. 1. Cooling system design parameters. 

The other processing parameters were kept constant (melt temperature of 240 ºC, mould 
temperature of 50 ºC, injection flow rate of 43 cm3/s corresponding to an injection time of 
0.64 s). Figure 2 shows the eight simulations models built, and respective changed design 
parameters. The results envisaged were: a) the maximum and minimum temperature in the 
part, Tmax, and Tmin, respectively; b) the difference between these temperatures, ΔT= Tmax-
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Tmin; c) the volumetric shrinkage (average of the values measured at the four box corners), S; 
and d) the local deflection at the box corners (average of the four corners), δ. This case study 
identifies the most relevant cooling system design factors, their percentage of contribution, 
the set of factors minimising the selected responses, and highlights the importance and 
potential of mould filling simulations on the optimization of the injection moulding process. 
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Fig. 2. Simulations with different cooling system design parameters. 

3.2 Impact behaviour of injection moulded automotive components  
In this work, the impact of an anthropomorphic mass with a given mass and velocity in a 
plastic pillar cover (Figure 3) is simulated by a finite element code ABAQUS/Explicit. The 
objective was to achieve optimized pillar geometry meeting the requirements of FMVSS-201 
standards. The meshes of the pillar and chassis were generated with the ABAQUS mesh 
module being comprised of 3D linear tetrahedric elements (C3D4 elements). A mesh size of 
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1 mm was used. The impactor was modelled as a non-deformable rigid part (with no 
material data associated) having a diameter of 165 mm and a mass of 4.54 kg, according to 
the FMVSS-201 standard. An initial velocity of 6 m.s-1 was imposed to the impactor that 
moves normal to the pillar surface (Ribeiro, 2005). 

 
Fig. 3. Finite element model for pillar-A impact simulation. 

The contact between the three bodies was considered in the simulations. In a contact 
problem multiple structural bodies interact. These interactions result in stiffness variations 
and, hence, the problem changes continuously throughout the simulation, and an iterative 
approach is required for converge to the final solution. The contact behaviour between the 
impactor and the pillar and between the pillar and the chassis was defined to be rough 
(perfect adhesion). Later, a Coulomb contact was assumed. 
The polymer properties were obtained at high strain-rates, being listed in Table 1 (Viana, 
1999). An elasto-plastic constitutive model was used to model polymer mechanical 
behaviour and a linear-elastic model to model the steel chassis. 
 

Property Pillar polymer Chassis steel 
Elastic modulus, E (GPa) 2 GPa 200 GPa 
Yield stress, σY (MPa) 55 MPa - 
Poisson coefficient, υ 0.35 0.32 
Density, ρ (kg.m-3) 908 7280 

Table 1. Material properties for polymer and steel materials. 

Several pillar geometries (e.g., ribs geometry and height) and materials parameters (e.g., 
Young modulus, yield stress, stress at break and strain at break) were evaluated using 
numerical simulations.  
• Effect of ribs geometry 
Three different geometries of the ribbed pillar were tested as shown in Fig. 4. In the ROD 
geometry (Fig. 4.1) the ribs have a cylindrical shape, being inter-connected. Fig. 4.2 shows 
the HEX geometry where the ribs have a hexagonal form. Finally, a special geometry was 
developed: the GAV geometry (Fig. 4.3) that is composed of three interconnected 
rectangular ribs in a common centre at an angle of 120º (triplet rib). 
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(1) ROD geometry (2) HEX geometry (3) GAV geometry 

Fig. 4. Geometries for testing the pillar geometry effect. 

• Effect of Ribs Height 
The rib height is an important geometric parameter of the pillar, as it limits the deceleration 
distance controlling therefore the impact time. Different rib heights were used in 
simulations: 17.5, 22 and 25 mm. The simulations were performed with an optimised GAV 
geometry (Fig. 5) and an impactor mass of 6.4 kg (as enforced by the more recent FMVSS-
201 standard requirements).  
 

 
Fig. 5. Geometry (optimised GAV) used to test the ribs height influence. 

• Effect of Materials Properties 
The geometry for this study was similar to the presented in Figure 5. The definition of this 
optimised GAV geometry was based in previous work performed (Ribeiro, 2006) (and it was 
patented EP1 712 428A1). This geometry (ribs shape, ribs height and thickness, the space 
between ribs and ribs fillet radius) was optimized making extensive use of FEM simulations 
and a design of experiments (DOE) approach. In this case a complete pillar was considered, 
as show in Fig. 6. 
The pillar, chassis and impactor meshes were generated in ABAQUS. Details are shown in 
Table 2.  
 

 Element type Element shape Geometric order Mesh size Nº. elements 
Pillar C3D4 Tetrahedrical Linear 1 mm 193376 
Chassis C3D8R Brick Linear 10 mm 1200 
Impactor R3D4 Rigid 

quadrilateral Linear - 536 

Table 2. Mesh details for pillar, chassis and impactor. 



 New Trends and Developments in Automotive System Engineering 

 

74 

1 mm was used. The impactor was modelled as a non-deformable rigid part (with no 
material data associated) having a diameter of 165 mm and a mass of 4.54 kg, according to 
the FMVSS-201 standard. An initial velocity of 6 m.s-1 was imposed to the impactor that 
moves normal to the pillar surface (Ribeiro, 2005). 

 
Fig. 3. Finite element model for pillar-A impact simulation. 

The contact between the three bodies was considered in the simulations. In a contact 
problem multiple structural bodies interact. These interactions result in stiffness variations 
and, hence, the problem changes continuously throughout the simulation, and an iterative 
approach is required for converge to the final solution. The contact behaviour between the 
impactor and the pillar and between the pillar and the chassis was defined to be rough 
(perfect adhesion). Later, a Coulomb contact was assumed. 
The polymer properties were obtained at high strain-rates, being listed in Table 1 (Viana, 
1999). An elasto-plastic constitutive model was used to model polymer mechanical 
behaviour and a linear-elastic model to model the steel chassis. 
 

Property Pillar polymer Chassis steel 
Elastic modulus, E (GPa) 2 GPa 200 GPa 
Yield stress, σY (MPa) 55 MPa - 
Poisson coefficient, υ 0.35 0.32 
Density, ρ (kg.m-3) 908 7280 

Table 1. Material properties for polymer and steel materials. 

Several pillar geometries (e.g., ribs geometry and height) and materials parameters (e.g., 
Young modulus, yield stress, stress at break and strain at break) were evaluated using 
numerical simulations.  
• Effect of ribs geometry 
Three different geometries of the ribbed pillar were tested as shown in Fig. 4. In the ROD 
geometry (Fig. 4.1) the ribs have a cylindrical shape, being inter-connected. Fig. 4.2 shows 
the HEX geometry where the ribs have a hexagonal form. Finally, a special geometry was 
developed: the GAV geometry (Fig. 4.3) that is composed of three interconnected 
rectangular ribs in a common centre at an angle of 120º (triplet rib). 

Optimization of Injection Moulded Polymer Automotive Components   

 

75 

   
(1) ROD geometry (2) HEX geometry (3) GAV geometry 

Fig. 4. Geometries for testing the pillar geometry effect. 

• Effect of Ribs Height 
The rib height is an important geometric parameter of the pillar, as it limits the deceleration 
distance controlling therefore the impact time. Different rib heights were used in 
simulations: 17.5, 22 and 25 mm. The simulations were performed with an optimised GAV 
geometry (Fig. 5) and an impactor mass of 6.4 kg (as enforced by the more recent FMVSS-
201 standard requirements).  
 

 
Fig. 5. Geometry (optimised GAV) used to test the ribs height influence. 

• Effect of Materials Properties 
The geometry for this study was similar to the presented in Figure 5. The definition of this 
optimised GAV geometry was based in previous work performed (Ribeiro, 2006) (and it was 
patented EP1 712 428A1). This geometry (ribs shape, ribs height and thickness, the space 
between ribs and ribs fillet radius) was optimized making extensive use of FEM simulations 
and a design of experiments (DOE) approach. In this case a complete pillar was considered, 
as show in Fig. 6. 
The pillar, chassis and impactor meshes were generated in ABAQUS. Details are shown in 
Table 2.  
 

 Element type Element shape Geometric order Mesh size Nº. elements 
Pillar C3D4 Tetrahedrical Linear 1 mm 193376 
Chassis C3D8R Brick Linear 10 mm 1200 
Impactor R3D4 Rigid 

quadrilateral Linear - 536 

Table 2. Mesh details for pillar, chassis and impactor. 



 New Trends and Developments in Automotive System Engineering 

 

76 

 
Fig. 6. Model used to verify the materials properties influence. 

The impactor has a diameter of 165 mm, a mass of 4.54 kg and is animated with a velocity of 
6 m.s-1, as imposed by FMVSS-201 standard. The impactor moves restrained in the vertical 
in the pillar direction (Ribeiro, 2007).  
The large strain and non-linear behaviour of the material was described by an isotropic 
elasto-plastic model, whose parameters were obtained elsewhere (Viana, 1999). This model 
considers an initial linear-elastic response characterised by two materials parameters (the 
Young’s modulus, E, and the Poisson’s ratio, υ). The non-linear part of the stress-strain 
curve is attributed to plastic deformation and occurs at a stress level regarded as the first 
yield stress (Fremgen, 2005). The reference properties of the polypropylene copolymer used 
are listed in Table 1. 
The materials properties were modified in order to verify their effects on the pillar impact 
performance, according to a DOE based in a Taguchi orthogonal array (Table 3). Each 
material parameter was varied in two levels (maximum and minimum values). 
 

 E1 (MPa) σy (MPa) σb (MPa) εb (mm/mm) 
V1 1000 (1) 27.5 (1) 55 (1) 0.5 (1) 
V2 1000 (1) 27.5 (1) 55 (1) 1 (2) 
V3 1000 (1) 55 (2) 75 (2) 0.5 (1) 
V4 1000 (1) 55 (2) 75 (2) 1 (2) 
V5 2000 (2) 27.5 (1) 75 (2) 0.5 (1) 
V6 2000 (2) 27.5 (1) 75 (2) 1 (2) 
V7 2000 (2) 55 (2) 55 (1) 0.5 (1) 
V8 2000 (2) 55 (2) 55 (1) 1 (2) 

Table 3. Design of Experiments (L8 table Taguchi) for investigating the effect of materials 
properties on the impact response of the pillar (coded values between parentheses). 

The results envisaged from the simulations were the computed force-displacement curves. 
From these, the maximum acceleration and HIC(d) values were calculated and served as 
outputs for the ANOVA of the data. 
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3.3 Relationships between processing and moulding mechanical properties 
This case study investigates the relationships between the processing thermomechanical 
environment, the developed morphology upon processing and the impact properties of 
injection moulded parts (Viana, 2009). This is done by the establishment of the relationships 
between two thermomechanical indices and the impact properties.  
The specimen is a lateral gated disc of 150 mm of diameter and 1.5 mm of thickness, injection 
moulded in PP copolymer. Several discs were injection moulded with variations of the 
injection flow rate, Qinj, the melt temperature, Tinj, and the mould temperature, Tw, in a total of 
15 different processing conditions. The thermomechanical indices, Y and τY, were computed at 
the end of the filling phase using C-Mold software. The impact properties were assessed in an 
instrumented multiaxial plate deflection test, at 1 m/s and 23 ºC. The discs are clamped 
around a perimeter of 40 mm. The non-lubricated 25 kg striker has a hemispherical tip with a 
diameter of 10 mm. The envisaged impact properties are the peak force and energy, Fp and Up, 
respectively, that were measured from the recorded force-deflection curves.  

3.4 Mechanical behaviour of injection moulded FRP 
Figure 7 depicts the geometry of this case study: an airbag housing. The simulations were 
performed with an implicit FEM code. A vertical displacement was imposed to the jig at 500 
mm/min. The upwards movement of the jig promotes a tensile load in the polymeric part, 
whereas the downwards motion applies a compressive loading. Experimental tests of the 
two setups were performed and compared with the simulation results. 
The finite element mesh of the part was created based on thetraedrical elements, with 
quadratic formulation (10 nodes per element). The number of elements was, approximately, 
50.000 for the total model. The jig was screwed on the airbag housing. The polymeric 
material for the airbag housing was a polyamide with 40% glass fibre (PA GF40). 

                         
Fig. 7. Tensile (left) and compression (right) loads. 

The influence of fibre orientation on the mechanical response of the PA GF49 was 
considered on the constitutive law using the results from Moldflow simulations. Figure 8 
shows a typical profile of fibre orientation through the moulding thickness. A skin-core 
structure can be assumed, where the skin features a high level of fibre orientation in the flow 
direction, FD, and the core shows mostly fibre orientation transverse to FD.  Based on the 
data of Fig. 8, it was assumed that the skin has a thickness of 70% (percentage of material 
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V1 1000 (1) 27.5 (1) 55 (1) 0.5 (1) 
V2 1000 (1) 27.5 (1) 55 (1) 1 (2) 
V3 1000 (1) 55 (2) 75 (2) 0.5 (1) 
V4 1000 (1) 55 (2) 75 (2) 1 (2) 
V5 2000 (2) 27.5 (1) 75 (2) 0.5 (1) 
V6 2000 (2) 27.5 (1) 75 (2) 1 (2) 
V7 2000 (2) 55 (2) 55 (1) 0.5 (1) 
V8 2000 (2) 55 (2) 55 (1) 1 (2) 

Table 3. Design of Experiments (L8 table Taguchi) for investigating the effect of materials 
properties on the impact response of the pillar (coded values between parentheses). 

The results envisaged from the simulations were the computed force-displacement curves. 
From these, the maximum acceleration and HIC(d) values were calculated and served as 
outputs for the ANOVA of the data. 
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3.3 Relationships between processing and moulding mechanical properties 
This case study investigates the relationships between the processing thermomechanical 
environment, the developed morphology upon processing and the impact properties of 
injection moulded parts (Viana, 2009). This is done by the establishment of the relationships 
between two thermomechanical indices and the impact properties.  
The specimen is a lateral gated disc of 150 mm of diameter and 1.5 mm of thickness, injection 
moulded in PP copolymer. Several discs were injection moulded with variations of the 
injection flow rate, Qinj, the melt temperature, Tinj, and the mould temperature, Tw, in a total of 
15 different processing conditions. The thermomechanical indices, Y and τY, were computed at 
the end of the filling phase using C-Mold software. The impact properties were assessed in an 
instrumented multiaxial plate deflection test, at 1 m/s and 23 ºC. The discs are clamped 
around a perimeter of 40 mm. The non-lubricated 25 kg striker has a hemispherical tip with a 
diameter of 10 mm. The envisaged impact properties are the peak force and energy, Fp and Up, 
respectively, that were measured from the recorded force-deflection curves.  

3.4 Mechanical behaviour of injection moulded FRP 
Figure 7 depicts the geometry of this case study: an airbag housing. The simulations were 
performed with an implicit FEM code. A vertical displacement was imposed to the jig at 500 
mm/min. The upwards movement of the jig promotes a tensile load in the polymeric part, 
whereas the downwards motion applies a compressive loading. Experimental tests of the 
two setups were performed and compared with the simulation results. 
The finite element mesh of the part was created based on thetraedrical elements, with 
quadratic formulation (10 nodes per element). The number of elements was, approximately, 
50.000 for the total model. The jig was screwed on the airbag housing. The polymeric 
material for the airbag housing was a polyamide with 40% glass fibre (PA GF40). 

                         
Fig. 7. Tensile (left) and compression (right) loads. 

The influence of fibre orientation on the mechanical response of the PA GF49 was 
considered on the constitutive law using the results from Moldflow simulations. Figure 8 
shows a typical profile of fibre orientation through the moulding thickness. A skin-core 
structure can be assumed, where the skin features a high level of fibre orientation in the flow 
direction, FD, and the core shows mostly fibre orientation transverse to FD.  Based on the 
data of Fig. 8, it was assumed that the skin has a thickness of 70% (percentage of material 
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with a high fibre orientation in FD) of the overall thickness, and the core the remained 30% 
(percentage of material with a fibre orientation transverse to FD). These percentages were 
later used to weight the through-the-thickness distribution of fibre orientation on the 
mechanical response of the moulded component. 
 

  
Fig. 8. Distribution of fibre orientation through the thickness on the injection moulded 
component: (left) profiles at three different location in the component (in different colours); 
and (right) typical profile showing the assumed skin-core structure. 
The mechanical behaviour of the PA GF40 was assumed as anisotropic. Fig. 9 presents the 
mechanical response in the longitudinal (fibre direction) and transverse directions, given by 
material supplier. It was assumed that for fibre orientation values higher than 0.5 (see Fig, 8-
right), the mechanical behaviour is represented by the longitudinal curve (Fig. 9) and for 
values lower than 0.5, the mechanical response is defined by the transversal curve. The 
respective influence of the skin-core structure on the global mechanical response of the 
material was assumed to be according to the abovementioned percentage weights, i.e., the 
contribution of the longitudinal curve was 70% (skin) and of the transversal curve of 30% 
(core). The red line on Fig. 9 represents the considered mechanical behaviour of PA GF40, 
assuming the skin-core effect.   
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Fig. 9. Stress-strain curves of PA GF40 in the fibre (blue) and transverse (green) directions; 
and respective skin-core weighted curve (in red). 

Optimization of Injection Moulded Polymer Automotive Components   

 

79 

Several constitutive laws were used to characterize the material behaviour in the 
computational simulations. Namely: 
- Isotropic non-linear with longitudinal curve – tangent elastic modulus at 1% elongation 
Young modulus = 4700 MPa 
Poisson coefficient = 0.4 
 

Yield stress (MPa) Strain (mm/mm) 
62 0 
115 0.019 
145 0.072 

 

- Isotropic non-linear with Moldflow results – tangent elastic modulus at 1% elongation 
Young modulus = 4000 MPa 
Poisson coefficient = 0.4 
 

Yield stress (MPa) Strain (mm/mm) 
53 0 
98 0.019 
125 0.072 

 

- Orthotropic linear (using three different Young modulus to define the material 
behaviour in each orientation direction) 

E1 = 4700 MPa; E2 = 2387 MPa; E3 = 2387 MPa 
Nu12 = 0.403; Nu13=Nu23 = 0.459 
G12=G13=G23 = 2841 MPa 
- Orthotropic non-linear (the nonlinearity is given by the Hill’s Potential). 
A 3-D plastic potential function was used to describe the nonlinear behaviour of anisotropic 
fibre composites, following classical plasticity theory. 

  f (σ) = F (σ22 − σ33 )2 + G(σ33 − σ11)2 + H (σ11 − σ22 )2 + 2L(σ23 )2 + 2 M (σ31 )2 + 2N (σ12 )2
  (5) 

where F, G, H, L, M, N are constants that have to be determined experimentally and σij are 
the stresses. The quadratic Hill yield criterion depends only on the deviatoric stresses and it 
is pressure independent. It predicts the same yield stress in tension and in compression: 
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with a high fibre orientation in FD) of the overall thickness, and the core the remained 30% 
(percentage of material with a fibre orientation transverse to FD). These percentages were 
later used to weight the through-the-thickness distribution of fibre orientation on the 
mechanical response of the moulded component. 
 

  
Fig. 8. Distribution of fibre orientation through the thickness on the injection moulded 
component: (left) profiles at three different location in the component (in different colours); 
and (right) typical profile showing the assumed skin-core structure. 
The mechanical behaviour of the PA GF40 was assumed as anisotropic. Fig. 9 presents the 
mechanical response in the longitudinal (fibre direction) and transverse directions, given by 
material supplier. It was assumed that for fibre orientation values higher than 0.5 (see Fig, 8-
right), the mechanical behaviour is represented by the longitudinal curve (Fig. 9) and for 
values lower than 0.5, the mechanical response is defined by the transversal curve. The 
respective influence of the skin-core structure on the global mechanical response of the 
material was assumed to be according to the abovementioned percentage weights, i.e., the 
contribution of the longitudinal curve was 70% (skin) and of the transversal curve of 30% 
(core). The red line on Fig. 9 represents the considered mechanical behaviour of PA GF40, 
assuming the skin-core effect.   
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Fig. 9. Stress-strain curves of PA GF40 in the fibre (blue) and transverse (green) directions; 
and respective skin-core weighted curve (in red). 
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Several constitutive laws were used to characterize the material behaviour in the 
computational simulations. Namely: 
- Isotropic non-linear with longitudinal curve – tangent elastic modulus at 1% elongation 
Young modulus = 4700 MPa 
Poisson coefficient = 0.4 
 

Yield stress (MPa) Strain (mm/mm) 
62 0 
115 0.019 
145 0.072 

 

- Isotropic non-linear with Moldflow results – tangent elastic modulus at 1% elongation 
Young modulus = 4000 MPa 
Poisson coefficient = 0.4 
 

Yield stress (MPa) Strain (mm/mm) 
53 0 
98 0.019 
125 0.072 

 

- Orthotropic linear (using three different Young modulus to define the material 
behaviour in each orientation direction) 

E1 = 4700 MPa; E2 = 2387 MPa; E3 = 2387 MPa 
Nu12 = 0.403; Nu13=Nu23 = 0.459 
G12=G13=G23 = 2841 MPa 
- Orthotropic non-linear (the nonlinearity is given by the Hill’s Potential). 
A 3-D plastic potential function was used to describe the nonlinear behaviour of anisotropic 
fibre composites, following classical plasticity theory. 

  f (σ) = F (σ22 − σ33 )2 + G(σ33 − σ11)2 + H (σ11 − σ22 )2 + 2L(σ23 )2 + 2 M (σ31 )2 + 2N (σ12 )2
  (5) 

where F, G, H, L, M, N are constants that have to be determined experimentally and σij are 
the stresses. The quadratic Hill yield criterion depends only on the deviatoric stresses and it 
is pressure independent. It predicts the same yield stress in tension and in compression: 
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where each σij  is the measured yield stress values when σ ij  is applied as the only nonzero 
stress component; σ0 is the user-defined reference yield stress; R11, R22, R33, R12, R13, and R23 are 
anisotropic yield stress ratios; and τ 0 = σ 0 / 3 . The six yield stress ratios are defined as follows:  

   
R11 =

σ11

σ0 ;R22 =
σ22

σ0 ;R33 =
σ33

σ0 ;R12 =
σ12

τ 0 ;R13 =
σ13

τ 0 ;R23 =
σ23

τ 0  
(7)

 
The values for the non-linear orthotropic constitutive model were: 
E1 = 4700 MPa; E2 = 2387 MPa; E3 = 2387 MPa 
Nu12 = 0.403; Nu13=Nu23 = 0.459 
G12=G13=G23 = 2841 MPa 
R11 = 1; R22 = 0.546; R33 = 0.546; R12 = 1.73; R13 = 0.946; R23 = 0.946 
The main goal of this study was to select the best constitutive model describing the 
(anisotropic) mechanical behaviour of injection moulded components.  

3.5 Impact behaviour of injection moulded LFT 
This case study aims at relating the thermomechanical indices with the impact performance 
of injection moulded LFTs. For this purpose, rectangular plates have been injection moulded 
(fixed moulding conditions) and mechanically characterised at different locations. The 
impact properties were then related with the local thermomechanical indices computed 
from process simulations (van Hattum, 2004). The material used is a PP reinforced with 30 
wt% of long glass fibres, with nominal initial fibre length of 12 mm. The material was 
processed by injection moulding in rectangular plates with dimension of 200x100x3 mm. 
These plates were gated centrally. The processing conditions were kept constant during 
processing: melt temperature of 250 ºC; mould temperature of 50 ºC; injection flow rate of 
8.5 cm3/s; material packing pressure of 650 MPa; cooling time of 30 s; and zero back-
pressure (to reduce fibre breakage). From these plates, un-notched impact bars were cut at 
different locations in the plate and in orthogonal directions, as shown in Fig. 10. The process  
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Fig. 10. Moulded plate and specimen location. 

Optimization of Injection Moulded Polymer Automotive Components   

 

81 

simulations were performed using CMOLD software, allowing the computation at the end 
of filling stage of the cooling index, the wall shear stress, τw, and frozen layer ratio, Sa. These 
variables were calculated at the locations where the impact tests were performed (middle of 
the impact bar).  
The un-notched impact bars of 15x100 mm were tested in an instrumented falling weight 
impact test machine, Rosand IFWIM type 5, at controlled room temperature (23 ºC), 
according to ISO179 standard. The support span was of 40 mm and the test velocity of 2 
m/s. The line striker was lubricated with oil. From the recorded, Force-displacement, F-d, 
curve, the following values were measured: peak force, and energy, Fp an Up, and total 
energy, Ut.  

3.6 Multi-objective optimization of the mechanical behaviour of injection moulded 
components 
This case study proposes an automatic optimization methodology based on Multi-Objective 
Evolutionary Algorithms to optimize the mechanical behaviour of injection moulded 
components (Gaspar-Cunha, 2005). The moulded part is an axi-symmetric (circular cross-
section) tensile specimen moulding of 1.5 mm diameter and 20 mm and 60 mm of reference 
(circular cross-section) and total length, respectively (Fig. 11). The polymer is a propylene 
copolymer (APPRYL3120MR5). Tensile specimens were injection moulded with different 
processing conditions, consisting in variations of Qinj, Tinj and Tw. The thermomechanical 
indices were computed at the end of the filling phase using C-Mold software. The tensile-
impact mechanical properties were assessed at a velocity of 3 m/s (corresponding to a 
nominal strain-rate of 1.50x102 s-1. 
 

 
Fig. 11. Geometry of the moulded part. 

The relationships between the thermomechanical indices and the mechanical properties 
were fitted by polynomial approximations, namely (Viana, 1997):   
 

E = 2.914 – 0.053 ((1–Sa).Y)–1 + 6.334 (Sa.τY)             (in GPa)
σy = 44.34 – 1.41 ((1–Sa).Y)–1 + 60.29 (Sa.τY)0.5               (in MPa)

εb = –0.097 – 0.065 ln ((1–Sa).Y) – 0.109 ln (Sa.τY)      (in mm/mm)

 
(3) 

 

The methodology for the optimization of operating conditions of the injection moulding 
process is presented in Fig. 12. The operating conditions to be optimized and the 
corresponding range of variation are defined. The MOEA defines the solutions to be 
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where each σij  is the measured yield stress values when σ ij  is applied as the only nonzero 
stress component; σ0 is the user-defined reference yield stress; R11, R22, R33, R12, R13, and R23 are 
anisotropic yield stress ratios; and τ 0 = σ 0 / 3 . The six yield stress ratios are defined as follows:  

   
R11 =

σ11

σ0 ;R22 =
σ22

σ0 ;R33 =
σ33

σ0 ;R12 =
σ12

τ 0 ;R13 =
σ13

τ 0 ;R23 =
σ23

τ 0  
(7)
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The main goal of this study was to select the best constitutive model describing the 
(anisotropic) mechanical behaviour of injection moulded components.  

3.5 Impact behaviour of injection moulded LFT 
This case study aims at relating the thermomechanical indices with the impact performance 
of injection moulded LFTs. For this purpose, rectangular plates have been injection moulded 
(fixed moulding conditions) and mechanically characterised at different locations. The 
impact properties were then related with the local thermomechanical indices computed 
from process simulations (van Hattum, 2004). The material used is a PP reinforced with 30 
wt% of long glass fibres, with nominal initial fibre length of 12 mm. The material was 
processed by injection moulding in rectangular plates with dimension of 200x100x3 mm. 
These plates were gated centrally. The processing conditions were kept constant during 
processing: melt temperature of 250 ºC; mould temperature of 50 ºC; injection flow rate of 
8.5 cm3/s; material packing pressure of 650 MPa; cooling time of 30 s; and zero back-
pressure (to reduce fibre breakage). From these plates, un-notched impact bars were cut at 
different locations in the plate and in orthogonal directions, as shown in Fig. 10. The process  
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simulations were performed using CMOLD software, allowing the computation at the end 
of filling stage of the cooling index, the wall shear stress, τw, and frozen layer ratio, Sa. These 
variables were calculated at the locations where the impact tests were performed (middle of 
the impact bar).  
The un-notched impact bars of 15x100 mm were tested in an instrumented falling weight 
impact test machine, Rosand IFWIM type 5, at controlled room temperature (23 ºC), 
according to ISO179 standard. The support span was of 40 mm and the test velocity of 2 
m/s. The line striker was lubricated with oil. From the recorded, Force-displacement, F-d, 
curve, the following values were measured: peak force, and energy, Fp an Up, and total 
energy, Ut.  

3.6 Multi-objective optimization of the mechanical behaviour of injection moulded 
components 
This case study proposes an automatic optimization methodology based on Multi-Objective 
Evolutionary Algorithms to optimize the mechanical behaviour of injection moulded 
components (Gaspar-Cunha, 2005). The moulded part is an axi-symmetric (circular cross-
section) tensile specimen moulding of 1.5 mm diameter and 20 mm and 60 mm of reference 
(circular cross-section) and total length, respectively (Fig. 11). The polymer is a propylene 
copolymer (APPRYL3120MR5). Tensile specimens were injection moulded with different 
processing conditions, consisting in variations of Qinj, Tinj and Tw. The thermomechanical 
indices were computed at the end of the filling phase using C-Mold software. The tensile-
impact mechanical properties were assessed at a velocity of 3 m/s (corresponding to a 
nominal strain-rate of 1.50x102 s-1. 
 

 
Fig. 11. Geometry of the moulded part. 

The relationships between the thermomechanical indices and the mechanical properties 
were fitted by polynomial approximations, namely (Viana, 1997):   
 

E = 2.914 – 0.053 ((1–Sa).Y)–1 + 6.334 (Sa.τY)             (in GPa)
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The methodology for the optimization of operating conditions of the injection moulding 
process is presented in Fig. 12. The operating conditions to be optimized and the 
corresponding range of variation are defined. The MOEA defines the solutions to be 
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evaluated and passes this information to the simulation routine that evaluates these 
solutions in terms of the considered criteria and delivers this information to the MOEA. This 
process is repeated until a stop criterion is reached. At the end the optimal results are shown 
through a Pareto frontier. Details on MOEA can be found elsewhere (Gaspar-Cunha, 2005; 
Fernandes, 2010). Several optimization runs were carried out, aiming at optimizing the 
thermomechanical indices and the mechanical properties. Here, only the optimization of the 
high strain-rate properties will be considered (using equations 3): the initial modulus, E2, the 
yield stress, σy2, and the strain at break, εb2, were optimized simultaneously. 
 

Multi-objective
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(MOEA)

Injection Moulding
Process Simulation

Evolution Criteria
• Thermomechanical indices

• Mechanical properties

Operating Injection
Moulding Conditions

(parameters to be optimised)

Optimal Solutions
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Fig. 12. Operating conditions optimization methodology. 

4. Results 
4.1 Mould cooling system layout optimization  
Previous results shown that, for this moulding geometry and polymer, the selected design 
factors have a small contribution on the variations of the part cooling time, which varied 
only 4.3 % (Viana, 2008). Their effect on the volumetric shrinkage, S, and maximum 
deflection at the box lateral edges, δ, is also small (Table 4). However, they have a stronger 
effect on the maximum and minimum temperatures on part surface, Tmax and Tmin 
respectively, and in their difference, ΔT = Tmax - Tmin, and may affect the warpage of the 
moulded part (which investigation is out of the scope of the present work). These results are 
presented in Table 4 (see Fig. 1 an 2 for identification of runs). 
 

Run Tmax (ºC) Tmin (ºC) ΔT (ºC) S (%) δ (mm) 
R1 47.4 32.9 14.4 6.04 0.697 
R2 40.9 31.1 9.8 6.10 0.677 
R3 43.0 32.5 10.5 6.20 0.684 
R4 43.0 32.6 10.4 6.16 0.683 
R5 41.3 30.2 11.1 6.15 0.679 
R6 40.5 30.5 10.1 6.09 0.677 
R7 46.6 31.8 14.8 6.06 0.693 
R8 41.5 31.4 10.1 6.10 0.678 

var (%) 16.9 9.0 50.7 3.6 3.0 

Table 4. Results of the flow-cooling analysis simulations. 
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The maximum temperature in the part changes almost 17% and the minimum temperature 
by 9% due to variations on the cooling system design factors. The difference between both 
these temperatures has the highest variation with an effect of almost 51%. Fig. 13 shows the 
contour plots of temperature distribution in the part for runs 2 and 7, corresponding to the 
maximum and minimum values of Tmax, Tmin and ΔT. 
 

                   
Temperature distributions (left - run 2; right – run 7) 

 
Deflection 

 
Shrinkage 

Fig. 13. Temperature distribution on the centre gated box moulding for runs 2 and 7, and 
deflection and shrinkage profiles (run 2 only). 

Higher temperatures are found at the corners of the box moulding. Both runs show similar 
temperature distribution profiles and minimum values of Tmin (at the lateral walls of the 
box), but run 7 showing higher values of Tmax. The deflection and shrinkage profiles are also 
similar for all the runs, only with slight variations on S and δ (Table 4). The highest δ values 
are found at the top (free edge) of the middle of the smallest lateral wall, whilst the major S 
values are found at the bottom (base edge) of the smallest lateral wall, as would be expected. 
The deflection profile is qualitatively in good agreement with experimental results.  
Fig. 14 shows the percentage of contribution of the varied factors (Figure 1) for the 
envisaged results (ΔT, S and δ). Each factor has a different percentage of contribution 
depending upon the selected output. ΔT is mainly determined by the orientation of the 
cooling channels (47%), followed by the number of cooling lines (29%) and the distance 
between them (22%). These variables should have the highest influence upon the 
distribution of heat transfer rates in the part surface. S is mainly influenced by the distance 
between cooling channels (56%), and in a less degree by the number of cooling lines (25%), 
the distance of the cooling channel to the cavity surface (12%) and the cooling channel 
diameter (6%). These variables should have the highest influence on the amount of heat 
exchanged by the cooling system. The most contributing factors for δ are the same as for ΔT. 
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Fig. 12. Operating conditions optimization methodology. 
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Fig. 14. Percentage of contribution of the design variable for the performance of the cooling 
system evaluated by the temperature difference, ΔT, shrinkage, S, and the maximum 
deflection. 
Fig. 15 presents the variations of the assessed results as function of the more contributing 
design variables. ΔT and δ are minimized by the setting of the design variables at their 
highest values: a = 14 mm, Y orientation of cooling channels and nº of channels = 6. S values 
are minimized by the following set: the highest channel diameter, φ = 12 mm, and the lowest 
distance from the cooling channel to the cavity wall, b = 20 mm, the smallest distance 
between cooling channels centres, a = 10 mm, and the least nº of cooling channels, Nº = 4. 
The simultaneous reduction of the shrinkage and of the deflection is not possible by only 
variation of the selected design variables.  
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Fig. 15. Effects of the design variables upon the selected performance metrics. 

For the studied case, the design factors of the cooling system must be set up as follows in 
order to minimize ΔT, S and δ: 
• Diameter    Maximum 
• Part distance   Minimum 
• Centre distance   Miminum to minimise S 

 Maximum to minimise ΔT and δ 
• Channels orientation  Y (cooling fluid flowing in the melt flow direction) 
• Channels symmetry   not relevant 
• Channels length   not relevant 
• Nº channels    Maximise to minimise ΔT and δ 

 Minimize to minimize S 
Due to the high number of cooling system parameters its design is a complex task. The 
process simulators can be therefore integrated with optimization methods (e.g., 
evolutionary algorithms) and several design strategies can be investigated (Lam, 2004; 
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Fig. 14. Percentage of contribution of the design variable for the performance of the cooling 
system evaluated by the temperature difference, ΔT, shrinkage, S, and the maximum 
deflection. 
Fig. 15 presents the variations of the assessed results as function of the more contributing 
design variables. ΔT and δ are minimized by the setting of the design variables at their 
highest values: a = 14 mm, Y orientation of cooling channels and nº of channels = 6. S values 
are minimized by the following set: the highest channel diameter, φ = 12 mm, and the lowest 
distance from the cooling channel to the cavity wall, b = 20 mm, the smallest distance 
between cooling channels centres, a = 10 mm, and the least nº of cooling channels, Nº = 4. 
The simultaneous reduction of the shrinkage and of the deflection is not possible by only 
variation of the selected design variables.  
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For the studied case, the design factors of the cooling system must be set up as follows in 
order to minimize ΔT, S and δ: 
• Diameter    Maximum 
• Part distance   Minimum 
• Centre distance   Miminum to minimise S 

 Maximum to minimise ΔT and δ 
• Channels orientation  Y (cooling fluid flowing in the melt flow direction) 
• Channels symmetry   not relevant 
• Channels length   not relevant 
• Nº channels    Maximise to minimise ΔT and δ 

 Minimize to minimize S 
Due to the high number of cooling system parameters its design is a complex task. The 
process simulators can be therefore integrated with optimization methods (e.g., 
evolutionary algorithms) and several design strategies can be investigated (Lam, 2004; 
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Michelitsch, 2004; Pirc, 2009). Experience shows that savings potential of 10-40% can be 
attained in the injection moulding process through optimized mould cooling. 

4.2 Impact behaviour of injection moulded automotive components  
The impact response of a ribbed plastic pillar when struck by a free motion head form 
(FMH) according to the FMVSS-201 standard was simulated in ABAQUS explicit code. 
• Effect of ribs geometry 
Fig. 16 shows the deceleration-time curves for the three considered geometries of the ribbed 
pillars: ROD, HEX and GAV geometries. 
 

 
Fig. 16. Comparison of deceleration, a, vs. time, t, curves for GAV, HEX and ROD geometries. 

The ROD geometry gives the highest deceleration and HIC(d) values (Table 5). For this rib 
geometry, the ribs are thicker and their deformation ability is reduced, not being able of 
decelerating the impactor (lower energy dissipation). The best performance is obtained by the 
GAV geometry, with a maximum deceleration of 198 g’s and a HIC(d) = 1187. 
 

Geometry amax (g) HIC(d) 
ROD 555 4339.3 
HEX 449 3234.5 
GAV 198 1186.5 

Table 5. Deceleration and HIC(d) results for the three geometries tested. 

The rib geometry has a strong effect on the deceleration-time curve. As the ribs deform, the 
impact energy is dissipated. A very constrained rib geometry (such as the circular, ROD, 
and hexagonal, HEX, one studied in this work) leads to a peak on the deceleration-time 
curve, resulting in a high maximum deceleration and maximum HIC(d) values. A more 
deformable rib structure (such as the GAV geometry) provides better energy dissipation, 
and the result is a smooth deceleration curve along the time with lower maximum 
deceleration and HIC(d) values. 
Effect of Ribs Height 
The effect of the rib height on the deceleration-time curves is shown in Fig. 17 and on the 
maximum deceleration and HIC(d) values are presented in Fig. 18. 
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Fig. 17. Results from the different ribs height in GAV geometry. 
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Fig. 18. Variations of the maximum deceleration and HIC(d) with rib height. 

The increment of the rib height leads to a decrease of the HIC(d). Concomitantly, the 
maximum deceleration decreases linearly. The GAV geometry with a rib height of 25 mm 
has a maximum deceleration value of 137 g’s and a HIC(d) of 590.44, fully meeting the 
FMVSS-201 standard  requirements. 
Effect of material parameters 
In Fig. 19 are presented the eight simulated deceleration vs. time curves with variation of the 
material parameters according to the Taguchi orthogonal matrix (Table 3). The profiles of 
some curves are identical, but curves referenced as V1 and V5 show a high deceleration 
peak. In Fig. 19 are also presented the deformation profiles of the pillar maximum 
deceleration. 
The values of maximum deceleration and the calculated HIC(d) values are shown in Table 6. 
The maximum value of deceleration is obtained for condition V1, reaching the highest limit 
of 1223.7 g’s. The minimum value of amáx was presented by V7 with 190.9 g’s. The HIC(d) 
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Fig. 18. Variations of the maximum deceleration and HIC(d) with rib height. 

The increment of the rib height leads to a decrease of the HIC(d). Concomitantly, the 
maximum deceleration decreases linearly. The GAV geometry with a rib height of 25 mm 
has a maximum deceleration value of 137 g’s and a HIC(d) of 590.44, fully meeting the 
FMVSS-201 standard  requirements. 
Effect of material parameters 
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some curves are identical, but curves referenced as V1 and V5 show a high deceleration 
peak. In Fig. 19 are also presented the deformation profiles of the pillar maximum 
deceleration. 
The values of maximum deceleration and the calculated HIC(d) values are shown in Table 6. 
The maximum value of deceleration is obtained for condition V1, reaching the highest limit 
of 1223.7 g’s. The minimum value of amáx was presented by V7 with 190.9 g’s. The HIC(d) 
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registries also have the same trends: simulation V1 showing a maximum value of 11296 and 
the lowest HIC(d) value evidenced by condition V7 with 1100. These results are already 
anticipated from the curves of Fig. 19. 
 

 
Fig. 19. Deceleration vs. time curves for the DOE plan varying the material parameters. 

 
 E1 σy σr εb amáx HIC(d) 
V1 1 1 1 1 1223.7 11296 
V2 1 1 1 2 227.7 1243 
V3 1 2 2 1 283.2 1214 
V4 1 2 2 2 238.5 1678 
V5 2 1 2 1 627.9 2609 
V6 2 1 2 2 217.4 1491 
V7 2 2 1 1 190.9 1100 
V8 2 2 1 2 218.2 1623 

Table 6. Results of DOE plan for assessment of the effect of material mechanical parameters 
on the impact deceleration-time curve. 

Fig. 20 shows the contribution of each selected factor for the variations of HIC(d) and amax. 
Varying the material properties, the maximum deceleration and HIC(d) values can be 
adjusted and optimised. σr doesn’t have a great influence on the maximum deceleration 
value (3 %) and it contributes 10% for variation of HIC(d). The most significant material 
parameters affecting amax are the yield stress, the strain at break and their interaction (with 
c.a. 26-28%). In the case of HIC(d), the interaction between the yield stress and the strain at 
break has the most significant effect (c.a. 22%), followed by the yield stress and the strain at 
break, and with less contribution of the others. 
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Fig. 20. Percentage of contribution of the material properties for HIC(d) and amax. 

Fig. 21 shows the influence of significant material properties on amax and HIC(d) values. 
Both are determined by similar settings of the material mechanical parameter, although with 
different significance. Both HIC(d) and amax decrease with the increment of the material 
parameters. From Figure 21, the best configuration of material parameters (for the selected 
pillar geometry) that minimise both HIC(d) and amax is the one with the maximal E, σy and 
εb, as would be expected as this set of material properties maximizes the toughness of the 
material. 
 

 
Fig. 21. Effect graphs showing the variations of HIC(d) and amax with the material 
parameters. 

The combination of geometry and material properties plays an important role on the 
crashworthiness response of polymeric components. This means that the simultaneous 
consideration of both geometry and material properties must be taken into account in the 
design phase. The procedure proposed in this work (extensive used of computer simulations 
and of design of experiments) is therefore of paramount relevance when design with 
polymers against impact (Ribeiro, 2005; Ribeiro, 2006; Ribeiro 2007) 
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4.3 Relationships between processing and mechanical properties of injection 
mouldings 
Fig. 22 shows the variations of the impact properties (peak force and energy, Fp and Up, 
respectively, normalised with respect to the specimen thickness) of an injection moulded 
propylene copolymer lateral gated discs (divergent/convergent flow type) with the 
weighted thermomechanical indices (these indices are weighted by the skin ratio, Sa (Viana, 
1999)). Fp/h increases with the skin ratio weighted thermo-stress index (level and amount of 
molecular orientation) and decreases with the weighted cooling index (degree of 
crystallinity). The peak force is mainly determined by the cooling index. Up/h is reduced for 
high values of both weighted thermo-stress and cooling indices. The peak energy is 
influence almost equally by both thermomechanical indices.   
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Fig. 22. Variations of the peak force, Fp, and energy, Up (both normalised to the specimen 
thickness, h) with the weighted thermomechanical indices for a lateral gated disc 
(divergent/convergent flow type). 

However, these variations are dependent upon the moulding geometry and gating 
options/flow type). Fig. 23 shows the relationships between the impact properties and the 
thermomechanical indices for a box like moulding (radial flow type). The effect of 
processing conditions is different for this moulding as compared with the lateral gated discs 
(Fig. 22).  For the box like moulding (Fig. 23), Fp/h increases with both weighted thermo-
stress and cooling indices. The peak force is mainly determined by the cooling index, but 
also slightly by the thermo-stress index. Up/h is only dependent upon the weighted thermo-
stress index, increasing with it. The main difference between the box and disc mouldings is 
the distinct (opposed) effect of the weighted cooling index on impact properties.  
Comparing both mouldings, the discs present higher variations of the cooling index: the 
highest values are similar for both moulding, but the lowest values are much lower. 
Furthermore, the discs show higher thermo-stress indices. 
The thermomechanical environment imposed during injection moulding of different 
components geometries can be compared by dimensionless analysis. The relative 
importance of the principal physical phenomena that take place and their degree of 
interaction can be quantified by dimensionless numbers, most commonly used being 
(Cunha, 2000; Viana 2004):  
• the Cameron number, Ca – is the ratio between the heat conduction in the thickness 

direction to the heat convection in the longitudinal one; 
•  Brinkman number, Br – is the ratio between the heat generated by viscous dissipation 

and the heat exchanged by conduction through the moulding boundaries. 
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Fig. 23. Variations of the peak force, Fp, and energy, Up (both normalised to the specimen 
thickness, h) with the weighted thermomechanical indices for a box moulding (radial flow). 

Comparing both mouldings, the discs show the highest Ca as a result of the highest heat 
losses by conduction through the mould walls; the disc mouldings present also lower values 
of Br than the box mouldings (Viana, 2004). Although, resulting in similar values of the 
cooling index, the morphology development in both mouldings is different as a result of the 
different flow type and cooling conditions. Figure 24 illustrates the effect of distinct thermal 
levels upon the microstructure of the discs and boxes mouldings, as revealed by polarised 
light optical microscopy.  
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Fig. 24. Typical microstructures of the disc and box mouldings at a low and high thermal 
levels. 

Box mouldings feature smaller skin layer thickness and a coarser spherulitic structure due to 
the less aggressive cooling conditions. The development of different residual stresses values 
for both types of mouldings may also affect the morphology-impact properties relationships. 
The establishment of quantitative relationship between the morphology and the impact 
properties of injection mouldings is still rather difficult. This is partly due to the lack of 
knowledge of the significant morphological parameters controlling the mechanical response 
at high strain-rates on polymeric material systems. 

4.4 Mechanical behaviour of injection moulded FRP 
Fig. 25 and 26 compare the experimental and simulated curves of the airbag housing for 
both loading modes. Different constitutive models are considered and evaluated. 
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4.3 Relationships between processing and mechanical properties of injection 
mouldings 
Fig. 22 shows the variations of the impact properties (peak force and energy, Fp and Up, 
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crystallinity). The peak force is mainly determined by the cooling index. Up/h is reduced for 
high values of both weighted thermo-stress and cooling indices. The peak energy is 
influence almost equally by both thermomechanical indices.   
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Fig. 22. Variations of the peak force, Fp, and energy, Up (both normalised to the specimen 
thickness, h) with the weighted thermomechanical indices for a lateral gated disc 
(divergent/convergent flow type). 

However, these variations are dependent upon the moulding geometry and gating 
options/flow type). Fig. 23 shows the relationships between the impact properties and the 
thermomechanical indices for a box like moulding (radial flow type). The effect of 
processing conditions is different for this moulding as compared with the lateral gated discs 
(Fig. 22).  For the box like moulding (Fig. 23), Fp/h increases with both weighted thermo-
stress and cooling indices. The peak force is mainly determined by the cooling index, but 
also slightly by the thermo-stress index. Up/h is only dependent upon the weighted thermo-
stress index, increasing with it. The main difference between the box and disc mouldings is 
the distinct (opposed) effect of the weighted cooling index on impact properties.  
Comparing both mouldings, the discs present higher variations of the cooling index: the 
highest values are similar for both moulding, but the lowest values are much lower. 
Furthermore, the discs show higher thermo-stress indices. 
The thermomechanical environment imposed during injection moulding of different 
components geometries can be compared by dimensionless analysis. The relative 
importance of the principal physical phenomena that take place and their degree of 
interaction can be quantified by dimensionless numbers, most commonly used being 
(Cunha, 2000; Viana 2004):  
• the Cameron number, Ca – is the ratio between the heat conduction in the thickness 

direction to the heat convection in the longitudinal one; 
•  Brinkman number, Br – is the ratio between the heat generated by viscous dissipation 

and the heat exchanged by conduction through the moulding boundaries. 
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Fig. 23. Variations of the peak force, Fp, and energy, Up (both normalised to the specimen 
thickness, h) with the weighted thermomechanical indices for a box moulding (radial flow). 

Comparing both mouldings, the discs show the highest Ca as a result of the highest heat 
losses by conduction through the mould walls; the disc mouldings present also lower values 
of Br than the box mouldings (Viana, 2004). Although, resulting in similar values of the 
cooling index, the morphology development in both mouldings is different as a result of the 
different flow type and cooling conditions. Figure 24 illustrates the effect of distinct thermal 
levels upon the microstructure of the discs and boxes mouldings, as revealed by polarised 
light optical microscopy.  
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Fig. 24. Typical microstructures of the disc and box mouldings at a low and high thermal 
levels. 

Box mouldings feature smaller skin layer thickness and a coarser spherulitic structure due to 
the less aggressive cooling conditions. The development of different residual stresses values 
for both types of mouldings may also affect the morphology-impact properties relationships. 
The establishment of quantitative relationship between the morphology and the impact 
properties of injection mouldings is still rather difficult. This is partly due to the lack of 
knowledge of the significant morphological parameters controlling the mechanical response 
at high strain-rates on polymeric material systems. 

4.4 Mechanical behaviour of injection moulded FRP 
Fig. 25 and 26 compare the experimental and simulated curves of the airbag housing for 
both loading modes. Different constitutive models are considered and evaluated. 
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Compression load 
Figure 25 shows the force vs. displacement curves for compression load mode for each 
material constitutive model considered. The experimental result is also shown. 
 

 
Fig. 25. Force vs. displacement curves for different constitutive model in compression load 
of housing airbag. 

The orthotropic non-linear model presents the best results, with a good approximation to 
the experimental results (deviation of 5% in force and 1% in deformation). The results of the 
isotropic non-linear and the orthotropic linear behaviour are outside an acceptable 
deviation. 

Tensile load 
Fig. 26 shows the force vs. displacement curves for tensile load mode for each material 
constitutive model considered. The experimental result is also shown. 
All the constitutive models tested had a force vs. displacement curve above the 
experimental one. The orthotropic non-linear model was the one with best results, with a 
good approximation of experimental results (deviation of 7% in force and 6% in 
deformation). The results show that all models, except the orthotropic non-linear model, 
have a high error and can’t be considered for the structural analysis of fibre reinforced 
polymeric components.  
Analysing the results, some conclusions can be withdrawn: 
- The constitutive models based on the isotropic non-linear behaviour showed  

bad results, when compared with experimental results. These constitutive models 
should not be used on the design of fibre reinforced polymeric injection moulded 
components. 

- The non-linear orthotropic model provides a good agreement with experimental data, 
in all load situations tested. The deviations obtained are minimal, not exceeding 7%. 
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Fig. 26. Force vs. displacement curves for different constitutive model in tensile load of 
housing airbag. 

- The approach adopted to take into account the typical skin-core structure of injection 
moulded FRP was able of giving reasonable results. But the results are not very 
different from those obtained with the use of longitudinal curve for the material 
behaviour. This approach must be considered conservative. 

4.5 Impact behaviour of injection moulded LFT 
The impact test results on the injection moulded plate are show in Fig. 27, in terms of peak 
force and energy. The specimens cut parallel to the flow direction (FD) allow the assessment 
of the impact properties in the transverse direction (TD); conversely specimens cut 
perpendicular to FD allow the assessment of the impact properties in FD. This is illustrated 
in Fig. 27 by the inset figures on the plate surface. Two general conclusions can be 
withdrawn from these results: the variations are higher along the flow path, but in this 
direction the values of the impact properties are smaller. This is expected taking into 
account the direction that the specimens were cut with respect to the FD (also, the direction 
of the fibre orientation), as depicted by the inset graphs on Fig. 27. In TD the impact 
properties are almost constant. Both Fp and Up tend to decrease along the flow path. The 
level of anisotropy (defined as by the quotient of the longitudinal (L) and transversal (T) 
specimen properties at location L/T50) is 1.5 and 1.6, respectively for Fp and Up.  
The gating option (central gate) of the moulding imposes a radial flow of the polymer. This 
imposes expectantly a radial fibre orientation (in the skin layer). The specimens cut in the 
longitudinal direction present therefore different fibre orientation relatively to the loading 
direction. This was taken into account by a new thermomechanical variable defined as: 

 τw0 = τw cos(θ) (4) 
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Fig. 27. Variations of the impact peak force, Fp, and energy, Up, along the longitudinal (L) 
and transverse (T) directions of the plate. 

Where, θ is the angle between the fibre orientation and the loading direction. This implies 
that for the specimens cut perpendicularly to FD, along the flow path (referenced as L in Fig. 
27) [Sa.τw0] = 0, and their mechanical properties are mainly dependent upon the thermal 
level that is [(1-Sa).Y)]. These assumptions allow us to relate globally the mechanical 
properties of the specimens cut in different locations and with distinct fibre orientations 
with the local thermomechanical indices. 
Fig. 28 shows the variations Fp and Up with [(1-Sa).Y] and [Sa.τw0]. Both properties increase 
with the reduction of [(1-Sa).Y] and the increment of [Sa.τw0]. In general, the flexural impact 
properties are enhanced for a reduced thermal level (low degree of crystallinity), thicker 
skin layers and higher levels of fibre orientation.  
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Fig. 28. Variation of the impact properties (at 2 m/s) with the weighted thermomechanical 
indices (Fp – peak force; Up – peak energy). 

4.6 Multi-objective optimization of the mechanical behaviour of injection moulded 
components 
The tensile properties at high strain-rate (3 m/s) of an injection moulded tensile specimen 
were optimised through an automatic optimization methodology based on Multi-Objective 
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Evolutionary Algorithms (Gaspar-Cunha, 2005). The initial modulus, E2, yield stress, σy2, 
and strain at break, εb2, were optimized simultaneously, with the aim of establishing the set 
of thermomechanical indices (or processing conditions) that maximise, at the same time, the 
stiffness, the strength and toughness of the moulding. Fig. 29 shows the relationships 
between pairs of properties, for a better visualization. A high scatter on the data was found, 
as compared to the same relationships obtained at low velocity testing (2 mm/min), 
although with the same dependences (Gaspar-Cunha, 2005): E2 increase with σy2; σy2 
decreases with εb2; εb2 decreases with E2. The set of simultaneously optimised mechanical 
properties at high strain-rates can be found: E2 = 5.8 GPa; σy2 = 66 MPa; and εb2 = 0.15 
mm/mm. Any other solution will decrease one of the properties. 
 

 
Fig. 29. Optimization of the mechanical properties at high strain rates: E2 – initial modulus, 
ρy2 – yield stress; εb2 – strain at break. 
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Fig. 27. Variations of the impact peak force, Fp, and energy, Up, along the longitudinal (L) 
and transverse (T) directions of the plate. 

Where, θ is the angle between the fibre orientation and the loading direction. This implies 
that for the specimens cut perpendicularly to FD, along the flow path (referenced as L in Fig. 
27) [Sa.τw0] = 0, and their mechanical properties are mainly dependent upon the thermal 
level that is [(1-Sa).Y)]. These assumptions allow us to relate globally the mechanical 
properties of the specimens cut in different locations and with distinct fibre orientations 
with the local thermomechanical indices. 
Fig. 28 shows the variations Fp and Up with [(1-Sa).Y] and [Sa.τw0]. Both properties increase 
with the reduction of [(1-Sa).Y] and the increment of [Sa.τw0]. In general, the flexural impact 
properties are enhanced for a reduced thermal level (low degree of crystallinity), thicker 
skin layers and higher levels of fibre orientation.  
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Fig. 28. Variation of the impact properties (at 2 m/s) with the weighted thermomechanical 
indices (Fp – peak force; Up – peak energy). 

4.6 Multi-objective optimization of the mechanical behaviour of injection moulded 
components 
The tensile properties at high strain-rate (3 m/s) of an injection moulded tensile specimen 
were optimised through an automatic optimization methodology based on Multi-Objective 
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Evolutionary Algorithms (Gaspar-Cunha, 2005). The initial modulus, E2, yield stress, σy2, 
and strain at break, εb2, were optimized simultaneously, with the aim of establishing the set 
of thermomechanical indices (or processing conditions) that maximise, at the same time, the 
stiffness, the strength and toughness of the moulding. Fig. 29 shows the relationships 
between pairs of properties, for a better visualization. A high scatter on the data was found, 
as compared to the same relationships obtained at low velocity testing (2 mm/min), 
although with the same dependences (Gaspar-Cunha, 2005): E2 increase with σy2; σy2 
decreases with εb2; εb2 decreases with E2. The set of simultaneously optimised mechanical 
properties at high strain-rates can be found: E2 = 5.8 GPa; σy2 = 66 MPa; and εb2 = 0.15 
mm/mm. Any other solution will decrease one of the properties. 
 

 
Fig. 29. Optimization of the mechanical properties at high strain rates: E2 – initial modulus, 
ρy2 – yield stress; εb2 – strain at break. 
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Table 7 compares the setting of processing conditions and correspondent thermomechanical 
indices at high testing velocities that maximise each mechanical property individually. Both 
E2 and σy2 are maximized for a low setting of the injection and mould temperatures and 
injection flow rate (or higher injection times); but eb2 for the opposed adjustment. This is also 
reflected on the morphological state of the mouldings, as evaluated by the 
thermomechanical indices: a more oriented (higher τY) and thicker skin layer and a less 
crystalline (low Y) core material shows high E2 and σy2; but a less oriented, thinner skin 
layer and higher crystalline core material will present a high eb2. The optimised set of the 
mechanical properties at high strain-rates (E2 = 5.8 GPa, σy2 = 66 MPa, and εb2 = 0.15 
mm/mm) is obtained for the following adjustment of the processing conditions:  
Tinj = 201 ºC, Tw = 9 ºC and tinj = 4.7 s. 
 

 
Table 7. Settings of the processing conditions (and respective thermomechanical indices) 
leading to the maximization of the mechanical properties at high strain-rates. 

It is interesting to note that the simultaneous maximization of both low and high strain rate 
tensile properties results in different values for the optimised mechanical properties, which 
also corresponds to a different adjustment of the processing conditions (Gaspar-Cunha-
2005) when compared with the individual maximization of the mechanical response at each 
test velocity.  
The proposed methodology based on the use of a Multi-Objective Evolutionary Algorithm, 
MOEA, coupled with a process simulation tool appears as a relevant design tool for the 
maximization of the desired mechanical response of injection moulded components and the 
appropriate setting of the processing conditions. Furthermore, the exploitation of 
thermomechanical indices allows the interpretation of the results based on the expected 
morphological development occurring during processing.  

5. Final remarks 
The use of thermoplastic polymers in automotive components is growing steadily in the last 
years and they are the future obvious material solutions for new mobility concepts where 
lightweight and eco-sustainability are imperative requirements. These polymeric 
components are being mostly manufactured by high-throughput and low cost processes, 
like injection moulding. The optimization of injection moulded polymer automotive 
components is a crucial design task for obtaining high quality, enhanced mechanical 
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response and low cost components. Two main optimization routes are normally addressed, 
most of the time separately: the optimization of the injection moulding process and the 
optimization of the properties of the injection moulded components. Nevertheless, the 
adoption of a holistic approach, optimising simultaneously the manufacturing process (e.g., 
mould design, reduction of defective parts), and the component specifications (e.g., 
mechanical properties) is required. In this approach the knowledge of the relationships 
between the processing thermo-mechanical environment, the polymer morphology and the 
moulding properties is essential at the component design stage. Nowadays, the automotive 
component design makes intensive use of computer simulations (e.g., process, functional, 
structural). Improved part quality and reduced cost requirements demand the integration of 
advanced simulation resources, of accurate process-properties relationships and of 
optimization tools.   
This chapter addressed the application of the engineering design optimization methods and 
tools to the design of polymeric automotive polymer components moulded by the injection 
moulding process. Different routes and methodologies were presented based on process 
(injection moulding) and structural (mechanical response) simulations, on the processing-
properties relationships for unreinforced and reinforced polymer systems, on diverse 
optimization methods (combined DOE/ANOVA statistical tools and multi-objective 
evolutionary algorithms). Currently, there is a panoply of advanced tools available to the 
automotive component designers that need to be intelligently combined in order to 
efficiently design with polymeric materials. Besides part quality and cost reductions, next 
engineering challenges will address eco-design concerns.   
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1. Introduction 
Modern car design puts an increasing emphasis on the notion that a material used in 
building the body-in-white (BIW) should be selected on the basis of how well it helps 
achieving specific engineering targets such as low vehicle weight, high passive safety, 
stability, stiffness, comfort, acoustics, corrosion, and recycling. Steel is at present still the 
material of choice for car bodies, with 99% of the passenger cars having a steel body, and 60-
70% of the car weight consisting of steel or steel-based parts. The automotive industry is 
however continuously making excursions in the area of light materials applications. At 
present, most car makers are routinely testing multi-materials concepts, which are not 
limited to the obvious use of light materials for closures, e.g. the use of Al for the front lid or 
thermosetting resins for trunk lids. The steel industry has made a sustained effort to 
innovate and create advanced steels and original steel-based solutions and methods in close 
collaboration with the manufacturers by an early involvement in automotive projects, but 
also by involving automakers in their own developments. Carmakers have increasingly built 
passenger cars with body designs which emphasize passenger safety in the event of a 
collision, and most passenger cars currently achieve high ratings in standardized crash 
simulations such as the EURO NCAP or the North American NHST tests. The safety issue 
directly related to the BIW materials is passive safety. High impact energy absorption is 
required for frontal crash and rear collision, and anti-intrusion properties are required in 
situations when passenger injury must be avoided, i.e. during a side impact and in case of a 
roll over, with its associated roof crush. Increased consumer expectations have resulted in 
cars which have steadily gained in weight as illustrated in figure 1. This weight spiral is a 
direct result of improvements in vehicle safety, increased space, performance, reliability, 
passenger comfort and overall vehicle quality. This trend has actually resulted in an 
increased use of steel in car body manufacturing in absolute terms, and this increase may in 
certain cases be as high as 25%. The weight issue is therefore high on the agenda of BIW 
design, as it is directly related to environmental concerns, i.e. emissions of CO2, and the 
economics of the gas mileage. Reports on weight saving resulting from the use of Advanced 
High Strength Steels (AHSS) are difficult to evaluate as these tend to focus on the use of 
advanced steels and improved designs for a single part, rather than the entire car body. The 
use of Dual Phase (DP) and Transformation-Induced Plasticity (TRIP) steels has been 
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reported to result in a weight saving in the range of 10-25%. Similar weight reductions of 
about 25% are reported for the use of stainless steels. The potential for weight reductions 
become very important when very high strength steels are considered. 
 

1500

1400

1300

1200

1100

1000

900

800

700

600

500
1970 1974 1978 1982 1986 1990 1994 1998 2002 2006 2010

Year

C
urb w

eight, kg

  
Fig. 1. Midsize passenger car weight increase in the EU. The weight increase is close to 90% 
for the period of 1970 to 2010. 

Weight reductions of about 30-40% are typically reported for 1300-1500MPa steels. A 36% 
weight reduction can be expected when a body part used as anti-intrusion barrier is made of 
press hardening 22Mn5B steel. Most industry experts agree that, as illustrated in figure 2, 
steel based parts designs using advanced high strength steels offer both the potential for 
vehicle mass containment and lower production cost. Hence, when material-specific 
properties are considered, there is an increasingly important interest in very high strength 
materials. This has been the driving force behind most of the current automotive steel 
research efforts. This is obvious when one considers the need for the increased strength for 
parts related to passenger safety, such as the B-pillar, an essential element for passenger 
protection in side impact collisions.  
DP and TRIP steels are now well established as AHSS, with major applications in BIW parts 
related to crash energy management. In addition to a high strength, a high stiffness and only 
very low levels of deformations, typically less than 5%, may be allowed for these parts. 
Strength levels as high as 1800MPa have been mentioned as future requirements for anti-
intrusion parts. Whereas press-formable CMnB grades are receiving attention for the B-
pillar and front-rear reinforcements, there is still considerable interest in TRIP and DP steels. 
In the case of DP grades the emphasis is on front end applications and exterior panels. 
Having said this, standard high strength micro-alloyed steels continue to be still being 
widely used. Two decades ago most BIW designs were based on steels with Ultimate Tensile 
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Strength (UTS) values in the 200-300MPa range. Recent BIW designs tend to use much more 
high strength steels. Whereas less low strength steels (YS<180MPa) are being used, mainly 
for outer body parts, there is a pronounced increase in the use of High Strength Steels (HSS), 
with a yield strength (YS) >300MPa, Very High Strength Steels (VHSS) with a YS >500MPa, 
and Ultra High Strength Steels (UHSS) with UTS values up to 1500MPa. This increased use 
of high strength steel grades has resulted in a moderate relative decrease of steel mass per 
car body. 
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Fig. 2. Comparison of the production cost and vehicle mass containment for designs based 
on different material selections. 

The present contribution reviews the important development of ultra-ductile TWIP steel 
for BIW applications. FeMn TWIP is a high-strength steel concept with superior 
formability, which may be close to being produced industrially. High manganese TWIP 
steels are highly ductile, high strength Mn austenitic steels characterized by a high rate of 
work hardening resulting from the generation of deformation-nucleated twins (Grassel et 
al., 1997; Grassel et al., 2000; Frommeyer, 2003; Prakash et al., 2008). Their Mn content is in 
the range of 15-30 mass%. Alloying additions of C, Si and/or Al are needed to obtain the 
high strength and the large uniform elongation associated with strain-induced twinning. 
Depending on the alloy system, the carbon content is either low, i.e. less than 0.05 mass-%, 
or high, typically in the range of 0.5-1.0 mass-%. Si and Al may be added to achieve a 
stable fully austenitic microstructure with low stacking fault energy in the range of 15-
30mJ/m2. High Mn alloys characterized by strength ductility products 40.000-
60.000MPa% have reached the stage of large scale industrial testing and the industrial 
focus is mainly on TWIP steels with the following compositional ranges: 15-25 mass-%Mn, 
with 0-3%Si, 0-3% Al and 200-6000ppm C. The dominant deformation mode in TWIP steel 
is dislocation glide, and the deformation-induced twins gradually reduce the effective 
glide distance of dislocations which results in the “Dynamical Hall-Petch effect” 
illustrated in the schematic of figure 3. 
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reported to result in a weight saving in the range of 10-25%. Similar weight reductions of 
about 25% are reported for the use of stainless steels. The potential for weight reductions 
become very important when very high strength steels are considered. 
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materials. This has been the driving force behind most of the current automotive steel 
research efforts. This is obvious when one considers the need for the increased strength for 
parts related to passenger safety, such as the B-pillar, an essential element for passenger 
protection in side impact collisions.  
DP and TRIP steels are now well established as AHSS, with major applications in BIW parts 
related to crash energy management. In addition to a high strength, a high stiffness and only 
very low levels of deformations, typically less than 5%, may be allowed for these parts. 
Strength levels as high as 1800MPa have been mentioned as future requirements for anti-
intrusion parts. Whereas press-formable CMnB grades are receiving attention for the B-
pillar and front-rear reinforcements, there is still considerable interest in TRIP and DP steels. 
In the case of DP grades the emphasis is on front end applications and exterior panels. 
Having said this, standard high strength micro-alloyed steels continue to be still being 
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high strength steels. Whereas less low strength steels (YS<180MPa) are being used, mainly 
for outer body parts, there is a pronounced increase in the use of High Strength Steels (HSS), 
with a yield strength (YS) >300MPa, Very High Strength Steels (VHSS) with a YS >500MPa, 
and Ultra High Strength Steels (UHSS) with UTS values up to 1500MPa. This increased use 
of high strength steel grades has resulted in a moderate relative decrease of steel mass per 
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on different material selections. 

The present contribution reviews the important development of ultra-ductile TWIP steel 
for BIW applications. FeMn TWIP is a high-strength steel concept with superior 
formability, which may be close to being produced industrially. High manganese TWIP 
steels are highly ductile, high strength Mn austenitic steels characterized by a high rate of 
work hardening resulting from the generation of deformation-nucleated twins (Grassel et 
al., 1997; Grassel et al., 2000; Frommeyer, 2003; Prakash et al., 2008). Their Mn content is in 
the range of 15-30 mass%. Alloying additions of C, Si and/or Al are needed to obtain the 
high strength and the large uniform elongation associated with strain-induced twinning. 
Depending on the alloy system, the carbon content is either low, i.e. less than 0.05 mass-%, 
or high, typically in the range of 0.5-1.0 mass-%. Si and Al may be added to achieve a 
stable fully austenitic microstructure with low stacking fault energy in the range of 15-
30mJ/m2. High Mn alloys characterized by strength ductility products 40.000-
60.000MPa% have reached the stage of large scale industrial testing and the industrial 
focus is mainly on TWIP steels with the following compositional ranges: 15-25 mass-%Mn, 
with 0-3%Si, 0-3% Al and 200-6000ppm C. The dominant deformation mode in TWIP steel 
is dislocation glide, and the deformation-induced twins gradually reduce the effective 
glide distance of dislocations which results in the “Dynamical Hall-Petch effect” 
illustrated in the schematic of figure 3. 
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Fig. 3. Illustration of the dynamical Hall-Petch effect. Mechanical twins are formed due to 
the low stacking fault energy. They gradually reduce the effective glide distance of 
dislocations, resulting in the very high strain hardening observed in TWIP steel. 

The mechanical properties of typical TWIP steels are reviewed in figure 4.  These steels have 
received attention only recently, and the early work on high Mn ferrous alloys by Schuman 
(Schuman, 1971) in Germany, Remy and Pineau (Remy & Pineau, 1977) in France and Kim 
(Kim, 1993; Kim et al., 1993) in South Korea did not receive much attention originally. The 
work of Frommeyer (Grassel et al., 1997; Grassel et al., 2000; Frommeyer, 2003) at the Max 
Planck Institute in Dusseldorf, Germany, and the interest in advanced high strength steels 
from the automotive industry renewed the interest in the properties of high Mn TWIP steels 
and mainly three types of TWIP steel compositions have been extensively investigated: Fe-
22%Mn-0.6%C (Allain, 2004), Fe-18%Mn-0.6%C, Fe-18%Mn-0.6%C-1.5%Al (Kim et al., 2006) 
and the low carbon Fe-25%-30%Mn-3%Si-%Al (Grassel et al., 2000). The high rate of strain 
hardening associated with the deformation twinning phenomenon allows for the 
combination of higher strengths and higher uniform elongations, as illustrated in figure 5 
which compares the properties of conventional multi-phase TRIP steel with those of TWIP 
steel. 
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Fig. 4. Typical ranges for the mechanical properties of TWIP steel. 
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Fig. 5. Comparison of the stress-strain curves and the strain hardening rate for TRIP and 
TWIP steel. TWIP steel has a uniform elongation twice that of TRIP steel and a considerably 
higher ultimate strength.  

2. Thermodynamic properties of TWIP steel 
The Fe-Mn equilibrium phase diagram has recently been revised (Witusiewicz et al., 2004). 
On the Fe rich side of the diagram, the binary system would appear to be relatively simple 
with an open γ-loop. The meta-stable Fe-Mn diagram (figure 6) however reveals much more 
of the information which is required to understand the microstructures observed in practical 
non-equilibrium conditions. Between 5 mass-% and 25 mass-% of Mn, the room temperature 
multi-phase microstructure of Fe-Mn alloys is dominated by the presence of α’ martensite, 
at low Mn contents, and ε-martensite, at higher Mn content.  
Small Mn additions have a pronounced hardenability effect, resulting in the formation of 
cubic α’ martensite. At higher Mn contents h.c.p. ε-martensite is formed. Both types of 
martensite are also generated by stress and strain-induced transformations of the retained 
austenite phase. Stabilizing the austenite at room temperature requires Mn contents in 
excess of 27 mass-% in the binary Fe-Mn alloy system. In order to obtain a stable room 
temperature austenite phase in alloys with less than 25 mass-% of Mn, the formation of α’ 
and ε martensite must be suppressed. This can be done by carbon additions. Carbon 
additions of approximately 0.6 mass-% make it possible to obtain uniform, carbide-free, 
austenitic microstructures and avoid the formation of ε-martensite (Schumann, 1971). 
Higher carbon additions result in M3C carbide formation. 
Figure 7 illustrates the microstructure of a Fe-18%Mn-0.6%C TWIP steel. The structure is 
single phase austenitic, with relatively coarse grains, which may contain wide 
recrystallization twins. The XRD results also illustrate the fact that this TWIP steel does not 
transform to martensite during straining.  
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Fig. 4. Typical ranges for the mechanical properties of TWIP steel. 
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Fig. 5. Comparison of the stress-strain curves and the strain hardening rate for TRIP and 
TWIP steel. TWIP steel has a uniform elongation twice that of TRIP steel and a considerably 
higher ultimate strength.  

2. Thermodynamic properties of TWIP steel 
The Fe-Mn equilibrium phase diagram has recently been revised (Witusiewicz et al., 2004). 
On the Fe rich side of the diagram, the binary system would appear to be relatively simple 
with an open γ-loop. The meta-stable Fe-Mn diagram (figure 6) however reveals much more 
of the information which is required to understand the microstructures observed in practical 
non-equilibrium conditions. Between 5 mass-% and 25 mass-% of Mn, the room temperature 
multi-phase microstructure of Fe-Mn alloys is dominated by the presence of α’ martensite, 
at low Mn contents, and ε-martensite, at higher Mn content.  
Small Mn additions have a pronounced hardenability effect, resulting in the formation of 
cubic α’ martensite. At higher Mn contents h.c.p. ε-martensite is formed. Both types of 
martensite are also generated by stress and strain-induced transformations of the retained 
austenite phase. Stabilizing the austenite at room temperature requires Mn contents in 
excess of 27 mass-% in the binary Fe-Mn alloy system. In order to obtain a stable room 
temperature austenite phase in alloys with less than 25 mass-% of Mn, the formation of α’ 
and ε martensite must be suppressed. This can be done by carbon additions. Carbon 
additions of approximately 0.6 mass-% make it possible to obtain uniform, carbide-free, 
austenitic microstructures and avoid the formation of ε-martensite (Schumann, 1971). 
Higher carbon additions result in M3C carbide formation. 
Figure 7 illustrates the microstructure of a Fe-18%Mn-0.6%C TWIP steel. The structure is 
single phase austenitic, with relatively coarse grains, which may contain wide 
recrystallization twins. The XRD results also illustrate the fact that this TWIP steel does not 
transform to martensite during straining.  
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Fig. 6. (Top) Meta-stable Fe-Mn Phase diagram. (Below, left) Fe-rich corner of the Fe-Mn-C 
equilibrium phase diagram at 700°C showing the austenite stability range in grey. (Below, 
right) Superposition of the 700°C austenite stability range and the microstructure observed 
after quenching to room temperature from 950°C. 

An alternative approach to obtain TWIP steel with uniform, carbide-free, austenitic 
microstructures is to use a high Mn content and avoid carbon additions. This TWIP steel 
composition concept typically requires Si and Al additions to control the stacking fault 
energy. The importance of the Al additions cannot be underestimated and needs further 
attention as it results in much improved TWIP properties. It has been shown by Jung et al. 
(2008) that even small additions of Al facilitated the TWIP effect and they reported that the 
suppression of ε-martensite was achieved after addition of 1.5 mass-% Al to a Fe-15%Mn-
0.6%C steel. 
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Fig. 7. XRD data for unstrained and strained Fe-18%Mn-0.6%C TWIP steel (left). The log 
scale was used for the intensity to emphasize the possible presence of small α’ and ε 
diffraction peaks, which are clearly absent. Corresponding optical micrograph (right) 
obtained by color etching.  

3. Mechanical properties of TWIP steel 
TWIP steel research currently focuses on the influence of the alloy composition on the 
microstructure evolution during deformation and the resulting mechanical properties. In 
TWIP steel deformation is achieved by dislocation motion and twinning. The TWIP-effect is 
believed to be due mainly to a dynamic Hall-Petch effect. As the formation of mechanical 
twins involve the creation of new crystal orientations, the twins progressively reduce the 
effective mean free path of dislocations and increase the flow stress, resulting in a high 
strain hardening behavior. The best way to gain insight into the deformation behavior of 
TWIP steels is by TEM studies, as the twinning microstructure is very fine. Typical TEM 
observations are illustrated in figure 8. The dislocations are clearly widely dissociated. In 
addition, wide stacking faults are often found to be emitted by grain boundaries. At low 
strains, the dislocation density increases and the grain boundaries seem to be particularly 
effective source of isolated stacking faults. Therefore, the deformation mechanism of TWIP 
steel at low strains is considered to be planar slip and the formation of wide stacking faults. 
The onset of twinning requires multiple slip within deformed grains. At 20% strain, the 
higher dislocation density between the deformation twins clearly shows that twin 
boundaries act as effective barriers for dislocation movement. Frequently one twinning 
system is activated, together with dislocation glide. These high aspect ratio twins cross the 
entire grain. In addition, the twins are internally faulted. High resolution TEM clearly 
reveals their very narrow width. The twins are very thin and there seems to be a continuous 
nucleation of new deformation twins of increasingly smaller size. Consequently, the twin 
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Fig. 6. (Top) Meta-stable Fe-Mn Phase diagram. (Below, left) Fe-rich corner of the Fe-Mn-C 
equilibrium phase diagram at 700°C showing the austenite stability range in grey. (Below, 
right) Superposition of the 700°C austenite stability range and the microstructure observed 
after quenching to room temperature from 950°C. 

An alternative approach to obtain TWIP steel with uniform, carbide-free, austenitic 
microstructures is to use a high Mn content and avoid carbon additions. This TWIP steel 
composition concept typically requires Si and Al additions to control the stacking fault 
energy. The importance of the Al additions cannot be underestimated and needs further 
attention as it results in much improved TWIP properties. It has been shown by Jung et al. 
(2008) that even small additions of Al facilitated the TWIP effect and they reported that the 
suppression of ε-martensite was achieved after addition of 1.5 mass-% Al to a Fe-15%Mn-
0.6%C steel. 
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Fig. 7. XRD data for unstrained and strained Fe-18%Mn-0.6%C TWIP steel (left). The log 
scale was used for the intensity to emphasize the possible presence of small α’ and ε 
diffraction peaks, which are clearly absent. Corresponding optical micrograph (right) 
obtained by color etching.  

3. Mechanical properties of TWIP steel 
TWIP steel research currently focuses on the influence of the alloy composition on the 
microstructure evolution during deformation and the resulting mechanical properties. In 
TWIP steel deformation is achieved by dislocation motion and twinning. The TWIP-effect is 
believed to be due mainly to a dynamic Hall-Petch effect. As the formation of mechanical 
twins involve the creation of new crystal orientations, the twins progressively reduce the 
effective mean free path of dislocations and increase the flow stress, resulting in a high 
strain hardening behavior. The best way to gain insight into the deformation behavior of 
TWIP steels is by TEM studies, as the twinning microstructure is very fine. Typical TEM 
observations are illustrated in figure 8. The dislocations are clearly widely dissociated. In 
addition, wide stacking faults are often found to be emitted by grain boundaries. At low 
strains, the dislocation density increases and the grain boundaries seem to be particularly 
effective source of isolated stacking faults. Therefore, the deformation mechanism of TWIP 
steel at low strains is considered to be planar slip and the formation of wide stacking faults. 
The onset of twinning requires multiple slip within deformed grains. At 20% strain, the 
higher dislocation density between the deformation twins clearly shows that twin 
boundaries act as effective barriers for dislocation movement. Frequently one twinning 
system is activated, together with dislocation glide. These high aspect ratio twins cross the 
entire grain. In addition, the twins are internally faulted. High resolution TEM clearly 
reveals their very narrow width. The twins are very thin and there seems to be a continuous 
nucleation of new deformation twins of increasingly smaller size. Consequently, the twin 
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volume fraction does not represent a large portion of the total volume. This observation 
seems to be in agreement with recent constitutive models of TWIP steels. The SFE plays an 
essential role in the occurrence of the TWIP effect. Although the role of deformation-
induced twins will be mainly be discussed in the following paragraphs, it must not be 
forgotten that the rate of dislocation accumulation will automatically increase when an alloy 
has a low SFE, independently of twin formation, as the larger dissociation width will more 
effectively reduce the cross-slip and result in a higher rate of dislocation accumulation. As 
shown in figure 9, it is essential for the occurrence of the strain-induced twinning that the 
SFE be within a very specific range to observe mechanical twin formation. A very low SFE 
results in the strain-induced transformation to either α’ or ε martensite. A low SFE, i.e. less 
that <20mJ/m2, favors the γ→ε transformation. As the SFE is an essential parameter, there 
has been a considerable interest in determining its value for TWIP steels. There is still 
considerable uncertainty about the exact value of the SFE in Mn alloys, and whereas the 
theoretical evaluations agree on the range there is still considerable scatter in the reported 
SFE values. There are currently no experimental SFE available for most TWIP alloy systems, 
but a considerable number of theoretical calculations are available in the literature. From a 
theoretical point of view, the SFE is proportional to the f.c.c. and h.c.p. free energies 
difference, ΔGγ−ε. Interfacial energy, ΔGγ−ε

surface, and magnetic energy contribution, 
ΔGγ−ε

magnetic, to the stacking fault energy need to be taken into account as they may have a 
significant influence: 
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The interfacial energy can be taken as the coherent twin boundary energy and the energy of 
the twinning dislocations. The high value of the stacking fault energy at the f.c.c./h.c.p. 
transition temperature in austenitic stainless steels has been explained by consideration of 
magnetic effects. 
Most authors report that stable, fully austenitic microstructures with TWIP properties have 
a SFE in the range of 20mJ/m2 to 30mJ/m2 (Schuman, 1971; Adler et al., 1986; Miodownik, 
1998; Yakubtsov et al., 1999; Allain et al., 2004). Carbon additions are required to obtain a 
low SFE, but the addition of carbon is limited by the formation of M3C carbide. 
Some data on the effect of the carbon content in Fe-22%Mn-C alloys has been reported by 
Yakubtsov et al. (1999). They report that the SFE of a Fe-22%Mn alloy is approximately 
30mJ/m2. Carbon additions less than 1 mass-% reduce the SFE to approximately 22 mJ/m2. 
At higher carbon contents the SFE is reported to increase. 
The critical stacking fault region to achieve twinning-induced plasticity is still unclear. 
Frommeyer et al. [3] indicate that whereas a SFE larger than about 25mJ/m2 will results in 
the twinning effect in a stable γ phase, a SFE smaller than about 16mJ/m2, results in ε phase 
formation. Allain et al. (2004) give a much narrower range. According to them the SFE 
should be at least 19mJ/m2 to obtain mechanical twinning. They mention that a SFE less 
than 10mJ/m2 results in ε phase formation. Dumay et al. (2008) mention that below a SFE of 
18mJ/m2 twinning tends to disappear and is replaced by ε-platelets. They mention that a 
SFE of about 20mJ/m2 is needed for the best hardening rate. Jin et al. (2009) mention that a 
SFE value of 33mJ/m2 is required to obtain twinning in Fe-18%Mn-0.6%C-1.5%Al. Recently, 
Kim et al. (2010) measured that the SFE of Fe-18%Mn-0.6%C-1.5%Al TWIP steel was 
30±10mJ/m2 (figure 10). 
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Fig. 8. (Top) TEM micrographs of TWIP steel after 2%, 4% and 20% of pre-straining showing 
that in the initial stages of deformation, the dislocation density increases and there is no 
formation of twins. In addition, some grain boundaries emit bundles of stacking faults. At 
higher strains, the early twins cross the entire grain. The twins often have an internal 
dislocation sub-structure. (Below, left) TEM micrograph of a TWIP steel deformed at high 
strains close to fracture. (Below, right) High resolution lattice image of a short secondary 
twin impinging on a larger primary twin located on the left hand side of the micrograph. 
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ΔGγ−ε
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Fig. 9. Schematic showing the relation between SFE and the operating deformation 
mechanism in f.c.c. metals and alloys. 
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Fig. 10. (Left) Weak-beam dark field image of a dissociated dislocation on its glide plane. 
The SFE of this dislocation was 23.5mJ/m2 based on four measurements of the partial 
dislocation separation on this micrograph. (Right) Partial dislocation separation is a 
function of the angle between the Burgers vector of the perfect dislocation and the 
dislocation line. The experimental points are consistent with a SFE of 30±10 mJ/m2. 

The effect of Al addition to TWIP steel has received much attention as it has resulted in 
TWIP steels with improved properties and a lower sensitivity to delayed fracture. Al 
increases the SFE, it also lowers the strain hardening resulting in TWIP steels with slightly 
lower tensile strengths. Al also very effectively suppresses the γ→ε transformation. Instead, 
similar observations have been made for N. Both Al and N reduced the stacking fault 
formation probability. The SFE for Fe-Mn-Si-Al TWIP steel has been studied by Huang et al. 
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(2008). They have also studied the effect of 0.011-0.052% nitrogen on the SFE of Fe-20.24-
22.57%Mn-2-3%Si-0.69-2.46%Al containing 100ppm carbon, by means of X ray diffraction. 
Although they do not report actual SFE values, their results indicate that both Al and N are 
favorable for the formation of twins as they increase the SFE and decrease the stacking fault 
formation probability. Similarly Dumay et al. (2008) calculate that Al increases the SFE by 
about +5 mJ/m2 per added mass-% of Al, whereas Si is also found to increase the SFE by 
about +1 mJ/m2 per mass-% of Si. Their results are not confirmed by the experimental 
measurements of Tian et al. (2008) who measured the SFE measured for Fe-25%Mn-0.7%C-
Al steel with 1.16% to 9.77% of Al. They report a much smaller effect of Al on the increase of 
the SFE, about +1.4 mJ/m2 per added mass-% of Al. 
Although there is a general consensus that the stacking fault energy is an essential 
parameter, it is by no means proven that it is the single most important parameter 
controlling the TWIP mechanism. In fact, Wang et al. (2008) have remarked that it is rather 
surprising that only a very small difference in SFE of the order of 5-10 mJ/m2 seemed to 
cause an apparently very sharp transition from strain-induced ε-martensite formation to 
strain-induced twinning. Recent experimental measurements on the nature of the stacking 
faults have resulted in the suggestions that ε-martensite formation and mechanical twinning 
is mediated by ESF and ISF respectively. Idrissi et al. (2009) studied the deformation 
mechanism of a two phase α+γ Fe-19.7%Mn-3.1%Al-2.9%Si steel. Deformation at 86ºC and 
160ºC resulted in ε-martensite and twinning at low temperature, and exclusively mechanical 
twinning at the high temperature. At room temperature only ε-martensite was observed. 
They argue that this was due to the presence of extrinsic SFs at lower temperatures acting as 
precursors to ε-martensite formation and ISF at higher temperatures acting as twin 
precursors. 

4. Strain-induced twinning  
Figure 11 compares the structure and the energy of the various planar faults which can 
occur in f.c.c. metals and alloys. It illustrates the relation between the h.c.p. structure and the 
extrinsic stacking faults and the relation between the coherent twin and the intrinsic 
stacking fault. 
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Fig. 11. Comparison of the structure and energy of the planar faults in f.c.c. metals and 
alloys. 
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The SFE of this dislocation was 23.5mJ/m2 based on four measurements of the partial 
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function of the angle between the Burgers vector of the perfect dislocation and the 
dislocation line. The experimental points are consistent with a SFE of 30±10 mJ/m2. 
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increases the SFE, it also lowers the strain hardening resulting in TWIP steels with slightly 
lower tensile strengths. Al also very effectively suppresses the γ→ε transformation. Instead, 
similar observations have been made for N. Both Al and N reduced the stacking fault 
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Fig. 11. Comparison of the structure and energy of the planar faults in f.c.c. metals and 
alloys. 
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The nucleation of twins in TWIP steel does not seem to be a homogeneous process. Instead, 
the nucleation stage in deformation twinning is closely related to prior dislocation activity, 
as the process always occurs after some amount of prior dislocation generation and 
dislocation-dislocation interactions on different slip systems. Twins are initiated in special 
dislocation configurations created by these interactions generally resulting in multi-layer 
stacking faults which can act as twin nuclei. 
The effect of the deformation twinning process is twofold: the twinning shear makes a 
relatively small contribution to the deformation and the twin boundaries, which act as 
barriers to dislocation motion, reduce the dislocation mean free path (Meyers et al., 2001).  
The most likely mechanism for strain-induced twinning (figure 12) has been proposed by 
Venables (Venables, 1961; Venables, 1964; Venables, 1974). In a first stage a jog is created on 
a dislocation by dislocation intersection. This jog dissociates in a sessile Frank partial 
dislocation and a Shockley partial dislocation. When the partial dislocation moves under the 
influence of an externally applied force, it trails an intrinsic stacking fault and it rotates 
repeatedly around the pole dislocations, generating a twin in the process. 
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Fig. 12. Schematic showing the different stages in the Venables pole mechanism for strain-
induced twinning. 

As the stress increases, the volume fraction of twins increase steadily, continuously dividing 
grains into smaller units. It can be considered a dynamic Hall-Petch effect as the effective 
grain size is continuously being decreased. 
Glide type deformation-induced twinning mechanisms have also been proposed. In glide 
mechanisms it is assumed that the passage of identical a/6<112> type partials on successive 
{111} planes. This process requires very high stresses with specific orientations. Glide 
sources are therefore less probable source of twins, but Bracke et al. (2009), who studied 
twinning in Fe-22%Mn-0.5%C TWIP steel by means of TEM, support a model for the 
creation of a three layer stacking fault acting as a twin nucleus. They report a critical shear 
stress for twinning to be 89MPa. 
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In the absence of preferred crystallographic orientations and assuming the orientation 
factors for twinning and slip are equal, the transition from slip only deformation to slip and 
twinning deformation occurs when the slip stress reaches the twinning stress. As there is no 
agreed model for twin formation, the stress required to nucleate a twin is difficult to 
compute without making some essential simplifications. In practice, the growth of a twin 
requires a much lower stresses than what is usually computed by models. Hence nucleating 
stresses must be due to local stress concentration, as externally applied tensile stresses result 
in homogeneous stresses too low to nucleate twins. The twinning stress increases with 
increasing SFE, and the stress required to nucleate a twin is related to the intrinsic stacking 
fault energy in a quadratic or linear manner (Muira et al., 1968). Byun (2003) derived the 
following equation for the twinning stress, assuming that partial dislocation breakaway was 
the mechanism for the initiation of deformation twinning: 
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The equation is illustrated in figure 13 for SFE = 20mJ/m2. 
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Fig. 13. Illustration of the Byun “infinite separation” approach for the determination of the 
twinning stress. This approach assumes that for dislocations close to the screw orientation, 
partial dislocation break-away is possible and that this process initiates deformation-
induced twinning. For a SFE of 20mJ/m2 a tensile stress of approximately 820MPa is 
required. This is achieved at 20-25% of strain, i.e. a much higher stress than is needed to 
experimentally observe twinning. 

Meyers et al., (2001) proposed a model where twins are formed at grain boundaries and he 
reports the following equation for the twinning stress: 
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The parameter m relates the dislocation velocity to the applied shear stress. n is the number 
of dislocations in the grain boundary pile up causing a local stress increase. The parameter l 
is the distance between the dislocation source and the grain boundary. E is Young’s 
modulus. Q is the activation energy for dislocation motion. M is an orientation factor. 
The grain size D may play a role in the value of the twinning stress and larger grains tend to 
expand the twinning domain:  

0
T

T T
k
D

σ σ= +  

The kT value is usually much larger than the ky value for dislocation slip in the standard 
Hall-Petch relation.  
Sevillano (2009) has recently proposed a strain-hardening model for TWIP steels by 
considering that its behavior is similar to that of a plastically heterogeneous composite. He 
argues that the observation of an important Bauschinger effect, the back stress contributing as 
much as half of the total stress, by Bouaziz et al. (2008) is due to the fact that the simultaneous 
deformation of the grains and their twinned parts requires the presence of a forward internal 
stress operating on the twin and a backward internal stress operating on the untwinned 
matrix. This is due to the fact that the twins must share similar strain components with their 
matrix. The twins must however have an important contribution to the strength, which can 
only be based on their small nanometer thickness. Bouaziz et al. (2008) however link the back-
stress to dislocations of a given slip system being stopped at grain and twin boundaries and 
developing a stress which prevents similar dislocations from moving ahead. 
Jin et al. (2009) have studied the strain hardening of Fe-18%Mn-0.6%C-1.5%Al in detail and 
report that at large strains the deformation twinning rate greatly decreases deformation 
twins with different growth directions and that the amount of twinned volume is controlled 
not by the lateral growth of the deformation twins, but by the increase in the number of new 
deformation twins.   
Various models have been proposed to model the TWIP-effect in high Mn steel in order to 
understand the parameters controlling their pronounced work-hardening. Bouaziz et al. 
(2001) and Allain et al. (2004) were probably the first to attempt to model the effect of the 
strain-induced twinning on the work-hardening of TWIP steel on a physical basis using the 
Kocks-Mecking (Kocks & Meckings, 1981) approach. In their description the twins act as 
impenetrable obstacles. The model computes uniaxial tensile stress-strain curves on the 
basis of the evolution of the dislocation density and the twin volume fraction. Their 
description of the evolution of the dislocation density is given by:  

1 1 1( )d k f
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The twin volume fraction is given by: 

1 mF e ε− ⋅= −  
The SFE enters indirectly in the Bouaziz-Allain model through the value of the m-
parameter. Applying their model to Fe-22%Mn-0.6%C TWIP steel, they found the flowing 
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values for the main parameters: k=0.011, f=3 and m=1.95. Interestingly, k and f are exactly 
the same as for AISI 409 and 304L grades. The same authors described an extension to their 
original model using a visco-plastic description and a homogenization law to deal with a 
randomly oriented polycrystal. These results support the fact that the total volume fraction 
of the twins is very low and that plastic deformation is mainly achieved by dislocation glide.  
In contrast to recrystallization twins, deformation twins tend to be very thin. The twins are 
estimated to be 15nm thick. Allain et al. (2004) also proposed a mechanism for the twinning 
behavior of the deformation-induced twins whereby in a first stage a few tens of nanometer 
thick twin will move until it reaches a strong boundary, a grain boundary or a twin boundary. 
In the second stage the twins thicken. They also notice that two twinning systems are 
sequentially activated in most grains. The first twins develop across the entire grain. The twins 
of second system develop between the primary twins and are much shorter and thinner. 
Shiekhelsouk et al. (2009) developed a very detailed physically-based, micro-mechanical 
model incorporating elasto-visco-plasticity, to obtain a constitutive model for Fe-22%Mn-
0.6%C TWIP steel using a randomly oriented representative volume element of 800 grains. 
They report that the twinned volume fraction is dependent on the grain orientation, and is 
less than 0.08 for a macroscopic strain of 0.4. 
Kim et al. (2010) used the Kubin-Estrin model (1986) to compute the strain hardening from 
the evolution of the coupled densities of the mobile dislocations, ρm, and immobile forest 
dislocations, ρf. In this model the two dislocation densities saturate at large strains and two 
dislocation densities are coupled via terms which simultaneously appear as annihilation 
terms in the evolution equation for ρm and as production terms in the evolution equation for 
ρf. The following set of differential equations was used: 
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In these equations C1 is a production term, with forest obstacles acting as pinning points for 
fixed dislocation sources. C2 takes into account the mobile density decrease by interactions 
between mobile dislocations. C3 describes the immobilization of mobile dislocations with a 
mean free path proportional to ρf1/2, assuming a spatially organized forest structure. C4 is 
associated with the rearrangement and annihilation of forest dislocations by climb or cross-
slip.  
The Bouaziz et al. (2001) expression for the twin spacing was modified to take into account 
the fact that as a set of parallel planar twins of identical thickness cross a grain, the areal 
fraction and the volume fraction of twins are the same means and the factor of 2 should not 
be considered, hence: 
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F
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where t is the average twin spacing, e is the average twin thickness which is independent of 
strain, and F is the twin volume fraction.  
Combining the three previous equations, the dislocation density evolution was expressed as 
follows: 
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The parameter m relates the dislocation velocity to the applied shear stress. n is the number 
of dislocations in the grain boundary pile up causing a local stress increase. The parameter l 
is the distance between the dislocation source and the grain boundary. E is Young’s 
modulus. Q is the activation energy for dislocation motion. M is an orientation factor. 
The grain size D may play a role in the value of the twinning stress and larger grains tend to 
expand the twinning domain:  

0
T

T T
k
D

σ σ= +  

The kT value is usually much larger than the ky value for dislocation slip in the standard 
Hall-Petch relation.  
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The twin volume fraction is given by: 

1 mF e ε− ⋅= −  
The SFE enters indirectly in the Bouaziz-Allain model through the value of the m-
parameter. Applying their model to Fe-22%Mn-0.6%C TWIP steel, they found the flowing 
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values for the main parameters: k=0.011, f=3 and m=1.95. Interestingly, k and f are exactly 
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model incorporating elasto-visco-plasticity, to obtain a constitutive model for Fe-22%Mn-
0.6%C TWIP steel using a randomly oriented representative volume element of 800 grains. 
They report that the twinned volume fraction is dependent on the grain orientation, and is 
less than 0.08 for a macroscopic strain of 0.4. 
Kim et al. (2010) used the Kubin-Estrin model (1986) to compute the strain hardening from 
the evolution of the coupled densities of the mobile dislocations, ρm, and immobile forest 
dislocations, ρf. In this model the two dislocation densities saturate at large strains and two 
dislocation densities are coupled via terms which simultaneously appear as annihilation 
terms in the evolution equation for ρm and as production terms in the evolution equation for 
ρf. The following set of differential equations was used: 
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In these equations C1 is a production term, with forest obstacles acting as pinning points for 
fixed dislocation sources. C2 takes into account the mobile density decrease by interactions 
between mobile dislocations. C3 describes the immobilization of mobile dislocations with a 
mean free path proportional to ρf1/2, assuming a spatially organized forest structure. C4 is 
associated with the rearrangement and annihilation of forest dislocations by climb or cross-
slip.  
The Bouaziz et al. (2001) expression for the twin spacing was modified to take into account 
the fact that as a set of parallel planar twins of identical thickness cross a grain, the areal 
fraction and the volume fraction of twins are the same means and the factor of 2 should not 
be considered, hence: 
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where t is the average twin spacing, e is the average twin thickness which is independent of 
strain, and F is the twin volume fraction.  
Combining the three previous equations, the dislocation density evolution was expressed as 
follows: 
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The twinning-related term is expected to result in a remarkable increase of the strain 
hardening behavior compared to the classical strain hardening behavior. A modification to 
these equations taking into account dynamic strain aging (DSA) was also included. The 
result for a Fe-18%Mn-0.6%C-1.5%Al TWIP steel is shown in figure 14. The model correctly 
predicts that the strain hardening dσ/dε has a more or less flat behavior in the intermediate 
strain levels, rather than continuously decreasing as it occurs in the case of high SFE metals. 
This sustained strain hardening level is due to the gradual decrease in the dislocation mean 
free path. 
Dini et al. (2010) analyzed the dislocation density evolution in Fe-31%Mn-3%Al-3%Si TWIP 
steel during straining by means of XRD. They calculate a large twin volume fraction of 0.56 
at a strain of 0.4. They report a value of 18nm for the twin lamella thickness. 
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Fig. 14. (a) Comparison of the experimental true stress-true strain curves and the model 
calculation. (b) Mobile and forest dislocation density for twinned grains as a function of true 
strain. (c) The average volume fraction of twins inside a twinned grain as a function of true 
strain. (d) Fraction of twinned grain as a function of true strain. 

5. Forming properties 
The normal anisotropy and the strain hardening are usually considered the most important 
sheet forming properties. The normal anisotropy of Fe-18%Mn-0.6%C-1.5%Al TWIP steel, as 
measured in the RD, TD and at 45° to RD is illustrated in figure 15. The normal anisotropy 
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value is relatively low, but this is expected to have a relatively low impact on the forming 
performance because of the high strain hardening coefficient, as illustrated in figure 16.  
The strain hardening can be seen to increase steadily up to a strain of approximately 0.25. At 
that stage the strain hardening assumes a constant value of about 0.5. Comparison of the 
data in figure 16 and the results of the model calculations shown figure 14(d) reveal that the 
strain hardening is closely related to the formation of strain-induced twins. It can also be 
seen that the strain hardening reaches a constant value at a strain of approximately 0.25, 
which coincide with the saturation of the twin volume fraction.  
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Fig. 15. Strain dependence of the normal anisotropy for tensile samples taken at 0°, 45° and 
90° to the rolling direction (left). Planar anisotropy in the 10%-15% strain range (right). 
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Fig. 16. Strain hardening of Fe-18%Mn-0.6%C-1.5%Al TWIP steel. 
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free path. 
Dini et al. (2010) analyzed the dislocation density evolution in Fe-31%Mn-3%Al-3%Si TWIP 
steel during straining by means of XRD. They calculate a large twin volume fraction of 0.56 
at a strain of 0.4. They report a value of 18nm for the twin lamella thickness. 
 

(a) (b)

0.0 0.1 0.2 0.3 0.4 0.5
0.0

0.2

0.4

0.6

0.8

1.0

Fr
ac

tio
n 

of
 tw

in
ne

d 
gr

ai
n

True strain

0.0 0.1 0.2 0.3 0.4 0.5
0

500

1000

1500

2000

2500

Tr
ue

 s
tr

es
s 

(M
Pa

)

True strain

ExpModel
TWIP effect included

Model
TWIP effect excluded

(c)

0.0 0.1 0.2 0.3 0.4 0.5
0

20

40

60

80

D
is

lo
ca

tio
n 

de
ns

ity
 

(1
014

m

- 2 ) 

True strain

Mobile dislocation density

Forest dislocation density

0.0 0.1 0.2 0.3 0.4 0.5
0.00

0.02

0.04

0.06

0.08

0.10

Tw
in

ni
ng

 F
ra

ct
io

n

True strain(d)   
Fig. 14. (a) Comparison of the experimental true stress-true strain curves and the model 
calculation. (b) Mobile and forest dislocation density for twinned grains as a function of true 
strain. (c) The average volume fraction of twins inside a twinned grain as a function of true 
strain. (d) Fraction of twinned grain as a function of true strain. 
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value is relatively low, but this is expected to have a relatively low impact on the forming 
performance because of the high strain hardening coefficient, as illustrated in figure 16.  
The strain hardening can be seen to increase steadily up to a strain of approximately 0.25. At 
that stage the strain hardening assumes a constant value of about 0.5. Comparison of the 
data in figure 16 and the results of the model calculations shown figure 14(d) reveal that the 
strain hardening is closely related to the formation of strain-induced twins. It can also be 
seen that the strain hardening reaches a constant value at a strain of approximately 0.25, 
which coincide with the saturation of the twin volume fraction.  
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Fig. 15. Strain dependence of the normal anisotropy for tensile samples taken at 0°, 45° and 
90° to the rolling direction (left). Planar anisotropy in the 10%-15% strain range (right). 
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Fig. 16. Strain hardening of Fe-18%Mn-0.6%C-1.5%Al TWIP steel. 
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The stretch forming properties of TWIP steel are considerably better than those of the other 
AHSS of similar strength level. The low r-value and the negative strain rate sensitivity 
results in low values when the starting hole is made using a method that leads to 
considerable deformation of the hole edge, such as hole punching. This is illustrated in 
figure 17. 
Having said this, the actual forming performance of TWIP steel has proven to be excellent in 
practice. This is illustrated by the example of the shock absorber housing in figure 18.  
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Fig. 17. HER for TWIP steel compared to the HER-UTS relation observed for a large number 
of automotive materials indicated by the gray band (top). Illustration of the difference in 
TWIP steel hole expansion performance for a low quality punched hole (below, left) and a 
high quality drilled hole (below, right). 
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Fig. 18. Example illustrating the use of TWIP steel for the press forming of an automotive 
shock absorber housing. 

6. High strain rate properties 
Figure 19 compares the dynamic energy absorption of different types of automotive steels 
when tested at a strain rate of 103s-1. High strain rate properties of TWIP steels have been 
reported by Frommeyer et al. (2003) for a Fe-25%Mn-3%Si-3%Al-0.03%C TWIP steel where the 
formation of α’ and ε is fully suppressed, even after straining. This TWIP steel has a moderate 
strain hardening (Yield strength: 280MPa; Tensile Strength: 650MPa) and dislocation glide has 
been reported as the main deformation mechanism. At lower temperatures the amount of 
twinning increases. Extensive twin formation occurs during high strain rate deformation, and 
no brittle fracture is observed even at a temperature as low as -200°C. 
Ueji et al. (2007) studied the high strain rate deformation of Fe-31%Mn-3%Si-3%Al TWIP 
steel for a grain size in the range of 1.1μm-35.5μm. In contrast to the observation made for 
ferritic steels there is still a large elongation at small grain sizes. They explain their 
observations by the limited dynamic recovery in TWIP steels due to a low SFE. The 
elongation is only slightly smaller at higher strain rates 10-3 to 10+3 s-1.  
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Fig. 19. Comparison of the energy absorption, in J/mm3, for common types of automotive 
steels during high strain deformation (Strain rate: 103s-1). 
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Fig. 18. Example illustrating the use of TWIP steel for the press forming of an automotive 
shock absorber housing. 
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steel for a grain size in the range of 1.1μm-35.5μm. In contrast to the observation made for 
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observations by the limited dynamic recovery in TWIP steels due to a low SFE. The 
elongation is only slightly smaller at higher strain rates 10-3 to 10+3 s-1.  
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Fig. 19. Comparison of the energy absorption, in J/mm3, for common types of automotive 
steels during high strain deformation (Strain rate: 103s-1). 
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Sahu et al. (2010) have studied the mechanical behavior of two Fe-24%Mn-0.5%Si-(0.11-
0.14)%C TWIP steels with 0.91% and 3.5% Al additions in the strain rate range of 10-4-4000 s-

1. The transformation of austenite to martensite is reported to take place up to a strain rate of 
103s-1. The TWIP steel alloyed with 3.5% Al had a higher stability, and the transformation of 
this TWIP steel was limited to the strain rate range of 10-3 s-1 to 720 s-1. Irrespective of the Al 
content, the transformation of the austenite phase is suppressed during high strain rate 
deformations due to the adiabatic heating of the sample. Based on the observation of 
serrated grain boundaries, they also argue that dynamic recrystallization may be taking 
place during the high strain rate tests.  

7. Strain localization 
Room temperature dynamic strain aging (DSA) occurs in the most commonly studied carbon-
alloyed TWIP steels Fe-22%Mn-0.6%C and Fe-18%Mn-0.6%C. DSA-related type A serrations 
are shown in figure 20. It is very likely due to the presence of C-Mn complexes, which re-orient 
in the presence of dislocations via a single hop diffusion mechanism. This mechanism is 
similar to a model recently developed by Curtin et al. (2006). This re-orientation does not 
require long range diffusion, only a single diffusional hop of the interstitial carbon in the C-Mn 
complex to achieve a suitable orientation with respect to the strain field of the partial 
dislocation. The fast dislocation core diffusion has been proposed as an alternatively, to 
explain this widely observed room temperature DSA (Chen et al., 2007). 
 

30 40 50 60
800

850

900

950

1000

En
g.

 S
tr

es
s 

(M
Pa

)

Eng. Strain, %
0.0 0.1 0.2 0.3 0.4

-0.015

-0.010

-0.005

0.000

0.005

True Strain

St
ra

in
 R

at
e 

Se
ns

iti
vi

ty

 
Fig. 20. Direct evidence for DSA in TWIP steel: type A serrations due to the passage of 
individual  PLC bands (left), IR thermography of an isolated PLC band (middle), strain rate 
sensitivity measurement showing negative values (right). 

Detailed DSA studies have been carried out by Chen et al. (2007), Kim et al. (2009) and 
Zavattieri et al. (2009) for Fe-17-18Mn-0.6%C-1-1.5%Al have analyzed the PLC band 
properties. They report that the band velocity decreases with strain and that the band strain 
rate is 15-100 times the applied value. Localization may in principle result in press forming 
difficulties, but the occurrence of PLC bands in uni-axial tensile testing has not been 
reported to lead to the poor press forming performance for Fe-22Mn-0.6C TWIP steel 
(Allain, 2008). This is very likely related to the fact that the occurrence of DSA-related 
surface defects are stress state and strain rate dependent. Based on data for the critical strain 
of Bracke (2006) the schematic in figure 21 is proposed.   
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Fig. 21. Schematic showing the approximate strain rate and critical strain region for DSA. 

The other aspects of DSA should however not be overlooked, as DSA is related to a negative 
strain rate sensitivity and hence a very limited post-uniform elongation, as illustrated in 
figure 22. 
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Fig. 22. Stress-strain curves for Fe-18%Mn-0.6%C-1.5%Al TWIP steel clearly showing the 
negative strain rate sensitivity of this material: the flow stress decreases with increasing 
strain rate. Note the suppression of the serrations when the material is tested at higher strain 
rates.  

In carbon-alloyed f.c.c. alloys the room temperature DSA cannot be explained by long range 
diffusion of carbon. Instead it results from the presence of point defect complexes which can 
re-orient themselves in the stress field of dislocations or in the stacking faults. Possible 
defect complexes in high Mn TWIP steels are the following: carbon-vacancy complex, 
carbon-carbon complex, and carbon-Mn complex. The two first complexes are unlikely due 
to the very low vacancy concentration and the strong repulsive carbon-carbon interaction.  
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require long range diffusion, only a single diffusional hop of the interstitial carbon in the C-Mn 
complex to achieve a suitable orientation with respect to the strain field of the partial 
dislocation. The fast dislocation core diffusion has been proposed as an alternatively, to 
explain this widely observed room temperature DSA (Chen et al., 2007). 
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Fig. 20. Direct evidence for DSA in TWIP steel: type A serrations due to the passage of 
individual  PLC bands (left), IR thermography of an isolated PLC band (middle), strain rate 
sensitivity measurement showing negative values (right). 

Detailed DSA studies have been carried out by Chen et al. (2007), Kim et al. (2009) and 
Zavattieri et al. (2009) for Fe-17-18Mn-0.6%C-1-1.5%Al have analyzed the PLC band 
properties. They report that the band velocity decreases with strain and that the band strain 
rate is 15-100 times the applied value. Localization may in principle result in press forming 
difficulties, but the occurrence of PLC bands in uni-axial tensile testing has not been 
reported to lead to the poor press forming performance for Fe-22Mn-0.6C TWIP steel 
(Allain, 2008). This is very likely related to the fact that the occurrence of DSA-related 
surface defects are stress state and strain rate dependent. Based on data for the critical strain 
of Bracke (2006) the schematic in figure 21 is proposed.   
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Fig. 21. Schematic showing the approximate strain rate and critical strain region for DSA. 

The other aspects of DSA should however not be overlooked, as DSA is related to a negative 
strain rate sensitivity and hence a very limited post-uniform elongation, as illustrated in 
figure 22. 
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Fig. 22. Stress-strain curves for Fe-18%Mn-0.6%C-1.5%Al TWIP steel clearly showing the 
negative strain rate sensitivity of this material: the flow stress decreases with increasing 
strain rate. Note the suppression of the serrations when the material is tested at higher strain 
rates.  

In carbon-alloyed f.c.c. alloys the room temperature DSA cannot be explained by long range 
diffusion of carbon. Instead it results from the presence of point defect complexes which can 
re-orient themselves in the stress field of dislocations or in the stacking faults. Possible 
defect complexes in high Mn TWIP steels are the following: carbon-vacancy complex, 
carbon-carbon complex, and carbon-Mn complex. The two first complexes are unlikely due 
to the very low vacancy concentration and the strong repulsive carbon-carbon interaction.  
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The carbon-Mn complexes are very likely due to the strong attractive interaction between 
interstitial carbon and the substitutional Mn. The most likely carbon-Mn complex in Fe-Mn-
C TWIP steel has one carbon atom and one Mn atom (figure 23). 
Serrated stress-strain curves can be avoided by increasing the Al content as illustrated in 
figure 24. As Al additions are known to increase the stacking fault energy, this data seems to 
suggest that the main interaction giving rise to the flow localization is the interaction 
between the C-Mn point defect complexes and the stacking faults. A similar 
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Fig. 23. Distribution of the various types of C-Mn complexes in a Fe-18%Mn-0.6%C TWIP 
steel (left). The most likely complex is a octahedral cluster containing one carbon atom and 
one Mn atom (right). 
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Fig. 24. Stress-strain curves Fe-18%Mn-0.6%C TWIP steel with increasing Al alloying 
additions. The additions delay the onset of the serrations, and at 2.3% Al no serrations are 
observed. 
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Fig. 25. Influence of N alloying additions on the stress-strain curve of Fe-22%Mn-0.6%C 
TWIP steel. 

effect is expected from nitrogen additions. At nitrogen contents lower than 0.3 mass-%, the 
SFE increases. The effect of nitrogen additions on the suppression of the serrations is 
illustrated in figure 25. 

8. Delayed fracture 
The need to study delayed fracture remains important. The phenomenon is very likely 
related to hydrogen induced cracking and it will require further fundamental analysis as 
delayed fracture has been identified as the major problem for Fe-22%Mn-0.6%C TWIP steel. 
The effect appears readily in deep drawn cup as deep edge cracks a certain time after the 
cup has been drawn. The edge of a fully drawn cup is subjected to residual tensile hoop 
stresses. The exact mechanism for delayed fracture has not yet been identified, but Kim et al. 
(2008) have suggested that it is related to martensitic transformation in the presence of 
residual stresses and possibly hydrogen. They investigated the influence of the γ→α’ and 
γ→ε martensitic transformations formed during the tensile testing in Fe-18%Mn-0.6%C and 
Fe-18%Mn-0.6%C-1.5%Al TWIP steel. The Al-alloyed TWIP steel remained free of 
martensite. Both TWIP steel contained martensite after cup drawing however, but the 
amount of martensite was slightly less for the Al alloyed TWIP steel. The suppression of 
delayed fracture by Al-additions is illustrated in figure 26. This may be due to the fact that, 
as martensitic transformations require the ease of formation of planar faults, an increase of 
the SFE resulting from Al-additions will limit the nucleation of a martensite phase which 
may be embrittled by the presence of small amount of solute hydrogen. 
Jung et al. (2008) compared the hydrogen embrittlement of TRIP and TWIP steel after 
cathodic hydrogen charging. They report that Fe-15%Mn-0.45%C-1%Al and Fe-18%Mn-
0.6%C TWIP steels, with and without Al-additions, contained less hydrogen and were much 
more resistant to embrittlement than TRIP steel after U-bend and cup drawing tests. 
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Fig. 26. Example of delayed fracture deep drawn Fe-22%Mn-0.6%C TWIP steel (Left). 
Suppression of delayed fracture in deep drawn Fe-(15-17)%Mn-0.6%C TWIP steel by 
alloying additions of 1.5% Al (Right). 

9. Fatigue properties 
The performance of a 1160MPa tensile strength Fe-22%Mn-0.52%C TWIP steel during cyclic 
loading has been reported to be influenced by the pre-straining (Niendorf et al., 2009). A 
significant longer fatigue life was achieved when the TWIP steel is pre-deformed. This is 
explained by the formation of new twins during the pre-deformation and their evolution 
hindering the dislocation motion. This leads to a stable deformation response in cyclic 
loading and a longer fatigue life. When tested in the as-received state, the dislocation 
density decreases and the existing twins widen, leading to a cyclic softening due to a lack of 
dislocation-twin interaction, and a lack of nucleation of new twins. Hamada et al. (2009) 
have studied the high cycle fatigue behavior of Fe-22.3%Mn-0.6C (SFE: 26 mJ/m2), Fe-
17.8%Mn-0.6%C with a 200ppm Nb addition (SFE: 23 mJ/m2) and Fe-16.4%Mn-0.29%C-
1.54%Al (SFE: 19 mJ/m2) TWIP steels were studied in flexural bending fatigue using a zero 
mean stress. They report that the three steels had the same 2x106 cycles fatigue stress limit of 
400MPa, i.e. well above the yield stress of the steels. The ratio of fatigue limit to tensile 
strength was in the range of 0.42-0.48, i.e. common to austenitic steels. No twins or ε-
martensite were formed during the fatigue test, but fatigue cracks nucleated at intersections 
of slip band and grain boundaries and annealing twin boundaries. 

10. Ultra-fine grained TWIP steel 
Ultra-fine grained (UFG) ferritic steels are characterized by a combination of ultra-high 
strength and limited elongation. This does not seem to be the case for UFG austenitic TWIP 
steel. Ueji et al. (2007) have reported that UFG Fe-31%Mn-3%Al-3%Si TWIP steel retained a 
considerable ductility in contrast to UFG Al or IF steel. Bouaziz et al. (2009) have studied the 
properties of nano-structured Fe-22%Mn-0.6%C TWIP steel obtained by a combination of 
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cold deformation and recovery-annealing. The process decreases the dislocation density and 
retains the very dense nano-scale twin microstructure, leading to very high yield stresses 
and adequate elongations. 

11. TWIP steel industrialization 
The considerable interest in high Mn TWIP steels is due to their superior mechanical 
properties. Compared to standard low carbon steels, high Mn TWIP steels have high carbon 
and Mn contents. When Al is added the content also tends to be high. It is clear that the cost 
issue will be important in addition to remaining technical problems. Ferro-Manganese is 
reportedly rich in P which will require more attention during steelmaking. Whereas TWIP 
steels have demonstrated their formability for complex automotive parts despite their high 
strength, their behavior in stretch forming, in particular during hole expansion, is not as 
good as one may have expected, when compared e.g. to that of IF steel. This is mainly due to 
the absence of post-uniform strain, which is a direct consequence of the low strain rate 
sensitivity. The application of Zn and Zn alloy coatings by hot dip galvanizing requires 
special care as there are clear indications that a MnO surface layer is formed during 
continuous annealing and processing in a hot dip galvanizing line. This MnO surface layer 
will very likely influence coating adhesion, and electrolytic Zn deposition will very likely be 
the preferred route for coating TWIP steels. Both HDG and electrolytic coating of TWIP steel 
have been attempted and examples of defect-free Zn coatings are shown in figure 27. 
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Fig. 27. Examples of cold rolled TWIP steel coils. Electrodeposited and hot dip pure Zn 
coating quality on TWIP steel showing the absence of bare spots. 

12. Conclusion 
The present review of the properties of high Mn TWinning-Induced Plasticity (TWIP) steels 
clearly shows that the Fe-(15-30)%Mn alloy system with additions of C, Al and/or Si to fully 
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stabilize the f.c.c. phase and control the SFE within the narrow range of 15-30 mJ/m2, results 
in steels with very wide range of mechanical properties, making this relatively new class of 
steels of interest for many automotive applications. The physical metallurgy of TWIP steels 
is still relatively limited and the following aspects need to receive an in depth analysis: the 
twinning mechanism, texture evolution, and delayed fracture. The determination of the 
twinned volume fraction remains a challenge and is needed to evaluate the different models 
proposed to explain the mechanical behavior of TWIP steels. The distribution of the 
twinning as it related to the formation of texture components must also be given a clear 
analysis. The mechanism of delayed fracture is still not known. In particular the complex 
interaction of factors related to transformation, residual stresses, and the influence of 
hydrogen has made the issue particularly difficult to address. Having said this it is clear that 
Al-added TWIP steels may be considered immune to the problem. 
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1. Introduction 
Powder injection moulding (PIM) technology represents a challenging production method 
for automotive items, alternative to machining and investment casting. The European 
automotive industry utilizes PIM applications over 50% of the time (Kearns, 2009). In 
Germany the first Schunk penetrations into the automotive industry were lock caps and lock 
shafts, followed by cable seals used to fix the cable to car sunroofs, soft magnetic sensor 
housing parts, cams for electrical adjustment mechanism of car seats, bonnet lock fixing 
bearings, or rocker arms for VVT engines used by BMW, produced now at an annual rate of 
4.5 million pieces. Nowadays, even more stringent parts such as turbocharger vanes, rollers 
and adjustment rings are produced there (Schlieper, 2007). Concerning ceramics, good 
application examples are the 8-inch-diameter turbine wheels produced by General Motors 
for a turbine engine and large static components for automotive gas turbine programs 
(Moritz & Lenk, 2009).  
Recently, a HYDRO-PIM project in Austria was aimed at developing potential applications 
for PIM stainless steel for use in extreme low temperatures for BMW Hydrogen 7 (anonym, 
2007). Another European project, CarCIM, was initiated in 2006 to develop ceramic 
components for automotive and railway applications – glow plug, gear wheel, a valve set 
and braking pads using two-component PIM (Moritz, 2008). Fraunhofer IFAM has 
coordinated a European project dealing with new material laws for PIM feedstocks called 
MATLAW to improve feedstock’s characteristics and mould filling simulation approaches 
(Williams, 2009). 
Although PIM technology was first commercialized in North America, nowadays Asia is the 
largest market. The automotive sector remains the largest (19.9 %) user of PIM parts in Japan 
(anonym, 2010). The earliest application of PIM in China was an alumina spark plug body 
for automobile engines in the 1960s (Li, 2007).  
During the PIM process, a powder must be at first compounded with a suitable polymer 
binder to obtain a highly (typically around 60 vol. %) concentrated compound, which is then 
processed in injection moulding machines utilized in the plastics industry. In the next step, a 
binder is chemically or thermally withdrawn from the moulded (green) part, and the 
remaining purely metal or ceramic (brown) part is sintered to its final dimensions and 
density.  
PIM is clearly an interdisciplinary technique combining metallurgy with the processing of 
plastics. Therefore, products made with PIM technology take advantage of the material 
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flexibility of powder metallurgy and the design flexibility of plastics moulding. PIM 
technology has several advantages in comparison to traditional metalworking as it is a no 
scrap technique, suitable for designs difficult to machine. German (2007) presented a survey 
of over 200 PIM components already in production around the world in order to analyze 
their geometrical attributes and special features such as length, mass, slenderness, wall 
thickness, number of holes, slots, undercuts, surface texture, e.t.c. and proposed an ”ideal” 
PIM part design (Fig. 1). A great potential of PIM technology is its ability to combine 
multiple parts into a single item, as for example a drive wheel for a bonnet lock mechanism 
(Fig. 2), where eight individual parts were combined into one (Schlieper, 2007).  
 

 
Fig. 1. Design of a PIM part (Schlieper, 2007; courtesy of PIM International). 

Further, PIM, as an injection moulding technique, can be adopted to combine different 
materials via two-component PIM (2C-PIM), production of very small parts via micro PIM 
(μPIM) or using the advantages of gas assisted PIM (GA-PIM). On the other hand, there are 
several factors still limiting the mass expansion of PIM technology, and tooling and set-up 
expenses are difficult to justify for low production quantities. According to German (2008), 
PIM is usually attractive for an annual production of more than 200,000 parts.  
 

 
Fig. 2. Demonstration of multiple parts combination into a single PIM item (Schlieper, 2007; 
courtesy of PIM International). 
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The fundamentals of PIM technology have been described in several books (especially 
German, 1990; German & Bose, 1997). Within the following text, particular stages of the PIM 
process - mixing, injection moulding, debinding and sintering – will be briefly introduced, 
describing the current state-of-the-art and providing some practical information for the 
producers considering PIM as an alternative route for automotive items. The main focus of 
this work, however, consists of discussing rheological approaches to control and optimize 
the mixing and injection moulding steps of the process, because the majority of PIM 
companies originate from a metallurgical background and not a polymer processing 
background. Some of the quality issues arising from the moulding step, especially phase 
separation of powder and binder during mould filling, might cause visual defects, porosity, 
warpage or even cracks in the final products. Therefore, such quality influencing factor for 
PIM technology is considered as well, interpreting the latest results of both theoretical and 
experimental studies.  

2. Description of the process  
The first task to be considered when planning PIM production is to select material – powder 
and binder. The availability and cost of PIM quality powders are still major limiting factors 
affecting decision making. Nevertheless, any metal (except for pure aluminium, due to an 
oxide film on the surface inhibiting sintering) or ceramic powder can be utilized in both PIM 
divisions (MIM – Metal Injection Moulding and CIM – Ceramic Injection Moulding) if it is 
prepared in the suitable form. Important powder characteristics such as particle size, 
particle size distribution and shape of particles are governed by the way of their 
preparation. New technologies in powder production have been implemented to extend the 
range of fine metal and ceramic powders for PIM producers (German & Bose, 1997). An 
increasing demand motivates powder manufacturers to meet the special requirements of 
PIM. The ISO TC119 SC5 committee is responsible for MIM materials specifications. A final 
release of approved specifications is projected for 2011. 
The powders used for automotive PIM applications include plain and low alloy steels, high 
speed steels, stainless steels, super alloys, magnetic alloys and hard metals, and aluminium 
or zirconium oxides for ceramics. The majority of PIM automotive items, however, are 
produced from 17-4PH stainless steel. Also, an increased potential has been recently 
recognized for high Ni content MIM alloys (MECO 26 or 28), which are hot gas corrosion 
resistant and have better microstructure and mechanical properties than parts made by 
centrifugal casting (Langer, 2007). MIM316L steel, showing an almost threefold increase in 
tensile strength and only modest decay in ductility at -253 °C compared with room 
temperature properties, proved to be an excellent candidate for the BMW Hydrogen 7 car 
(anonym, 2007). GKN Sinter Metal (Germany) produces several hundred tons of MIM parts 
per year, mainly for automotive industry from Fe-Ni alloys, 42CrMo4, 17-4PH and 
superalloys for high temperature applications (Schlieper, 2010).  
Material component, allowing for the shaping of metal/ceramic powders via injection 
moulding, is a binder. A typical binder consists of three components: main body, backbone 
(non-reactive during debinding process, keeping the shape of the part prior to sintering) and 
additive (German, 1990). Waxes (paraffin, carnauba, microcrystalline, beeswax) in the main 
body are often combined with the thermoplastic backbone (PE, PP, PS, PA, PMMA, EVA) 
and stearic or oleic acid. Block copolymers (EVA, EBA, EAA), as they are made of polymer 
blocks soluble in the dispersion medium and blocks with high affinity to powder, provide 
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suitable interactions with powder, imparting steric stabilization of a compound, and thus 
prevent separation from the powder during the flow. Currently, water-soluble binders 
based on polyethylene oxide (PEO) are increasingly being employed. Using cemented 
carbides and a three-component binder (PEO, PMMA, stearic acid) Chuankrerkkul et al. 
(2008) investigated the effect of the molecular weight of PEO on compound viscosity and 
discovered that lowering the molecular weight of the PEO did not affect the flow behaviour 
of the feedstock.  
Injection moulding of metal and ceramic powders requires preparing a feedstock, where 
individual powder particles are fully covered (lubricated) with the smallest effective amount 
of a binder, Fig. 3. The adjustment of optimum powder/binder ratio within a feedstock is 
one of the critical tasks during PIM processing and will be discussed in detail in Chapter 3.2.   
 

 
Fig. 3. SEM micrographs of alumina (a) and stainless steel (b) feedstocks. 

To ensure precise homogenization, sufficient shear stress is necessary, since PIM powders 
are rather fine (from 0.1 to 20 µm) with an enhanced tendency towards agglomeration. In 
this respect, a batch mixing in planetary or Z-blade mixers would be preferred, although 
usually taking a couple of hours. In a high volume production, twin screw extruders or 
shear rolls are employed for the feedstock preparation. Nevertheless, a current trend is to 
buy ready to use (commercial) feedstocks based on a patented binder system mixed with 
different powders. Perhaps the most widely used is the polyacetal binder Catamold® 
(BASF), which provides good processability and excellent shape retention. However, its 
removal is carried out in a highly concentrated nitric acid, and thus its utilization brings 
enhanced concerns for health and safety regulations. Such an issue can be overcome with 
water-soluble binders based on polyethylene oxide or polyvinyl alcohol offered by several 
producers (e.g. Polymer-Chemie, eMBe).  
The step during which the feedstock is formed into the desired shape is injection moulding, 
a technique well known in the automotive industry. Although there is no fundamental 
difference between injection moulding of PIM compounds and plastics, machines are 
usually optimized for the processing of powdery materials with a wear-resistant cylinder 
and screw, and a screw geometry adopted to lower compression rate and extended 
compression zone compared to standard screws for thermoplastics (Williams, 2008).  
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The injection moulding process naturally creates undesirable features such as gate marks, 
ejector pin marks, or parting lines which must be located in noncritical positions or 
suppressed after fabrication. Design restrictions include uniform or gradual section 
thickness changes, minimized wall thickness (reducing not only material consumption and 
moulding cycle time, but considerably also debinding and sintering), round corners to 
reduce stress concentrations and risk of fracture, and minimum undercuts on internal bores 
(Kazmer, 2007; German 2008). Contrary to conventional injection moulding, for PIM it is 
important (whenever possible) to design items with one flat surface, which allows standard 
support trays during sintering.   
After injection moulding the binder is removed from a green part via chemical, thermal or 
combined chemical/thermal processes (German, 1990). The choice of debinding method 
corresponds to the selected binder system. During solvent debinding an immersion of the 
binder is performed by placing the parts into a solvent (water, ethylene dichloride, n-
heptane or trichlorethane, e.t.c.) for several hours; alternatively, a solvent vapour, initiating 
condensation, and subsequently liquid extraction of the binder components is used. If 
thermal debinding is utilized, the binder is removed through an applied heat. It is carried 
out, depending on the selected powder, under air, hydrogen, nitrogen or argon atmospheres 
at various temperatures. Slight and uniform heating (lasting hours, even days) is required in 
order to withdraw a binder by evaporation or liquid extraction using a wicking material 
(porous substrate) without disruption of a part.  
After the binder removal, the strength of a brown part is to a large extent reduced. Thus, it has 
to be sintered to the final density, which generally reaches more than 97% of theoretical 
(German & Bose, 1997). Sintering is a technique widely employed in the powder metallurgy. It 
is carried out at temperatures below the melting point of a powder (usually between 0.6 and 
0.9 of the melting temperature) in a sintering furnace in a protective or vacuum atmosphere for 
metals and an air atmosphere for ceramics. Since an isotropic and uniform sintering shrinkage 
is required, fine powders, sintering more readily with improved surface finish than coarser 
powders, are preferred (German & Bose, 1997). As demonstrated in Fig. 4, defects arising from 
inhomogeneous mixing evidence themselves on the final sintered parts. 
 

 
Fig. 4. SEM micrographs of the sintered surface resulting from homogenous (a) and 
inhomogeneous (b) mixing. 
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The injection moulding process naturally creates undesirable features such as gate marks, 
ejector pin marks, or parting lines which must be located in noncritical positions or 
suppressed after fabrication. Design restrictions include uniform or gradual section 
thickness changes, minimized wall thickness (reducing not only material consumption and 
moulding cycle time, but considerably also debinding and sintering), round corners to 
reduce stress concentrations and risk of fracture, and minimum undercuts on internal bores 
(Kazmer, 2007; German 2008). Contrary to conventional injection moulding, for PIM it is 
important (whenever possible) to design items with one flat surface, which allows standard 
support trays during sintering.   
After injection moulding the binder is removed from a green part via chemical, thermal or 
combined chemical/thermal processes (German, 1990). The choice of debinding method 
corresponds to the selected binder system. During solvent debinding an immersion of the 
binder is performed by placing the parts into a solvent (water, ethylene dichloride, n-
heptane or trichlorethane, e.t.c.) for several hours; alternatively, a solvent vapour, initiating 
condensation, and subsequently liquid extraction of the binder components is used. If 
thermal debinding is utilized, the binder is removed through an applied heat. It is carried 
out, depending on the selected powder, under air, hydrogen, nitrogen or argon atmospheres 
at various temperatures. Slight and uniform heating (lasting hours, even days) is required in 
order to withdraw a binder by evaporation or liquid extraction using a wicking material 
(porous substrate) without disruption of a part.  
After the binder removal, the strength of a brown part is to a large extent reduced. Thus, it has 
to be sintered to the final density, which generally reaches more than 97% of theoretical 
(German & Bose, 1997). Sintering is a technique widely employed in the powder metallurgy. It 
is carried out at temperatures below the melting point of a powder (usually between 0.6 and 
0.9 of the melting temperature) in a sintering furnace in a protective or vacuum atmosphere for 
metals and an air atmosphere for ceramics. Since an isotropic and uniform sintering shrinkage 
is required, fine powders, sintering more readily with improved surface finish than coarser 
powders, are preferred (German & Bose, 1997). As demonstrated in Fig. 4, defects arising from 
inhomogeneous mixing evidence themselves on the final sintered parts. 
 

 
Fig. 4. SEM micrographs of the sintered surface resulting from homogenous (a) and 
inhomogeneous (b) mixing. 
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An important advantage of PIM technology is a possibility of integration of various effects 
without additional operations. As an example, OBE (Germany) produces watchcases for the 
Mercedes-Benz AMG from 316L stainless steel with the brushed effect on the surface 
incorporated in the injection moulding tool, thus, without any finishing (anonym, 2008). 
Further, as already mentioned in the introduction, PIM allows a combining of metals with 
ceramics via 2C-PIM, resulting in electric or thermal conductive/insulating, magnetic/non-
magnetic, or ductile/hard items. A crucial aspect of 2C-PIM is the sintering rate control – 
both components must sinter at similar shrinkage, rates and temperatures (Moritz & Lenk, 
2009).  
Currently, applications are highly focused to microPIM items having a weight as little as 
0.0004 g, thin walls (20 μm), aspect ratios up to 20, structural details in the range of 20-50 
μm, and surface roughness less than 0.05 μm. With microPIM additional demands are the 
size of powders (the grain size of the sintered part must be at least one order of magnitude 
smaller than the minimum internal dimension of the item) and homogeneity (Moritz & 
Lenk, 2009). Finally, a close variant to PIM is powder extrusion moulding used for example 
in the production of yttrium stabilized zirconia thin walled tubular electrolytes for fuel cells 
(Jardiel et al., 2009).  

3. Rheological approaches to optimize the process  
3.1 Binder composition  
Rheology, as a scientific discipline studying material flow properties, represents a powerful 
tool in the sophisticated treatment of several quality determining factors of the PIM process.  
For a successful mixing of PIM compounds, the rheological properties of a binder are 
important when seeking a tailored binder formulation or selecting a proper additive (e.g. 
Hens et al., 1991; Edirisinghe, 1991; Karatas et al., 2004). As the majority of researchers have 
concentrated on the effect of binder composition on the rheological properties of feedstocks, 
the roles of particular binder components and their interrelationships remain unclear. Hsu 
et al. (1994) compared four kinds of wax - paraffin, polyethylene wax, carnauba and 
acrawax, serving together with LDPE as a binder for 304L stainless steel. They demonstrated 
that the latter two waxes exhibited higher viscosity and more suitable pseudoplastic flow, 
arising from their polar characters (carnauba is alkyl acid ester and acrawax is a secondary 
amide) forming hydrogen bonds with a metal powder. Hausnerova et al. (2000) studied 
three types of polymer binders differing in block copolymer used (ethylene-butyl acrylate, 
ethylene-vinyl acetate, ethylene-acrylic acid). In doing so, they noticed that as the volume 
concentration of a solid component increased to 30 vol. %, the influence of the particular 
binder composition on flow properties decreased. Furthermore, Hsu and Lo (1996) 
employed the McLean-Anderson statistic method (Murray, 1984) to study the fluidity 
(inverse of viscosity) and pseudoplasticity (in terms of the power-law index) of 15 binder 
formulations. Their systematic investigation resulted in contour maps demonstrating how 
fluidity and pseudoplasticity vary with binder components.  
Viscosity of a binder should be less than 0.1 Pa.s in order to provide PIM feedstocks with 
viscosity below 103 Pa.s (German, 1990). Thus, researchers must properly select a testing set-
up for rheological measurements. A capillary rheometry is currently recognized as the best 
approach to predict the flow behaviour of PIM compounds. This approach, however, is 
complicated by several factors such as flow restrictions caused by instabilities (Hausnerova 
et al., 2000) or the so-called Serge-Silberberg effect, i.e. movement of particles from the 
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capillary wall to the centre during flow, which achieves a great magnitude, and thus leads to 
an axial solids concentration gradient (Kubat & Szalanczi, 1974). In the case of binders, 
however, a capillary rheometry is difficult to realize due to inherently low viscosity; instead, 
rotational rheometers of cocylindrical geometry are preferred.  
If a steady-state mode of rotational rheometers is employed for concentrated compounds, 
the material trapped between the plates or cone and plate tends to hang out during 
measurements (Shenoy, 1999). Further, as reviewed in Hausnerova (2010), the accuracy of 
using cone and plate rheometers for the measurement of materials prone to wall-slip, 
secondary flows and temperature changes due to dissipation energy from shear heating 
should be thoroughly analysed similarly to Kurzbeck et al. (1996). In their work, wall slip 
was discerned using two geometries according to the Mooney method, secondary flows 
were accounted for via estimation approaches, where relative torque (ratio of measured 
torque influenced by secondary flow to a theoretical one under laminar flow) is related to 
Reynold’s number. In the case of the compounds employed in Kurzbeck et al. (1996), the 
maximum increase of torque due to secondary flows was 0.2%, and an increase of 
temperature due to dissipation was calculated under adiabatic condition to be 40 K, but the 
measured values reached less than 1 K. 
As pointed out in Hausnerova (2010), interpretations of rheological data of PIM systems 
often lack the relevant application of corrections necessary to compensate for non-
newtonian flow character. Failure to recognize this fact can lead to errors both in the 
reporting of reliable data and the comparison of various rheological approaches. 

3.2 Determination of optimal powder/binder ratio 
Optimum powder loading within a feedstock refers to a powder concentration for which a 
compound exhibits good flow properties (viscosity less than 103 Pa.s) as well as 
homogeneity and stability in the shear rate range of 102 – 105 s-1; it should be set 6-14% lower 
than a value of maximum powder loading attainable for a given system (Dihoru et al., 2000).  
There are generally three approaches to determine the maximum powder loading: density 
measurement, mixing torque evaluation, and rheological tests. Barreiros & Vieira (2006) 
proposed an interesting combination of the last two methods employing torque rheometry 
to determine optimum compositions of PIM feedstocks. The optimum particle loading was 
determined to be the highest value resulting from the intersections of the adjustment of 
linear functions of the mixing torque as a function of powder loading plots. Dihoru et al. 
(2000) demonstrated the possibility of determining optimal solid loading through the aid of 
neutral network modelling.  
Nevertheless, rheological investigation of capillary flow data still represents the most 
sophisticated evaluation of optimum loading, bearing the relative viscosity (ratio of a 
feedstock viscosity to the viscosity of a binder) as a variable to obtain maximum packing 
fraction for a particular powder-binder compound. As a powder concentration reaches the 
maximum, all of the binder is confined among powder particles, i.e. the flow of the 
feedstock is restrained, resulting in a sharp increase in relative viscosity.   
Clearly, the value of the maximum loading level of a feedstock is influenced by the 
characteristics of a powder as well as packing procedure. In this respect an ideal PIM powder 
(German, 1990) should combine large and small particles in a tailored particle size distribution, 
which provides high packing values. Spherical or rounded shaped powders are preferred due 
to their easily predictable flow behaviour during mixing with a binder and consequent 
injection moulding of a feedstock, but the risk of poor shape retention is enhanced. 
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An important advantage of PIM technology is a possibility of integration of various effects 
without additional operations. As an example, OBE (Germany) produces watchcases for the 
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3. Rheological approaches to optimize the process  
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important when seeking a tailored binder formulation or selecting a proper additive (e.g. 
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concentrated on the effect of binder composition on the rheological properties of feedstocks, 
the roles of particular binder components and their interrelationships remain unclear. Hsu 
et al. (1994) compared four kinds of wax - paraffin, polyethylene wax, carnauba and 
acrawax, serving together with LDPE as a binder for 304L stainless steel. They demonstrated 
that the latter two waxes exhibited higher viscosity and more suitable pseudoplastic flow, 
arising from their polar characters (carnauba is alkyl acid ester and acrawax is a secondary 
amide) forming hydrogen bonds with a metal powder. Hausnerova et al. (2000) studied 
three types of polymer binders differing in block copolymer used (ethylene-butyl acrylate, 
ethylene-vinyl acetate, ethylene-acrylic acid). In doing so, they noticed that as the volume 
concentration of a solid component increased to 30 vol. %, the influence of the particular 
binder composition on flow properties decreased. Furthermore, Hsu and Lo (1996) 
employed the McLean-Anderson statistic method (Murray, 1984) to study the fluidity 
(inverse of viscosity) and pseudoplasticity (in terms of the power-law index) of 15 binder 
formulations. Their systematic investigation resulted in contour maps demonstrating how 
fluidity and pseudoplasticity vary with binder components.  
Viscosity of a binder should be less than 0.1 Pa.s in order to provide PIM feedstocks with 
viscosity below 103 Pa.s (German, 1990). Thus, researchers must properly select a testing set-
up for rheological measurements. A capillary rheometry is currently recognized as the best 
approach to predict the flow behaviour of PIM compounds. This approach, however, is 
complicated by several factors such as flow restrictions caused by instabilities (Hausnerova 
et al., 2000) or the so-called Serge-Silberberg effect, i.e. movement of particles from the 
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capillary wall to the centre during flow, which achieves a great magnitude, and thus leads to 
an axial solids concentration gradient (Kubat & Szalanczi, 1974). In the case of binders, 
however, a capillary rheometry is difficult to realize due to inherently low viscosity; instead, 
rotational rheometers of cocylindrical geometry are preferred.  
If a steady-state mode of rotational rheometers is employed for concentrated compounds, 
the material trapped between the plates or cone and plate tends to hang out during 
measurements (Shenoy, 1999). Further, as reviewed in Hausnerova (2010), the accuracy of 
using cone and plate rheometers for the measurement of materials prone to wall-slip, 
secondary flows and temperature changes due to dissipation energy from shear heating 
should be thoroughly analysed similarly to Kurzbeck et al. (1996). In their work, wall slip 
was discerned using two geometries according to the Mooney method, secondary flows 
were accounted for via estimation approaches, where relative torque (ratio of measured 
torque influenced by secondary flow to a theoretical one under laminar flow) is related to 
Reynold’s number. In the case of the compounds employed in Kurzbeck et al. (1996), the 
maximum increase of torque due to secondary flows was 0.2%, and an increase of 
temperature due to dissipation was calculated under adiabatic condition to be 40 K, but the 
measured values reached less than 1 K. 
As pointed out in Hausnerova (2010), interpretations of rheological data of PIM systems 
often lack the relevant application of corrections necessary to compensate for non-
newtonian flow character. Failure to recognize this fact can lead to errors both in the 
reporting of reliable data and the comparison of various rheological approaches. 

3.2 Determination of optimal powder/binder ratio 
Optimum powder loading within a feedstock refers to a powder concentration for which a 
compound exhibits good flow properties (viscosity less than 103 Pa.s) as well as 
homogeneity and stability in the shear rate range of 102 – 105 s-1; it should be set 6-14% lower 
than a value of maximum powder loading attainable for a given system (Dihoru et al., 2000).  
There are generally three approaches to determine the maximum powder loading: density 
measurement, mixing torque evaluation, and rheological tests. Barreiros & Vieira (2006) 
proposed an interesting combination of the last two methods employing torque rheometry 
to determine optimum compositions of PIM feedstocks. The optimum particle loading was 
determined to be the highest value resulting from the intersections of the adjustment of 
linear functions of the mixing torque as a function of powder loading plots. Dihoru et al. 
(2000) demonstrated the possibility of determining optimal solid loading through the aid of 
neutral network modelling.  
Nevertheless, rheological investigation of capillary flow data still represents the most 
sophisticated evaluation of optimum loading, bearing the relative viscosity (ratio of a 
feedstock viscosity to the viscosity of a binder) as a variable to obtain maximum packing 
fraction for a particular powder-binder compound. As a powder concentration reaches the 
maximum, all of the binder is confined among powder particles, i.e. the flow of the 
feedstock is restrained, resulting in a sharp increase in relative viscosity.   
Clearly, the value of the maximum loading level of a feedstock is influenced by the 
characteristics of a powder as well as packing procedure. In this respect an ideal PIM powder 
(German, 1990) should combine large and small particles in a tailored particle size distribution, 
which provides high packing values. Spherical or rounded shaped powders are preferred due 
to their easily predictable flow behaviour during mixing with a binder and consequent 
injection moulding of a feedstock, but the risk of poor shape retention is enhanced. 
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According to German (1990) more than a hundred empirical and theoretical relations have 
been proposed in order to obtain the value of maximum packing fraction from the relative 
viscosity data. Often a simple empirical Maron-Pierce relation (Maron & Pierce, 1956) is 
employed to calculate maximum loading levels for PIM compounds. In cases where the 
Maron-Pierce model departs from experimental data, its modification, as proposed by 
German & Bose (1997), might offer good results, predicting the maximum loading value 
with high accuracy. 
A set of most often recommended relations in the literature (Metzner, 1985; German, 1990) 
was tested (Honek et al., 2005) on capillary flow data of PIM compounds based on a multi-
component polymer binder (polyethylene, paraffin, ethylene-based copolymers and 
polyethylene glycol) and three various hard-metal carbide powders. The powders were 
prepared by milling all components in an inert liquid in a ball mill. The first two powders 
(UNI 1, UNI 2) had unimodal particle size distribution, while the third powder (BI) had a 
bimodal one. The shape of the particles was irregular; UNI 1 powder had a smaller aspect 
ratio of the particles than the two remaining materials. 
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Fig. 5. Relative viscosity data as a function of volume fraction of solids for UNI 1 hard-metal 
carbide powder; the lines represent mathematical models (Honek et al., 2005).  
The fitting of the flow data of the UNI 1 based compounds is depicted in Fig. 5, showing 
that the fitting curves of the majority of the models lie slightly below the experimental 
values of relative viscosity. For the UNI 2 compounds the results are even more 
inconclusive. The irregular shape of particles together with their smaller sizes most probably 
led to high attractive forces and the formation of a three dimensional network within the 
compound, and hence to rather enhanced relative viscosities. Thus, the models 
underestimate the experimental data. The bimodal particle size distribution of BI powder 
caused a marked decrease of the compound’s relative viscosity as compared to UNI 2 data; 
the Graham model provides the best fit for the experimental data. An agreement between 
experimental and predicted  data in the region of a higher (40 vol.% and more) volume 
fraction of particles might be caused by a closer proximity of the particles, and thus 
enhanced attractive forces between particles, which lead to a faster build up of  the relative 
viscosity within a higher concentration range.  

Sengun and Probstein − − ⋅ ⋅  
Krieger and Dougherty ⎯ ⋅⋅⋅ 
Frankel and Acrivos −  −  
Eilers ⎯⎯ 
Fedors ⎯  ⎯  
Graham ⎯ ⋅ ⎯  
Chong ⎯ ⋅⋅ ⎯  
Quemada − − ⋅  
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Table 1 (Honek et al., 2005) demonstrates on a UNI 1 compound that the predicted values of 
the maximum volume fraction of the same powder vary with the models applied. 
Nevertheless, the maximum loading levels determined using relevant models coincide well 
with the powder characteristics: the highest value of maximum loading (0.69 derived from a 
linearized Mooney model) corresponded to the powder with the broadest distribution of 
particle sizes (BI), while the lowest value (0.53 from the Frankel-Acrivos model) was 
attained for powder with a high portion of small particles (UNI 2). This was further 
supported by rheological measurements (Hausnerova et al., 1999), where compounds 
containing  particles having unimodal particle size distribution showed higher viscosity 
values at the corresponding shear rates than the bimodal powder (as an example, the flow 
curve of  40 vol. % UNI compounds coincides with that of 50 vol. % BI material). It supports 
the findings of Chang and Powell (1994) and Metzner (1985), which verified that viscosity 
can be significantly reduced for powders with large differences in size by adding smaller 
particles, which fill the inter-particle voids, thereby releasing previously immobilised fluid.  
 

Model Maximum packing (-) 
Eilers 0.60 
Chong 0.60 
Fedors 0.68 
Frankel-Acrivos 0.60 
Quemada 0.64 
Graham 0.58 
Krieger - Dougherty 0.66 
Sengun - Probstein 0.71 

Table 1. Maximum packing values for UNI 1 compounds; bold values correspond to the 
models fitting well with the experimental data (Honek et al., 2005). 

3.3 Flow data relevant for process simulations 
The flow of a feedstock into a mould cavity during injection moulding should be simulated 
prior to mould construction since some defects such as air traps, dead zones, or weld lines 
created during moulding cannot be reduced or eliminated during the following debinding 
and sintering steps. Simulation approaches currently available, built on rheological models 
describing pseudoplastic flow of polymer melts, might be successfully used for 
uncomplicated PIM items, providing information e.g. about the stress concentrations’ zones 
as demonstrated on Fig. 6, on which basis the part design can be optimized.  
Nevertheless, in order to embody more stringent flow situations, the software should be 
adopted to the rheological specifics of PIM compounds to produce non-defect parts. This 
implies that at first, the rheological parameters of PIM feedstocks have to be known with 
sufficient accuracy, and second, that the rheological model has to be developed to describe 
the specific flow features as those reported e.g. for a very fine aluminium oxide powder 
mixed with commercially available binder (Hausnerova et al., 2010a). The viscosity of this 
feedstock (60 vol. %) decreased with increasing shear rate only up to 500 s-1, suggesting 
particle or binder molecule orientation and ordering with flow. As the shear rate was further 
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The fitting of the flow data of the UNI 1 based compounds is depicted in Fig. 5, showing 
that the fitting curves of the majority of the models lie slightly below the experimental 
values of relative viscosity. For the UNI 2 compounds the results are even more 
inconclusive. The irregular shape of particles together with their smaller sizes most probably 
led to high attractive forces and the formation of a three dimensional network within the 
compound, and hence to rather enhanced relative viscosities. Thus, the models 
underestimate the experimental data. The bimodal particle size distribution of BI powder 
caused a marked decrease of the compound’s relative viscosity as compared to UNI 2 data; 
the Graham model provides the best fit for the experimental data. An agreement between 
experimental and predicted  data in the region of a higher (40 vol.% and more) volume 
fraction of particles might be caused by a closer proximity of the particles, and thus 
enhanced attractive forces between particles, which lead to a faster build up of  the relative 
viscosity within a higher concentration range.  
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Table 1 (Honek et al., 2005) demonstrates on a UNI 1 compound that the predicted values of 
the maximum volume fraction of the same powder vary with the models applied. 
Nevertheless, the maximum loading levels determined using relevant models coincide well 
with the powder characteristics: the highest value of maximum loading (0.69 derived from a 
linearized Mooney model) corresponded to the powder with the broadest distribution of 
particle sizes (BI), while the lowest value (0.53 from the Frankel-Acrivos model) was 
attained for powder with a high portion of small particles (UNI 2). This was further 
supported by rheological measurements (Hausnerova et al., 1999), where compounds 
containing  particles having unimodal particle size distribution showed higher viscosity 
values at the corresponding shear rates than the bimodal powder (as an example, the flow 
curve of  40 vol. % UNI compounds coincides with that of 50 vol. % BI material). It supports 
the findings of Chang and Powell (1994) and Metzner (1985), which verified that viscosity 
can be significantly reduced for powders with large differences in size by adding smaller 
particles, which fill the inter-particle voids, thereby releasing previously immobilised fluid.  
 

Model Maximum packing (-) 
Eilers 0.60 
Chong 0.60 
Fedors 0.68 
Frankel-Acrivos 0.60 
Quemada 0.64 
Graham 0.58 
Krieger - Dougherty 0.66 
Sengun - Probstein 0.71 

Table 1. Maximum packing values for UNI 1 compounds; bold values correspond to the 
models fitting well with the experimental data (Honek et al., 2005). 

3.3 Flow data relevant for process simulations 
The flow of a feedstock into a mould cavity during injection moulding should be simulated 
prior to mould construction since some defects such as air traps, dead zones, or weld lines 
created during moulding cannot be reduced or eliminated during the following debinding 
and sintering steps. Simulation approaches currently available, built on rheological models 
describing pseudoplastic flow of polymer melts, might be successfully used for 
uncomplicated PIM items, providing information e.g. about the stress concentrations’ zones 
as demonstrated on Fig. 6, on which basis the part design can be optimized.  
Nevertheless, in order to embody more stringent flow situations, the software should be 
adopted to the rheological specifics of PIM compounds to produce non-defect parts. This 
implies that at first, the rheological parameters of PIM feedstocks have to be known with 
sufficient accuracy, and second, that the rheological model has to be developed to describe 
the specific flow features as those reported e.g. for a very fine aluminium oxide powder 
mixed with commercially available binder (Hausnerova et al., 2010a). The viscosity of this 
feedstock (60 vol. %) decreased with increasing shear rate only up to 500 s-1, suggesting 
particle or binder molecule orientation and ordering with flow. As the shear rate was further 
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increased, shear thinning turned into a dilatant flow, indicating that particles could not form 
layers and slide over each other (flow cause firstly reported by Hoffman (1972). In addition, 
for the alumina feedstock investigated (Hausnerova et al., 2010a) such structure 
restructuralization appeared repeatedly, i.e. the flow changed from pseudoplastic to dilatant 
and back to pseudoplastic, implying a failure of the rheological models currently available.  
 

 
Fig. 6. A MoldFlow simulation of the PIM mould filling. 

Rheological data of PIM compounds should be studied not only as a function of shear rate 
(stress), but also as a variable of processing conditions - temperature and pressure. 
Temperature sensitivity of PIM compounds can be accounted for via activation energy of 
shear flow. German (1990) suggests an increase of activation energy with increasing filler 
content. His idea is based on the explanation that the relative rate of viscosity decrease is 
typically faster in the loaded system due to the superimposed change in a volume fraction of 
powder associated with a difference in thermal expansion coefficients of powder and 
binder. On the other hand, Shenoy (1999) proposes an opposite dependence of activation 
energy on powder content; the viscosity of a compound is less temperature sensitive as 
compared to a binder viscosity, because powder provides very little free volume change 
with temperature in relation to a binder.  
To confirm one of the two mechanisms presented, temperature effect on the flow properties 
of PIM materials on compounds based on a hard-metal carbide powder in a thermoplastic 
binder (polyethylene, ethylene butyl acrylate block copolymer and paraffin) in a broad 
temperature range (140 – 200 °C) on a capillary rheometer have been investigated (Honek et 
al., 2002). Activation energy was calculated using the Arrhenius relation, which was found 
to be valid for PIM compounds only in the stable flow region (without evidence of pressure 
oscillations). It should be mentioned that the temperature effect reported (Honek et al., 2002) 
was studied with specific regard to the flow instabilities accompanying the flow of PIM 
compounds, which has apparently not been reported heretofore.  
The activation energy of carbide compounds decreased with powder content, indicating a 
decay of the sensitivity of a compound to temperature changes. Hausnerova et al. (2009), 
employed another approach to determine temperature sensitivity of PIM compounds and 
reached the same conclusion. Very recently, Contreras et al. (2010) broaden this finding for a 
set of three bronze and four Inconel 718 powders. According to their observation, activation 
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energy diminishes with increasing powder content up to the optimum powder loading of 
the particular compound, while for feedstocks exceeding optimum loading, the activation 
energy becomes enhanced. Thus, the evaluation of activation energy might serve as a simple 
method to determine an optimum loading level of powder of a PIM feedstock as discussed 
in Chapter 3.2. 
In spite of the fact that pressure might alter the viscosity of many materials significantly, it is 
a parameter disregarded in simulation approaches, mainly due to the lack of reliable data 
caused by ambiguous definitions of pressure sensitivity coefficients, various evaluation 
techniques and test artefacts connected. It is only accounted for through pressure-volume-
temperature (PVT) characteristics employed to predict a holding pressure during moulding 
(Greene & Heaney, 2007) or shrinkage of final parts (Laddha et al., 2009). PVT data 
measurements of PIM materials are reported scarcely (Wie et al., 2000; Greene & Heaney, 
2007; Laddha et al., 2009; Persson et al., 2009).  
The evaluation methods of a viscosity’s sensitivity to pressure are direct –experimental, and 
indirect - analysis and/or correlation to other properties (described in detail in Hausnerova 
et al., 2006). The first group concerns double piston rheometers, or single piston rheometers 
modified by a secondary chamber located downstream of a capillary. An indirect evaluation 
is based mainly on calculations from Bagley plots (Duvdevani & Klein, 1967) intercepting 
non-linearities in the pressure profiles (capillary and slit) or from the relationship between 
viscosity and free volume (Utracki, 1985; Sedlacek et al., 2005). Goubert et al. (2001) 
compared Utracki’s approach, calculations from Bagley plots and measurements on a 
modified single piston rheometer, and proved the reliability of the last mentioned method.  
In a series of papers (Hausnerova et al., 2006; 2009; 2010b) the direct measurement of the 
pressure influence on the flow properties using this technique was applied on cemented 
carbide compounds. A single piston rheometer was modified (Polymer Centre, TBU in Zlin) 
with an additional device generating backpressure, thus enhancing pressure actuating on a 
tested melt (Sedlacek et al., 2004). It consists of a chamber with a restricting needle valve 
moving horizontally by means of a screw thread in order to set the level of pressurization 
applied on the material during its flow through the die. The Carreau-Yasuda model 
(Yasuda, 1981) was employed to fit the experimental data of temperature and pressure 
dependent shear viscosity. 
German (1990) stated that sensitivity to pressure should decrease with a loading level of 
powder in a PIM compound. This was confirmed for the low to moderate (up to 30 vol. %) 
powder concentrations in Hausnerova et al. (2006). However, at higher loading levels (50 
vol. %), the sensitivity to pressure seems to be enhanced in comparison to a pure polymer 
binder (Hausnerova et al., 2009). It can be speculated that the compressibility of a structure 
formed within interacting particles becomes important at a high loading level, while for low 
to moderate concentrations the pressure sensitivity is governed predominantly by a 
polymer binder.  The mechanism of viscosity dependency pressure is not yet clarified, 
although for PIM compounds it is supposed to vary with the characteristic (particle size and 
particle size distribution) of powder used.  
In Hausnerova et al. (2010b), three types of PIM compounds, differing in their particle size 
distributions and mean diameters of particles, have been considered with the conclusions 
supporting the idea of altering a compound’s pressure sensitivity via the tailoring of 
powder characteristics. The highest pressure sensitivity coefficient (32.9 GPa-1) was found 
for a feedstock containing broad particle size distributed powder having a perceptible 
portion of small particles. It implies the coexistence of the two mechanisms. First, at low to 
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increased, shear thinning turned into a dilatant flow, indicating that particles could not form 
layers and slide over each other (flow cause firstly reported by Hoffman (1972). In addition, 
for the alumina feedstock investigated (Hausnerova et al., 2010a) such structure 
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Fig. 6. A MoldFlow simulation of the PIM mould filling. 
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compared Utracki’s approach, calculations from Bagley plots and measurements on a 
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carbide compounds. A single piston rheometer was modified (Polymer Centre, TBU in Zlin) 
with an additional device generating backpressure, thus enhancing pressure actuating on a 
tested melt (Sedlacek et al., 2004). It consists of a chamber with a restricting needle valve 
moving horizontally by means of a screw thread in order to set the level of pressurization 
applied on the material during its flow through the die. The Carreau-Yasuda model 
(Yasuda, 1981) was employed to fit the experimental data of temperature and pressure 
dependent shear viscosity. 
German (1990) stated that sensitivity to pressure should decrease with a loading level of 
powder in a PIM compound. This was confirmed for the low to moderate (up to 30 vol. %) 
powder concentrations in Hausnerova et al. (2006). However, at higher loading levels (50 
vol. %), the sensitivity to pressure seems to be enhanced in comparison to a pure polymer 
binder (Hausnerova et al., 2009). It can be speculated that the compressibility of a structure 
formed within interacting particles becomes important at a high loading level, while for low 
to moderate concentrations the pressure sensitivity is governed predominantly by a 
polymer binder.  The mechanism of viscosity dependency pressure is not yet clarified, 
although for PIM compounds it is supposed to vary with the characteristic (particle size and 
particle size distribution) of powder used.  
In Hausnerova et al. (2010b), three types of PIM compounds, differing in their particle size 
distributions and mean diameters of particles, have been considered with the conclusions 
supporting the idea of altering a compound’s pressure sensitivity via the tailoring of 
powder characteristics. The highest pressure sensitivity coefficient (32.9 GPa-1) was found 
for a feedstock containing broad particle size distributed powder having a perceptible 
portion of small particles. It implies the coexistence of the two mechanisms. First, at low to 
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moderate loading levels the pressure sensitivity of the compounds is governed by the 
sensitivity of a binder component, which is connected to the free volume changes as recently 
shown by Sedlacek et al. (2005), and diminishes as powder concentration increases. Second, 
at high powder loading the driving factor is the compressibility of the powder itself related 
to the (re)organization of the particles within the melt during pressurization.   
Finally, it should be noted that the temperature sensitivity of a carbide compound does not 
vary significantly with pressure (revealing the value (18.4 ± 0.7) 10-3 °C-1 for pressures up to 
50 MPa), in contrast to the pure binder, the temperature sensitivity coefficient of which is a 
linear increasing (from 18.8 10-3 °C-1 at ambient pressure to 59.4 10-3 °C-1 at 50 MPa) function 
of pressure.  

3.4 Quantifying quality issues through rheological approaches  
A portion of sintered parts, which do not reach the quality requirements, might in some 
instances achieve up to 25 % (Williams, 2009). If a major quality influencing issue appearing 
during injection moulding - a separation of binder from the feedstock, could be recognized 
prior to debinding and sintering steps, material, energy and time would be saved. The 
mechanism of a phase separation is still not fully understood much like its onset and extent 
is not quantified. 
Recently, Thornagel (2009) demonstrated that local shear rate gradients force powder 
particles to leave areas of high gradients, thus making them the trigger for phase separation. 
Assuming no slip condition, i.e. good adhesion of the feedstock to the wall of the channel, a 
significant shear rate peak occurs close to the wall, while the middle of the flow domain is 
characterised with a plateau at a much lower shear rate level. 
Particles flowing in the peak area close to the wall then experience a non-uniform shear rate 
leading to rotation, which increases in severity as the shear stress gradients increase. 
Rotating particles naturally move away from areas of high shear gradients (Fig. 7). As a 
result, the area of the highest shear rate is characterized by high binder content, while the 
plateau of the lower shear rate accommodates a powder rich material. To predict the 
situation in which a separation pattern changes continuously during moulding would 
require a multi-phase simulation, taking into account the particular feedstock components.   
 

 
Fig. 7. Flow pattern of PIM feedstock across the channel causing powder - binder separation 
as proposed by Thornagel (2009). 
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Instead, Thornagel (2009) proposes a simplified simulation, modelling the feedstock as a bulk 
and extending the currently popular 3D Navier Stokes equations in a way that powder and 
binder concentrations and their variations can be predicted depending on shear rate history. If 
validated, such an approach might be a breakthrough in PIM computer aided support. 
In another approach Jenni et al. (2008; 2009) used a software simulation based on the balance 
model of the flow of rigid, spherical particles in a Newtonian fluid to compare the influence 
of injection moulding parameters on separation appearance. A differential scanning 
calorimeter (DSC) was selected to quantify the local powder content. To compare different 
materials and processing parameters used for injection moulding, three testing moulds were 
used, as schematically demonstrated in Fig. 8. 
 

 
Fig. 8. Spiral, square spiral and zig-zag designs of a testing mould. 

The experiments incorporated dependent parameters for mouldability - flow length and 
input variables (nozzle and mould temperatures and injection speed). In cavity geometry, it 
has been demonstrated that powder content decreases to some extent as the number of 
corners increases.  
To quantify the separation, the results from the software simulation using the balance model 
were compared with experimental findings obtained using radiography, computer 
tomography and DSC. The authors (Jenni et al., 2008) demonstrated that the balance model 
clearly portrays the migration of particles for simple geometries, but irregularities in the 
feedstock flow, such as slip effects at the wall and the fountain flow, are not taken into 
account by this model.  
The testing moulds depicted in Fig. 8 only partly fulfill the purpose of forcing phase 
separation during mould filling. Thus, a mould (developed in cooperation between TBU in 
Zlin and IFAM, Bremen) including inner and outer corners, radical thickness changes, 
weldlines and a thin film part was recently constructed in order to investigate the separation 
development during mould filling, Fig. 9.  
SEM analysis of the particular cross sections derived from this testing mould (Fig.10), 
combined with EDX analysis of the distribution of the elements typical for powder and 
binder, then provides a quantitative evaluation of the powder-binder separation 
(Hausnerova et al., 2010c).  
The next step is a rheological/simulation approach directly linking the factors responsible 
for powder-binder separation during injection moulding to the quantified defects appearing 
on final sintered products. In this respect, a wall slip phenomenon could be considered as a 
qualitative parameter indicating powder-binder separation absence/occurrence, because it 
represents an often used practical approach to avoid powder-binder separation by setting 
up conditions under which a compound flows as a plug, i.e. slips at the wall. 
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moderate loading levels the pressure sensitivity of the compounds is governed by the 
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used, as schematically demonstrated in Fig. 8. 
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clearly portrays the migration of particles for simple geometries, but irregularities in the 
feedstock flow, such as slip effects at the wall and the fountain flow, are not taken into 
account by this model.  
The testing moulds depicted in Fig. 8 only partly fulfill the purpose of forcing phase 
separation during mould filling. Thus, a mould (developed in cooperation between TBU in 
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SEM analysis of the particular cross sections derived from this testing mould (Fig.10), 
combined with EDX analysis of the distribution of the elements typical for powder and 
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for powder-binder separation during injection moulding to the quantified defects appearing 
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represents an often used practical approach to avoid powder-binder separation by setting 
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Fig. 9. Design of a mould testing powder-binder separation (Community Design 001704974, 
Tomas Bata University in Zlin) 

The conditions at which a material slips at the wall depend on material characteristics such 
as the type of powder and polymer binder, the size and particle size distribution of the 
powder, the concentration of the powder and its surface treatment as well as on processing 
parameters such as temperature, pressure, and shear rate, and most important, on the 
microscopic nature of the channel wall. The last mentioned parameter is, however, different 
during processing and rheo-testing. Thus, a rheometer should be modified accordingly. It is 
believed that implementing recently acquired knowledge into existing simulation software 
will lead to the production of defect-free items. 
 

 
Fig. 10. Flow pattern of powder-binder separation (a) and detail of separated binder area (b). 

4. Conclusion 
Still widely considered a new technology, PIM constitutes an ongoing topic of both 
commercial and scientific interest. As an effective processing route (high added value), it 
represents an interesting production method for automotive items, especially in an 
economic downturn periods. 
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As a developing technology, PIM has many quality determining issues to be dealt with. The 
quality of PIM products is usually tested after the final, sintering step, however, the defects 
might arise during previous stages – mixing, moulding, and debinding.  
Rheology could play a role of considerable importance in controlling and optimizing the 
PIM process and eliminating some critical quality concerns. At present, the potential of 
rheological models available to describe the peculiarities of the flow behaviour of PIM 
compounds is rather limited as these models are not established for multiphase systems 
containing several binder components and powders of irregular shape, broad distribution of 
particle sizes and sizes with enhanced tendency to form agglomerates. Therefore, the 
challenging task for the current research is to design a model validated on reliable flow data 
conducted considering the structural changes of PIM compounds upon shearing, and its 
implementation into the approaches simulating the flow of the PIM feedstocks.  
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1. Introduction 
At the end of the 19th century, in the wake of railway transportation and the beginning of 
automotive vehicle production, new technology-based materials became necessary for the 
manufacture of brake systems to provide safer and more effective braking of vehicles 
transporting heavy loads at higher speeds. These devices serve to decelerate vehicles by 
friction, transforming most of the kinetic energy into thermal energy, which is dissipated by 
the brake system during the braking process [IOMBRILLER, 2002]. 
Many parts contribute actively or passively to a vehicle’s satisfactory performance, but 
safety is closely linked to the efficiency of the brake system, which is subjected to relatively 
high thermal and mechanical stresses during regular braking action. Therefore, a crucial 
factor is the precision of the analysis and development of brake systems taking into account 
all the aspects involved in their thermal and dynamic behavior [MAZUR et al., 2005]. 
During severe deceleration by braking, the temperature of the brake system may reach up to 
650ºC and overheating of the brake discs may lead to serious consequences that reduce the 
vehicle’s safety [IOMBRILLER, 2002].  This temperature variation causes thermal shock and 
localized overheating points, changing the behavior of the metal involved due to 
metallurgical transformations, as well as crack nucleation in the disc in response to plastic 
flow of the surface metal and inducing stresses after cooling [MAZUR et al., 2005]. 
Even disregarding the presence of thermal shock, a few braking cycles with abrupt 
deceleration still suffice to produce small cracks in the usable part of brake discs. The study 
of the mechanical behavior and fracture mechanisms of these materials is essential to allow 
for the design and rational use of these components. Figure 1 illustrates the failure in front 
brake rotor in a disc submitted to penetrating liquid inspection to reveal cracks. 
The cyclic stresses resulting from the continuous use of vehicles can cause fatigue, 
propagate cracks and fracture of the brake component [IOMBRILLER, 2002]. This 
mechanism may cause crack nucleation and growth in the material when subjected to cyclic 
strain. As cyclic loading conditions in brake discs are induced mainly by temperature 
gradients, thus essentially strain-controlled tests were planned for this study. In this way, it 
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1. Introduction 
At the end of the 19th century, in the wake of railway transportation and the beginning of 
automotive vehicle production, new technology-based materials became necessary for the 
manufacture of brake systems to provide safer and more effective braking of vehicles 
transporting heavy loads at higher speeds. These devices serve to decelerate vehicles by 
friction, transforming most of the kinetic energy into thermal energy, which is dissipated by 
the brake system during the braking process [IOMBRILLER, 2002]. 
Many parts contribute actively or passively to a vehicle’s satisfactory performance, but 
safety is closely linked to the efficiency of the brake system, which is subjected to relatively 
high thermal and mechanical stresses during regular braking action. Therefore, a crucial 
factor is the precision of the analysis and development of brake systems taking into account 
all the aspects involved in their thermal and dynamic behavior [MAZUR et al., 2005]. 
During severe deceleration by braking, the temperature of the brake system may reach up to 
650ºC and overheating of the brake discs may lead to serious consequences that reduce the 
vehicle’s safety [IOMBRILLER, 2002].  This temperature variation causes thermal shock and 
localized overheating points, changing the behavior of the metal involved due to 
metallurgical transformations, as well as crack nucleation in the disc in response to plastic 
flow of the surface metal and inducing stresses after cooling [MAZUR et al., 2005]. 
Even disregarding the presence of thermal shock, a few braking cycles with abrupt 
deceleration still suffice to produce small cracks in the usable part of brake discs. The study 
of the mechanical behavior and fracture mechanisms of these materials is essential to allow 
for the design and rational use of these components. Figure 1 illustrates the failure in front 
brake rotor in a disc submitted to penetrating liquid inspection to reveal cracks. 
The cyclic stresses resulting from the continuous use of vehicles can cause fatigue, 
propagate cracks and fracture of the brake component [IOMBRILLER, 2002]. This 
mechanism may cause crack nucleation and growth in the material when subjected to cyclic 
strain. As cyclic loading conditions in brake discs are induced mainly by temperature 
gradients, thus essentially strain-controlled tests were planned for this study. In this way, it 
 



 New Trends and Developments in Automotive System Engineering 

 

148 

 
Fig. 1. (A) After 160 cycles, and (B) after 320 cycles. Note the macroscopic cracks 
propagating on the friction surface along the radial direction, extending from the inner to 
the outer radius of the disc [Maluf, 2007].  

is clear that cracking in brake discs should be seen as an isothermal and thermomechanical 
problem. Isothermal Fatigue (IF) consists in the application of a variable mechanical strain at 
a constant temperature. The main advantages of this test are its simplicity and lower cost 
than that of anisothermal tests (thermomechanical). 
Until  recently, the fatigue strength of materials at high temperatures was estimated based 
on  IF  tests  at  the  maximum  temperature  expected  in  the  Thermal  Fatigue  (TF)  cycle. 
However,  this  procedure   proved to  be  insufficient   because   the  strength  of   materials  
in TMF  is significantly  lower  than  that  expected  for  the  IF-based  estimate.  This is due 
to mechanisms possibly activated during the thermal cycling of TMF, which does not occur 
in IF, where the temperature is kept constant. 
There are two main types of brake systems: drum and disc. The use of disc in place of drum 
brakes in heavy vehicles has become increasingly common in recent years. 
This is due mainly to the search for greater braking efficiency, since disc brakes withstand 
higher temperatures than drum brakes [BOIOCCHI, 1999]. However, simply changing the 
drum shoe for the disc pad system does not suffice, making it necessary to analyze the brake 
system as a whole, as well as its influence on the vehicle’s performance and safety. 
In many high responsibility applications – as in the case of brake discs, knowing the results 
of tensile, impact and hardness testing is not enough to characterize the materials used in 
components, because these results cannot provide the information needed to reliably predict 
the behavior of these parts in real working conditions. Ideally, the materials used in brake 
systems should possess several properties such as good thermal conductivity, good 
corrosion resistance, good durability, stable friction, low wear rate and good cost-benefit 
[WEINTRAUB, 1998]. 

1.1 Thermomechanical Fatigue – TMF  
Several components are subject to a variety of thermomechanical and isothermal loading 
due to temperature variations during a vehicle’s operation. The cyclic loading conditions 
induced by temperature gradients are essentially loads limited by strain. Therefore, 
laboratory studies of Isothermal Fatigue, IF, are usually limited by strain control in low cycle 
fatigue tests [HETNARSKI, 1991].  
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Thermomechanical fatigue, TMF, describes fatigue under simultaneous variation of 
temperature and mechanical strain. Mechanical strain, which is determined by subtracting 
the thermal strain from the total strain, should be uniform in every specimen and originates 
from external restrictions or loads applied externally, e.g., if a specimen is held between two 
rigid walls and subjected to thermal cycling (without allowing expansion), it will undergo 
external compressive mechanical strain. Examples of TMF can be found in pressure vessels 
and pipes in the electric power industry, where structures undergo pressure loads and 
thermal transients with temperature gradients in the thickness direction, and in the 
aeronautical industry, where turbine blades and discs undergo temperature gradients 
superimposed to rotation-related stresses.  
According to Sehitoglu [SEHITOGLU, 1996] TMF may involve several mechanisms in 
addition to fatigue damage, including creep at high temperatures and oxidation, which 
contribute directly to damage. These mechanisms differ depending on the history of strain 
and temperature. They are different from those foreseen by the phenomenon of creep tests 
(non-reverse) and by oxidation tests in the absence of stresses (or of constant stresses).  
Microstructural degradation may occur under TMF in the form of:  
1. Overaging, such as the coalescence of precipitates and formation of lamellae;  
2. Strain aging, in the case of solid solution hardening systems;  
3. Precipitation of secondary phase particles; and 
4. Phase transformation within the cycle’s ultimate temperature.  
Variations in the mechanical properties or in the coefficient of thermal expansion in the 
matrix and precipitates, which are present in many alloys, also result in local stresses and 
cracks. These mechanisms influence the material’s strain characteristics, which are 
associated with damage processes. 

1.2 Isothermal Fatigue – IF 
IF test consists of imposing variable mechanical strains while maintaining the temperature 
constant. This type of test has been widely employed since the 1970s, with the advent of test 
machines operating in closed cycle. The main advantages of this test are its simplicity and 
low cost when compared to anisothermal tests, and results for a variety of materials are 
available in the literature [COFFIN Jr, 1954]. 
Observations by researchers have shown that service life under IF is longer than that found  
in anisothermal fatigue [HETNARSKI, 1951; SHI et al., 1998]. This was reported by Shi et al. 
[SHI et al., 1998] in a study of a molybdenum alloy containing 0.5% of Ti, 0.08% of Zr and C 
in the range of 0.01 to 0.04%, see Figure 2.  
The lifes obtained in IF tests at two temperature levels studied, 350oC and 500oC, were 
higher, in both cases, than those found in TMF in phase for temperatures from  350oC to 
500oC, demonstrating that temperature variations cause extensive damage of the material. 
However, no obvious difference was found between the two isothermal tests analyzed 
regarding the number of cycles to failure of the specimens, confirming that in this 
temperature range the material maintains a good cyclic resistance. Hence, designs based 
solely on the isothermal fatigue of components that work at high temperatures are not 
reliable, thus requiring a more in-depth study of the behavior of the materials subjected to 
this phenomenon, including tests at different temperature intervals (anisothermal fatigue) 
and in a variable range of stresses and strains. 
Figure 3 indicates that the longest IF life of specimens occurs within an intermediary range 
of the applied temperature. In this range, the shortest life found for 316L (N) austenitic 
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Fig. 1. (A) After 160 cycles, and (B) after 320 cycles. Note the macroscopic cracks 
propagating on the friction surface along the radial direction, extending from the inner to 
the outer radius of the disc [Maluf, 2007].  
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1.1 Thermomechanical Fatigue – TMF  
Several components are subject to a variety of thermomechanical and isothermal loading 
due to temperature variations during a vehicle’s operation. The cyclic loading conditions 
induced by temperature gradients are essentially loads limited by strain. Therefore, 
laboratory studies of Isothermal Fatigue, IF, are usually limited by strain control in low cycle 
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Thermomechanical fatigue, TMF, describes fatigue under simultaneous variation of 
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Microstructural degradation may occur under TMF in the form of:  
1. Overaging, such as the coalescence of precipitates and formation of lamellae;  
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higher, in both cases, than those found in TMF in phase for temperatures from  350oC to 
500oC, demonstrating that temperature variations cause extensive damage of the material. 
However, no obvious difference was found between the two isothermal tests analyzed 
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Figure 3 indicates that the longest IF life of specimens occurs within an intermediary range 
of the applied temperature. In this range, the shortest life found for 316L (N) austenitic 
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Fig. 2. IF and TMF curves [SHI et al., 1998]. 
 

 
Fig. 3. Influence of temperature on the fatigue life [SRINIVASAN et al., 2003 
stainless steel was found at ambient temperature at which the strain induced the formation 
of martensite phase. 
The microstructural recovery of the material, which was responsible for the increased life, 
occurred at the temperature of 573 K (300ºC). The reduction of life with  continuous 
increases in temperature is attributed to several effects of dynamic strain, such as the 
concentration of stresses produced in sites of stacking unconformities when the maximum 
stress of the cycle is reached, causing an increase in crack growth rate. 
This is clearly evident at temperatures above 873 K (600oC), at which the lifetime was 
significantly reduced by oxidation [SRINIVASAN et al., 2003]. 
Another aspect to be observed under in IF with controlled strain is the behavior of cyclic 
stress as a function of life. The  behavior of the 316L (N) austenitic stainless steel was 
monitored during four stages, as illustrated in Figure 4 [SRINIVASAN et al., 2003]. 
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Fig. 4. Cyclic stress response as a function of temperature  [SRINIVASAN et al., 2003]. 

The alloy exhibited a brief period of cyclic hardening, reaching its maximum stress in the 
early stage of life, followed by cyclic softening before attaining the stable regime. In the 
period prior to fracture, the stress amplitude decreased rapidly, indicating crack nucleation 
and propagation. 
This figure also shows that the amplitude of the peak stress increased with rising 
temperature from 573 to 873 K, and also that some factors  contribute to the drop in the 
material’s strength with the increase in temperature. These factors are an abnormal cyclic 
hardening rate and reduction of the amplitude of plastic strain in the lifetime intermediary 
to fracture, and an increase in the maximum stress rate in the initial cycles in response to 
increased temperature, which develop due to the inductive interaction between diffusion 
solutes and mobility of the unconformities during strain. All these phenomena are 
considered manifestation processes of the period of dynamic strain.  

2. Materials and methods 
Table 1 lists the chemical composition of the four gray cast iron alloys that are used in the 
production of automotive brake discs and that were the object of this study.  
After selecting these four alloys, isothermal and thermomechanical fatigue tests were 
performed on specimens in conditions of strain, in-phase and out-of-phase. The failure 
criterion adopted was a 50% decrease of the maximum load reached during the test. . 
Figure 5 (a) shows a Y-shaped block, according to the ASTM A476/476M standard, 
indicating regions A and B from which the test specimens were removed. Figure 5 (b) shows 
the dimensions and geometry of the test specimens used in the IF and TMF tests. 
Samples were removed from regions A and B of the Y-shaped blocks to machine fabricate 
the specimens for the TMF and IF tests, as indicated in Figure 5b.  
TMF and IF tests were performed in the Laboratory of Mechanical Properties of the 
Department of Materials, Aeronautics and Automotive Engineering at the Engineering 
School of São Carlos, University of São Paulo. All tests were conducted in a 250 kN capacity 
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Alloys 
Elements 

A B C D 
%C 3.36 3.45 3.71 3.49 
%Si 2.07 2.11 2.0 1.87 

%Mn 0.63 0.71 0.69 0.53 
%P 0.03 0.068 0.059 0.03 
%S 0.06 0.05 0.052 0.11 
%Cr 0.16 0.30 0.19 0.29 
%Mo 0.06 0.41 0.42 - 
%Cu 0.08 0.10 0.40 0.52 

Table 1. Cast iron alloys chemical composition (weight %) 

  
 

 
 

Fig. 5. (A) Y-shaped block according to the ASTM A476/476M standard, showing regions A 
and B from which the specimens were removed, and (B) geometry and dimensions of 
specimen used in the TMF and IF tests, dimensions in mm.  

MTS 810 servo-hydraulic testing system, equipped with an MTS Micro Console 458.20 
controller, Figure 6 and specially adapted to for TMF tests under total strain control. A high 
temperature axial strain gauge, MTS model 632.54F-14, was used to control the amplitude of 
total strain. The hydraulic grip system was an MTS model 680.01B, which is suitable for 
mechanical tests at high temperatures. 
The test specimens were heated in a 75 kW inductive heating system operating at a 
frequency of 200 kHz. The temperature was measured using an optical pyrometer equipped 
with a laser target focused midway along the length of the specimen, providing the input for 
the temperature controller, which received the command signal from a microcomputer. The 
temperature gradient along the specimen length was minimized using an induction coil 
with optimized geometric dimensions. The auxiliary cooling system of the clamps grips for 
the thermomechanical fatigue tests consisted of two spiral copper tubes for circulating cold 
water and two compressed air pipes attached at to the upper and lower ends of the clamps 
grips. Figure 7 shows a localized detailed view of the region where the test specimen was 
fixed in the MTS 810 machine. 
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Fig. 6. Overall view of the testing apparatus, showing the induction furnace and the MTS 
810 servo-hydraulic testing system. 

 
 

 
 

Fig. 7. Detail of the specimen, induction coil, auxiliary cooling system of the grips, and the 
strain gauge with ceramic rods used in the tests. 

The TMF tests were performed in thermal cycles of 120s, the minimum time required to 
allow for stable cooling of the gray cast iron specimen and to maintain synchronism 
between the thermal and mechanical cycles, load ratio, R= -1, as illustrated in Figures 8 (a) 
and (b). 
In-phase and out-of-phase TMF tests were carried out in the temperatures from 300 to 
600°C. For in-phase TMF, positive strain corresponds to the maximum temperature of the 
cycle, negative strain corresponds to the minimum temperature of the cycle, and strain is 
equals zero at the temperature of 450°C, as illustrated in Figure 9. 
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Fig. 8. Variation of total strain as a function of time and temperature, in initial cycles of TMF 
tests on alloy A, under controlled mechanical strain (0.4%): (A) in-phase, and (B) out-of-
phase. 
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Fig. 9. Temperature hysteresis loop as a function of total strain in an in-phase TMF test. 
Hysteresis loop for alloy A. 

In out-of-phase TMF tests, the positive strain corresponds to the lower cycle temperature, 
negative strain to the higher cycle temperature, and strain is zero at 450°C, as indicated in 
Figure 10. 
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Fig. 10. Temperature hysteresis loop as a function of total strain in an out-of-phase TMF test. 

3. Results and discussion 
The behavior of total strain amplitude (Δεm/2) as a function of the number of cycles to 
failure was obtained in alloys A, B, C and D for several levels of strain in the thermal cycle 
from 300 and 600ºC. It was found that the higher the total strain applied the shorter the 
lifetime of the material, which is due to the increase in stress required to reach higher 
strains.  



 New Trends and Developments in Automotive System Engineering 

 

154 

 
 

0 20 40 60 80 100 120
-0,8

-0,6

-0,4

-0,2

0,0

0,2

0,4

0,6

0,8
 

          Alloy A
 Total Strain
 Temperature

Time [s]

ε To
ta

l [
%

]

250

300

350

400

450

500

550

600

650

Tem
perature [°C

]

 
 

(A) 
 
 

0 20 40 60 80 100 120
-0,2

-0,1

0,0

0,1

0,2
 

          Alloy A
 Total Strain
 Temperature

Time [s]

ε To
ta

l [
%

]

250

300

350

400

450

500

550

600

650

Tem
perature [°C

]

 
 

(B) 

Fig. 8. Variation of total strain as a function of time and temperature, in initial cycles of TMF 
tests on alloy A, under controlled mechanical strain (0.4%): (A) in-phase, and (B) out-of-
phase. 
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3. Results and discussion 
The behavior of total strain amplitude (Δεm/2) as a function of the number of cycles to 
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from 300 and 600ºC. It was found that the higher the total strain applied the shorter the 
lifetime of the material, which is due to the increase in stress required to reach higher 
strains.  
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Figure 11 presents the curve of total strain amplitude, Δεt/2, vs. the number of reversals to 
failure (2Nf), indicating the behavior of the four alloys tested in-phase. As can be seen, at 
mechanical strain amplitude of 0.10% in the in-phase test condition, the alloys exhibited an 
anomalous behavior, i.e., they presented premature fatigue life values than those obtained 
in the tests at higher amplitudes of mechanical strain. This was very likely due to the 
occurrence of the phase transformation known as graphite expansion caused by 
decomposition of the cementite phase in the perlite microconstituent, which transforms into 
ferrite and vein graphite [ASM International handbook, 1999]. 
This microstructural transformation leads to a significant decrease in the alloy’s mechanical 
strain amplitude values, producing a rapid drop in the applied tensile load as a function of 
the number of reversals to failure. This demonstrates the non-validation of the fatigue life 
criterion adopted in the condition of 50% decrease of the ultimate load, to study the 
mechanical behavior of gray cast iron loaded under thermomechanical fatigue at very low 
levels of mechanical strain amplitude.  
Thus, since the results for the strain amplitude of 0.1% are not valid, they were disregarded 
in the construction of the tendency lines in Figure 11. 
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Fig. 11. Comparative plot of the mechanical strain amplitude of the four alloys as a function 
of the number of reversals to failure in the TMS in-phase condition.  

The results obtained in the in-phase loading condition indicate that the behavior of the gray 
cast iron alloys A, B, and C in in-phase TMF were very similar or superior in terms of the 
number of reversals to failure at mechanical strain amplitudes of 0.2%, 0.3% and 0.4%. In 
other words, the three alloys presented practically the same in-phase life at values of 
mechanical strain amplitude equal to or higher than 0.2%. 
As the graph in Figure 11 indicates, alloy D presented the best performance in in-phase 
TMF at all of the applied strain amplitudes. It was thus demonstrated that, among the four 
gray cast iron under study, the alloy with the best performance was the one with relatively 
low equivalent carbon content and containing the alloying elements chromium and copper. 
These conclusions were based on the results of in-phase TMF, where alloy A, albeit devoid 
of any special alloying element, presented a behavior similar to that of both alloys C and B, 
which are the most alloyed. 
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Figure 12 depicts the behavior of the four alloys in thermomechanical out-of-phase fatigue. 
Note that in this loading condition, the alloying elements as well as the equivalent carbon 
content exerted little or no influence on the low-cycle fatigue strength of the alloys. 
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Fig. 12. Comparative plot of the mechanical strain amplitude vs. number of reversals to 
failure of the four alloys, in TMF out-of-phase. 

To facilitate a comparison of the results of the alloys’ behavior in both TMF conditions, they 
were plotted in the same figure, but without taking into account the mechanical strain 
amplitudes less than 0.2%. This artifice allowed for a clearer view of the performance of the 
alloys (Figure 13). 
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Fig. 13. Comparative plot of the mechanical strain amplitude vs. number of reversals to 
failure of the four alloys, in-phase and out-of-phase, neglecting amplitudes lower than 0.2%. 
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To facilitate a comparison of the results of the alloys’ behavior in both TMF conditions, they 
were plotted in the same figure, but without taking into account the mechanical strain 
amplitudes less than 0.2%. This artifice allowed for a clearer view of the performance of the 
alloys (Figure 13). 
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Fig. 13. Comparative plot of the mechanical strain amplitude vs. number of reversals to 
failure of the four alloys, in-phase and out-of-phase, neglecting amplitudes lower than 0.2%. 



 New Trends and Developments in Automotive System Engineering 

 

158 

Based on the curves in Figure 13, it can be stated that among the low-cycle TMF tests carried 
out on specimens of four gray cast iron alloys, the ones performed in the out-of-phase 
condition were the most critical, since they led to failure in a lower number of reversals. This 
greater severity of the out-of-phase tests is justified by the fact that the tensile stresses in this 
test condition are applied at the lowest temperatures of the cycle, in which the material 
presents low ductility, thus requiring the application of higher stresses to become strained 
than those that would be required to strain it at higher temperatures. The same reasoning 
with respect to temperature can be employed to study the behavior of compressive stresses. 
The effect of the test condition on the application of stresses is easily observed from the 
behavior of the mean stress curves in the low-cycle thermomechanical fatigue tests. These 
curves were negative in the in-phase and positive in the out-of-phase condition, as 
displayed in Figure 14.  
The total strain amplitude that occurs in a TMF test is the sum of the mechanical strain 
amplitude, which is predetermined, and the amplitude of thermal strain, which is a function 
of the coefficient of thermal expansion of the material and the variation in temperature.  
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Fig. 14. Thermal strain presented by alloys A, B, C and D in response to temperature 
increase.  

Therefore, the value of the percent amplitude of thermal strain employed to obtain the 
percent of mechanical strain amplitude for the four alloys of this study in the 
thermomechanical fatigue tests was 0.3%.  
In order to ascertain whether the IF tests could be adopted, as is normally done, to predict 
the alloys’ behavior in TMF, the IF and TMF curves of the four alloys of this study were 
plotted on the same graphs of % of total strain amplitude as a function of the number of 
reversals. As can be seen in the plots in Figures 15, 16, 17 and 18, when subjected to IF at any 
of the temperatures of 25ºC, 300ºC and 600ºC, alloys A, B, C and D presented longer 
lifetimes than in out-of-phase TMF, indicating an increase in the severity of the test when 
temperature variations occur during cyclic loading. 
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Fig. 15. Mechanical  strain amplitude as a function of number of reversals to failure for alloy 
A. Comparison of in-phase and out-of-phase TMF, and IF at 25ºC, 300ºC and 600ºC. 
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Fig. 16. Mechanical strain amplitude as a function of number of reversals to failure for alloy 
B. Comparison of in-phase and out-of-phase TMF, and IF at 25ºC, 300ºC and 600ºC  
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Fig. 17. Mechanical strain amplitude as a function of number of reversals to failure for alloy 
C. Comparison of in-phase and out-of-phase TMF, and IF at 25ºC, 300ºC and 600ºC.  
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Fig. 18. Mechanical strain amplitude as a function of number of reversals to failure for alloy 
D. Comparison of in-phase and out-of-phase TMF, and IF at 25ºC, 300ºC and 600ºC. 
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As can be seen from the curves, the severity of the tests increases, and hence, the lifetime 
decreases in the following sequence: IF at 25ºC, IF at 300ºC, IF at 600ºC and out-of-phase 
TMF. This clearly indicates that IF tests are unsuitable to predict thermomechanical fatigue 
behavior, at least in the case of the materials of this study.  
The precision of the direction to be considered for the in-phase TMF curves, particularly for 
alloy D, was impaired because the results of the mechanical strain amplitude of 0.1%, due to 
the anomalous results, were not considered. Thus, they were not analyzed from the standpoint 
of severity. In general, and apart from anomalies, the smaller the preestablished mechanical 
strain the longer the duration of thermomechanical fatigue tests; hence, phenomena such as 
creep and oxidation have an opportunity to act, reducing the material’s lifetime. 
The gray cast iron alloys that are used in the production of automotive brake discs were 
subjected to IF tests because vein graphite behaves like microcracks. Therefore, the conventional 
method of calculating the plastic and elastic components of strain cannot be used because it 
would yield incorrect values since, depending on the hysteresis, the tensile unloading tangent 
could find negative values of plastic strain. Therefore, the extent of hysteresis at half-life was 
determined by the mean stress, as shown in Figure 19 [KANDIL, 1999].  
Note that the distance db corresponds to the plastic strain amplitude, the horizontal 
distance ac corresponds to the total strain amplitude, and the vertical distance ac 
corresponds to the stress amplitude; E1 is the modulus of elasticity in tensile unloading, and 
E2 is the modulus of elasticity in compressive unloading. 
The plots of strain amplitude versus number of reversals (Δεt x 2Nf) (Figures 20 to 25) 
indicate that the lifes of the alloys under study showed significant differences at 25oC, 300oC 
and 600oC. This occurred at all the levels of strain analyzed, i.e., 0.2%, 0.3%, 0.4% and 0.5%, 
due to the low ductility of the alloys in question. In these cases, the equivalent carbon (CE) 
does not seem to exert any influence on fatigue life at any of the test temperatures. 
However, it was found that the life of alloy B increased along with increasing temperature, 
which is due to the presence of alloying elements such as molybdenum and chromium, 
indicating that these elements increase the materials’ hot mechanical strength. 

 
Fig. 19. Hysteresis curve [KANDIL, 1999]. 

The alloys with high mechanical strength require greater stresses to become strained. 
Therefore, an analysis of the behavior of the alloys of this study based on the plots of stress 
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Fig. 17. Mechanical strain amplitude as a function of number of reversals to failure for alloy 
C. Comparison of in-phase and out-of-phase TMF, and IF at 25ºC, 300ºC and 600ºC.  
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amplitude vs. number of reversals (σx 2Nf) at the temperatures of 25ºC and 300ºC (Figures 
20 to 25) indicates that there was no significant decrease in the stress amplitude of the four 
alloys. However, when the temperature reaches about 600oC (Figure 25), there is a more 
pronounced decline in the stress amplitude of the alloys containing little or no 
molybdenum, clearly evidencing its relationship with the increase in resistance at high 
temperatures. This therefore clearly shows that the alloys most resistant to a decrease in 
their mechanical properties in response to temperature, i.e., alloys B, A and D, present a 
better performance in terms of the IF lifetime.  
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Fig. 20. IF: Comparative plot of total strain amplitude vs. number of reversals at 25°C. 
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Fig. 21. IF: Comparative plot of total strain amplitude vs. number of reversals at 300°C. 
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Fig. 22. IF: Comparative plot of total strain amplitude vs. number of reversals at 600°C. 
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Fig. 23. IF: Comparative plot of stress amplitude vs. number of cycles at 25°C. 
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Fig. 23. IF: Comparative plot of stress amplitude vs. number of cycles at 25°C. 
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Fig. 24. IF: Comparative plot of stress amplitude vs. number of cycles at 300°C.  
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Fig. 25. IF: Comparative plot of stress amplitude vs. number of cycles at 600°C. 
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4. Conclusions 
- At in-phase TMF mechanical strain amplitudes of 0.10% the value of fatigue life showed 

an anomalous behavior in all the analyzed alloys, which failed prematurely according 
to the adopted criterion of a 50% decrease in maximum tensile stress. In other words, 
their 2Nf was lower than that of the highest amplitudes of mechanical strain. 

- The in-phase TMF curves indicated that the behavior of the gray cast iron alloys A, B 
and C were very similar in terms of 2Nf at mechanical strain amplitudes of 0.2%, 0.3% 
and 0.4%. In other words, the three alloys presented practically the same in-phase TMF 
life at mechanical strains equal to or higher than 0.2%. 

- The out-of-phase TMF tests were the most critical, leading specimens to failure in a 
smaller number of reversals. This greater severity of the out-of-phase tests is explained 
by the maximum tensile stresses at the lower temperatures of the cycle.  

- The best TMF performance was exhibited by the alloys with relatively low equivalent 
carbon content and containing the alloying elements Cr and Cu. 

- As for the IF properties, the alloys under study did not show a significant difference at 
temperatures of 25ºC, 300ºC and 600ºC, as indicated by the ε – N curves. The CE, was 
apparently uncorrelated with the fatigue life.  

- Based on the σ – N curves one can see that, even at ambient temperature, there is a 
difference among the alloys. With the increase in temperature there is a decline in the 
stress amplitude, which is more pronounced in the alloys containing little or no Cr and 
Mo. Thus, the alloys with higher mechanical strength require a higher stress to become 
strained. 

- When subjected to IF at any of the temperatures, 25ºC, 300ºC and 600ºC, the alloys 
presented longer lifes and in out-of-phase TMF, revealed an increase in the severity of 
the test with the variation in temperature. 

- The IF tests were less critical than the out-of-phase TMF tests. 
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Fig. 24. IF: Comparative plot of stress amplitude vs. number of cycles at 300°C.  

 

10 100 1000 10000

50

100

150

200

250

300
350
400

 

 

Δ
σ
/2

 [M
P

a]

2Nf [cycles]

   Alloys
 A
 B
 C
 D

 
 

Fig. 25. IF: Comparative plot of stress amplitude vs. number of cycles at 600°C. 
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painting booth operations alone run into trillions of dollars, not to mention the emission of 
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processes may be alleviated by recent radiation-based methods which use either ultraviolet 
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of UV-curable coatings for aluminum can production may save as much as 55% in capital 
and installation costs over thermal curing and reduce 47,000 tons / year of CO2 emission if 
implemented industry-wide (U.S. Department of Energy, 1999). 
Early applications of radiation-based methods (e.g. UV) in the automotive industry can be 
found in curing coated components, such as headlamp lenses, reflectors, instrument panels, 
and so on (Starzmann, 2001). The application of UV curing to whole car bodies (clearcoat) 
was reported in (Mills, 2001) and (Fey, 2003), in which the coated car bodies were enclosed 
and cured by a set of fixed UV lamps with predesigned positions and orientations (Fig. 1b). 
Industrial robotic manipulators have also been used in curing automotive parts and whole 
car bodies for further improvements in process quality and energy efficiency (Raith et al., 
2001) (Mills, 2005). In these applications, the robotic manipulator is used to move the UV 
radiative device (e.g. UV lamp or LED panel attached to the end effector of the robot) 
around the target object in a pre-designed path (Fig. 1c). To ensure the curing quality, both 
off-line simulations (for process analysis and path design) and online trial tests (for 
irradiance measurement and parameter tuning) should be done before the curing system is 
implemented in actual production lines (Raith et al., 2001) (Mills, 2005).  
However, the open-loop control structure of current robotic UV curing applications, 
including the off-line simulations and online trail tests described above, has difficulties in 
maintaining the desired quality during actual processes due to the presence of various 
disturbances. These include unevenness in UV absorption, geometrical variations, changes 
in convective environment etc. In addition, for these open-loop methods, the change in 
product shapes and materials not only requires the redesign of the path of the robot 
manipulator, but it also causes the repetitive and time-consuming trail tests for calibrating 
the curing process.  
Compared to typical trial-and-error methods (open-loop), closed-loop control of robotic 
actuated processes have been widely used in various industrial applications, such as 
welding (Hardt, 1993) (Huissoon et al., 1994) (Moore et al., 1997), painting (Seelinger et al., 
1997) (Omar et al., 2006), spray forming (Jones et al., 2003), and so on. For the robotic UV 
curing of automotive coatings discussed in this chapter, the authors have developed some 
closed-loop methods, including 1) feedback control through thermal imaging (Zeng & 
Ayalew, 2009), 2) online process state and parameter estimation (Zeng & Ayalew, 2010-a), 
and 3) multi-variable coordination and optimization (Zeng & Ayalew, 2010-b), in order to 
improve the process quality and energy efficiency. These closed-loop control and estimation 
methods will be detailed in this chapter. 
The rest of the chapter is organized as follows. The second section describes the 
fundamental modelling and feedback control design for the robotic UV curing process. The 
third section details the design of a state/parameter estimator for online monitoring of the 
curing process. This is followed by a section which discusses two fundamental approaches 
to achieve optimization of the curing process, and a section that describes a prototype 
robotic UV curing system developed for experimental implementation. Finally, the last 
section gives the summary and points out future research directions. 

2. Process modelling and feedback control design 
This section describes the modelling of the robotic UV paint curing process and the design 
of a set of closed-loop control strategies through cure-status feedback. Despite the complex 
geometries of automotive parts or whole car bodies, the UV lamp/LED moving with the 
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robotic end effector only illuminates a small region of the whole target at a certain time and 
the dominant radiation usually occurs in the normal direction of that region. Therefore, for 
the currently illuminated region, the 3D curing process can be reduced to a 2D problem as 
illustrated in Fig. 2. The following subsections detail the modelling of the curing process and 
the feedback control design based on this 2D description. 
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Fig. 2. The reduced schematic of a robotic UV curing process for a 2D target 

2.1 Modeling the robotic UV curing process 
In general, the UV curing mechanism can be broken into three coupled physical processes: 
irradiation, photo-initiated polymerization, and thermal evolution. Given the 2D schematic 
shown in Fig. 2, the mathematical description of the three fundamental processes is detailed 
as follows. 

2.1.1 Irradiation 
The major energy of the UV source is delivered to the target through radiation. The 
irradiance (power density) received by the target is strongly determined by the power level 
of the UV source and the relative distance and orientation between the source and the target. 
In this work, an LED type UV source is selected for its high efficiency and fast on-off 
response. As shown in Fig. 2, the LED UV source is composed of a set of small units and 
each unit can be modeled as a monochromatic Lambertian point source (Ashdown, 1994). 
Since the LED is an incoherent light source, the total irradiance arriving at the target surface 
can be obtained by superposition. Given the notations used in Fig. 2, the irradiance 
distribution on the target surface is represented by (Modest, 1993): 

 2
1

( ) cos ( , , ) cos ( , , )( , , ) ( , )
d ( , , )=

= ∑
i iN
s r

i i

t x y t x y tI x y t k x y
N x y t

ϕ θ θ

π
 (1) 

where, the spatial coordinates for an arbitrary point on the target surface and the time are 
denoted by ( x , y ) and t , respectively. The irradiance distribution on the target surface is 
represented by ( , , )I x y t . The number of the LED units and the index of each unit are 
denoted by N  and i , respectively. The relative distance and orientation between each LED 
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unit and the target surface are characterized by di  (position vector), i
sθ  (emission angle), 

and i
rθ  (incidence angle). The total power level of the UV LED is represented by the radiant 

flux ( )tϕ . The coefficient ( , )k x y  is used to model the varying UV absorption throughout 
the target surface. It can be observed from equation (1) that the irradiance received by the 
target varies with both time and coordinate. This characteristic will also strongly influence 
the photo-initiated polymerization and thermal evolution processes to be described later. 

2.1.2 Photo-initiated polymerization 
Most curing processes involve the polymerization of various monomers. In the UV curing 
process, the polymerization is initiated by the UV radiation instead of high temperature. A 
typical photo-initiated polymerization is composed of three fundamental phases: initiation, 
propagation, and termination. In initiation, the photo-initiators (mixed with the paint) 
absorb the UV radiation and create free radicals which initiate the growth of polymer chain. 
Propagation follows cross-linking more polymer chains. Termination occurs when growing 
chains come together and react to form the dead polymer. Detailed description of the photo-
initiated polymerization can be found in (Hong, 2004) (Goodner, 2002). A simplified kinetic 
model is used here to characterize the three fundamental phases of the photo-initiated 
polymerization (Hong, 2004). 
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where, the concentrations of photo-initiator and monomer are denoted by [ ]PI  and [ ]M . φ  
and ε  represent the quantum of yield for initiation and molar absorptivity, respectively. 
The propagation and termination rate constants are denoted by pk  and tk .  It can be seen 
from equations (2) and (3) that the spatial distributions of both the photo-initiator and 
monomer concentrations are highly influenced by the distribution the UV irradiance. 

2.1.3 Thermal evolution 
The thermal evolution in the curing process is characterized by the following energy balance 
equation: 
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In equation (4), the internal energy accumulation (described by the intensity ρ , specific heat 
capacity c , and the change of temperature T ) is determined by the heat conduction 
throughout the target ( λ  and ∇  denote the thermal conductivity and the gradient operator, 
respectively), the heat generation in the photo-initiated polymerization phase (ΔH is the 
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polymerization enthalpy), and heat convection between the target and the environment ( h  
and ∞T  denote the convective heat transfer coefficient and the ambient temperature, 
respectively). All radiative heat transfer terms are ignored in this energy balance equation as 
they are assumed to be comparatively smaller than the retained terms. 

2.2 Feedback control design 
Given the system dynamics modeled in subsection 2.1, the objective of the feedback control 
design is to take some of those measurable process outputs as feedback and manipulate the 
radiant source (either in motion or power) so that the desired process quality set-point can 
be achieved. In the present case, since the cure-conversion level (normalized monomer 
concentration) is usually difficult to measure directly, the temperature, which is highly 
correlated to the cure-conversion, can be used to provide on-going curing status information 
for the controller. The temperature can be measured through one or more infrared (IR) 
cameras. The following paragraphs will detail the use of temperature feedback and the 
corresponding feedback control design. 

2.2.1 Temperature feedback through infrared (IR) cameras 
The principle of temperature measurement through IR cameras is a form of thermal 
imaging, in which the IR camera captures the images of the target in the infrared frequency 
domain and correlates them to the temperature distribution of the target based on 
fundamental radiative heat transfer theory. Three possible configurations (as shown in 
Fig.3) can be used to implement online temperature measurement through IR cameras for 
the purpose of robotic process control. 
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b. Global IR

v

c. Hybrid Configuration  
Fig. 3. Alternative temperature measurement configurations through IR cameras 

In the local IR configuration (Fig. 3a), the IR camera is co-located with the moving radiant 
source, so it mainly focuses on the area which is currently being cured. This configuration is 
simple and effective for local temperature measurement. In the global IR configuration, the 
IR camera is fixed to the global coordinate system (e.g. test bench) so that it can have a full 
view of the target. With this configuration, the controller can receive more information from 
the IR camera (e.g. the complete temperature map of the target), but it also increases the 
image processing complexity. The hybrid configuration combines both the advantages of 
both the local and global ones, and it can help achieve better control performance with 
moderate cost compromise. The authors have developed different feedback control 
strategies for these alternative temperature measurement configurations, and the following 
subsection will give an overview of these strategies. 
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2.2.2 Control of the motion or power of the radiant source 
With the temperature feedback obtained via the IR camera(s), some closed-loop control 
strategies are developed to improve the disturbance rejection capability of the system. In 
these closed-loop control strategies, only one of the two major manipulated variables 
(motion and power) of the radiant source is regulated online and the other is calibrated off-
line or kept constant during the process. The general structure for these control strategies is 
illustrated in Fig. 4. 
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Fig. 4. The general output (temperature) feedback control structure  

The control structure in Fig. 4 provides the framework for designing feedback control 
strategies based on different temperature measurement configurations depicted in Fig. 3. For 
the local IR configuration, a sequential curing style is selected, in which the radiant source 
stays at each segment of the target for a while and moves to the next one after the current 
segment has been cured. In this case, the power of the UV source is kept constant, while the 
motion of the robot is adjusted online (the controller determines the curing time for each 
segment based on the corresponding temperature level of the same segment, and commands 
the robot when it should move to the next one). For the global IR configuration, the radiant 
source is moved by the robot in a continuous manner, but the complete curing process is 
divided into several runs. The IR camera captures the temperature map of the target at the end 
of each run, and the controller decides if it is necessary to adjust the trajectory of the robot 
based on the global temperature feedback. The power of the UV source is still kept constant 
during the process for this configuration. For the hybrid configuration, the local and global 
temperature measurements are integrated into a real-time control structure, in which either the 
motion or the power of the radiant source can be adjusted continuously at any time of the 
process based on the integrated temperature feedback. 
In these strategies above, the controller uses online temperature measurements directly to 
determine the appropriate motion or power applied to the radiant source. This can improve 
the process quality to some extent. However, the correlation between the temperature 
(process output, measured by IR cameras) and the cure-conversion level (controlled 
variable, difficult to be measured online) still needs to be calibrated through experiments. In 
the next section, an online estimator is developed to obtain such information by using a 
process model and the Kalman filtering method. 
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3. Online process state/parameter estimation 
State/parameter estimation has been widely used for various industrial process control 
applications. For the automotive robotic UV curing, the development of a process estimator 
faces two major challenges. First, the target state (cure-conversion level) of the process is a 
spatially distributed variable and requires a large dimensitional estimator. This may 
increase the computational cost. Second, the spatial movement of the radiant source can 
change the observability of the system. This has a signifciant influence on the estimation 
performance and it has to be carefully considered when designing the process estimator. 
This section details the development of a process state/parameter estimation scheme and 
discusses proposed solutions to the two major issues (large dimension and changing 
observability) described above. 

3.1 Model reduction and simplification 
To illustrate the development of the process estimator, the authors consider using a one-
dimensional (1D) description (as shown in Fig. 5) to further simplify the robotic UV paint 
curing process depicted in Fig. 2. 
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Fig. 5. The 1D description of the robotic UV paint curing process 

In this 1D description, the actual UV radiant device is simplified as a point source. The 
variation along the cross-section direction is also ignored at this time. In addition, only a 
small segment of the processed target is considered here, so the 2D processed target has 
been reduced to a 1D strip. Then the corresponding process model can be reduced and 
simplified. For example, the simplified irradiation phase can be written as follows: 
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Similar reduction and simplification can be applied to the photo-initiated polymerization 
and the thermal evolution phases. The detailed equations can be found in (Zeng & Ayalew, 
2010-a).  

3.2 Development of the state/parameter estimation scheme 
This subsection describes the development of the state/parameter estimation scheme by using 
the dual extended Kalman filtering (DEKF) method. The main advantage of this method is that 
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2.2.2 Control of the motion or power of the radiant source 
With the temperature feedback obtained via the IR camera(s), some closed-loop control 
strategies are developed to improve the disturbance rejection capability of the system. In 
these closed-loop control strategies, only one of the two major manipulated variables 
(motion and power) of the radiant source is regulated online and the other is calibrated off-
line or kept constant during the process. The general structure for these control strategies is 
illustrated in Fig. 4. 
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Fig. 4. The general output (temperature) feedback control structure  

The control structure in Fig. 4 provides the framework for designing feedback control 
strategies based on different temperature measurement configurations depicted in Fig. 3. For 
the local IR configuration, a sequential curing style is selected, in which the radiant source 
stays at each segment of the target for a while and moves to the next one after the current 
segment has been cured. In this case, the power of the UV source is kept constant, while the 
motion of the robot is adjusted online (the controller determines the curing time for each 
segment based on the corresponding temperature level of the same segment, and commands 
the robot when it should move to the next one). For the global IR configuration, the radiant 
source is moved by the robot in a continuous manner, but the complete curing process is 
divided into several runs. The IR camera captures the temperature map of the target at the end 
of each run, and the controller decides if it is necessary to adjust the trajectory of the robot 
based on the global temperature feedback. The power of the UV source is still kept constant 
during the process for this configuration. For the hybrid configuration, the local and global 
temperature measurements are integrated into a real-time control structure, in which either the 
motion or the power of the radiant source can be adjusted continuously at any time of the 
process based on the integrated temperature feedback. 
In these strategies above, the controller uses online temperature measurements directly to 
determine the appropriate motion or power applied to the radiant source. This can improve 
the process quality to some extent. However, the correlation between the temperature 
(process output, measured by IR cameras) and the cure-conversion level (controlled 
variable, difficult to be measured online) still needs to be calibrated through experiments. In 
the next section, an online estimator is developed to obtain such information by using a 
process model and the Kalman filtering method. 
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it can help improve estimation accuracy by estimating some unknown process parameters, 
and subsequently correcting the process model that is used for estimation. Considering the 
two issues (large dimension and changing observability) mentioned at the beginning of this 
section, the authors develop the state/parameter estimation scheme keeping in mind the 
spatially distributed nature of the robotic radiative curing process. 

3.2.1 Design of the dual extended Kalman filter (DEKF) 
The dual extended Kalman filter (Wan and Nelson, 1997) is one of several variants of the 
original Kalman filter (Kalman, 1960), which provides combined state and parameter 
estimation through the use of two extended Kalman filters (EKFs) in parallel. Both EKFs 
follow the standard two-step (prediction and correction) estimation procedure. For the 
robotic UV curing process, the target state to be estimated is the monomer concentration, 
and the unknown process parameters considered here include the UV absorption coefficient 
and the convective heat transfer coefficient of the target. The basic structure of the DEKF 
adopted for this work is illustrated in Fig. 6. 
 

 
Fig. 6. The structure of the DEKF estimator 

In Fig. 6, the two major inputs (power and motion) of the system are denoted by ( )tϕ  and 
( )av t . The output of the system is the temperature ( ( , )T x t ), which can be measured online 

through IR cameras. The objective is to estimate the target state [ ]( , )M x t from the known 
inputs and the measured output. Parameter estimation is also applied to unknown process 
parameters ( ( )k x , ( )h x ) to improve the accuracy of the process model and further improve 
the state estimation performance. 
The following formulation outlines the two-step (prediction and correction) estimation 
procedure adopted for this application. More details about the standard procedure for 
Kalman filter can be found in (Kalman, 1960) (Haykin, 2001). 

Parameter Prediction: ˆ ˆp ( ) p( 1)− = −j j  (6) 

State Prediction: ˆ ˆ ˆx ( ) x( 1),u( 1),p( 1)− = − − −⎡ ⎤⎣ ⎦j F j j j  (7) 
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State Correction: ˆ ˆ ˆx( ) x ( ) y( ) x ( )− −⎡ ⎤= + −⎣ ⎦sj j K j C j  (8) 

Parameter Correction: ˆ ˆ ˆp( ) p ( ) y( ) x ( )− −⎡ ⎤= + −⎣ ⎦pj j K j C j  (9) 

where, the discrete time index is denoted by j . The state and parameter vectors to be 
estimated are represented by x  and p , respectively. The input vector is denoted by u , and 
the measured output is represented by y. At the first step, only the state vector is updated 
by using the process model, which is described by a nonlinear function ( ( )⋅F ) of the state, 
input, and parameter vectors at the previous time 1−j . At the second step, the state and 
parameter vectors obtained at the prediction step will be further corrected based on current 
process output measurements. Two Kalman gain matrices ( sK  and pK , corresponding to 
state and parameter, respectively) are used here to weigh the prediction and correction 
parts, and give the final estimates at time j . The two gain matrices are also updated with 
time by following the standard procedure.  

3.2.2 Implementation of the DEKF estimation scheme 
Two major issues should be considered when implementing the DEKF estimation scheme to 
the robotic UV curing process: the large dimension of the estimator and the changing 
observability of the system caused by the moving radiant source. The detailed derivation 
and discussion on the changing observability can be found in the authors’ previous work in 
(Zeng and Ayalew, 2010-a). To resolve the two issues, a distributed estimation structure 
with a moving activation policy (depicted in Fig. 7) can be developed and applied to the 
robotic UV curing process. 
  

 
Fig. 7. The distributed estimation structure and the moving activation policy 

In the distributed estimation structure shown in Fig. 7, the original process state vector x  
(describing the monomer concentration distribution along the whole target strip) is divided 
into a set of low-order subsystems which are denoted by 1 i Gx , ,x , ,x (each of these 
subsystems only describes the local monomer concentration distribution around its own 
location), respectively. In these subsystems, only those that are located within the current 
processing range of the radiant source will be activated for the DEKF estimation, and the 
others are kept frozen at this time. As the radiant source moves through the target strip, 
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each subsystem will be activated sequentially to provide state and parameter estimation for 
the current processing range during the whole process. The distributed estimation structure 
described above can help reduce the computational cost thanks to the reduction of the 
dimension of the DEKF estimator. Meanwhile, since the moving activating policy ensures 
that the state/parameter estimation is only applied to the current processing range 
(subsystems within this range have better observabilty than other areas of the target strip), it 
can help compensate for the changing observability caused by the movement of the radiant 
source. The next subsection will give an example to demonstrate the DEKF estimation 
scheme developed for the robotic UV curing application.  

3.3 Estimation results 
In this subsection, simulation results are presented to illustrate the implementation of the 
DEKF estimation scheme to a 1D robotic UV curing example. In this example, the state to be 
estimated is the monomer concentration distribution (further normalized to the cure-
conversion level) along the 1D target strip. Two unknown process parameters are 
considered here: UV absorption coefficient k  and convective heat transfer coefficient h  (the 
two parameters are estimated simultaneously). The assumed spatial distributions of the two 
parameters along the target strip are illustrated in Fig. 8. 
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Fig. 8. Assumed distribution of the UV absorption coefficient and convective heat transfer 
coefficient along the 1D target strip 
As shown in Fig. 8, the UV absorption coefficient is assumed to decrease in a linear manner 
from the left end to the right end of the target strip. For the convective heat transfer 
coefficient, a cooling fan is assumed to operate on the right-half part of the target strip, and a 
step function is used to describe the corresponding distribution of the convective heat 
transfer coefficient. Since this example is only used to demonstrate the estimation scheme 
(not the control strategy), the inputs of the system (motion and power of the radiant source) 
are kept constant during the whole process. Other process parameters used in this example 
are obtained from (Hong, 2004). The corresponding results are presented in Fig. 9 ~ Fig. 11. 
The solid ball shown in Fig. 9 ~ Fig. 11 denotes the UV radiant source which moves through 
the target strip (from left to right). The state estimation result is given in Fig. 9 in both the 
spatial (a) and temporal (b) domains. The shaded area in Fig. 9(a) represents the current 
processing (activating) window in which the corresponding local low-order estimators are 
activated for estimating the states and parameters. The time index tL and tR in Fig. 9(b) 
define the time when the estimation is activated and when it is frozen again for the selected 
position (x=0.9). tM represents the time when the radiant source is exactly crossing the 
position (x=0.9). The spatial and temporal results in Fig. 9 show that the estimated state 
(cure-conversion level) has a good match to the actual state. 
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Fig. 9. (a) The distribution of the cure-conversion level along the target strip when the source 
is crossing the position (x=0.9m) (b) The time history of the cure-conversion level for the 
position (x=0.9m) 
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(b) 

Fig. 10. (a) The distribution of the UV absorption coefficient along the target strip when the 
source is crossing the position (x=0.9m) (b) The time history of the UV absorption coefficient 
for the position (x=0.9m) 
The estimation results for the UV absorption coefficient are given in Fig. 10. First, Fig. 10 (a) 
shows the spatial distributions of the estimated and actual UV absorption coefficient. It can 
be observed that the estimation performance for the cured area (on the left-hand side of the 
source) is better than that of the uncured areas (on the right-hand side of the source). This is 
because the estimation for the uncured areas hasn’t been activated or it is currently being 
activated. Similar observations can be found in the temporal result depicted in Fig. 10 (b). 
Fig. 11 presents the estimation results for the convective heat transfer coefficient. Again, for 
those areas in which the estimation has been activated, the estimated convective heat 
transfer coefficient matches the actual value well. On the other hand, for those areas covered 
by frozen estimators or the ones that are being activated, the estimation performance is  
not good at the beginning but is improved after the estimators have been completely 
activated. 
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those areas in which the estimation has been activated, the estimated convective heat 
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(b) 

Fig. 11. (a) The distribution of the convective heat transfer coefficient along the target strip 
when the source is crossing the position (x=0.9m) (b) The time history of the convective heat 
transfer coefficient for the position (x=0.9m) 

4. Process optimization and predictive control 
To further improve quality and energy efficiency, optimization of multiple control inputs 
should be incorporated into the closed-loop control of the robotic UV curing process. This 
section presents two fundamental approaches to achieve the process optimization through 
either a rule-based control method or a model predictive control (MPC) strategy. A general 
discussion about the two approaches is given at first. Then the authors propose a framework 
for guiding the design of the predictive control strategy. Finally, a demonstrative example is 
provided to illustrate and compare the two process optimization approaches. 

4.1 Off-line and online process optimization 
The robotic UV curing process involoves two major control inputs: the power and motion of 
the radiant source. The control of a single manipulated variable (either the power or the 
motion) based on temperature feedback has been discussed in Secition 2. To achieve 
improved quality level and energy efficiency, the two control inputs should be manipulted 
in a coordinated and optimal manner. Two approaches are considered for achieving such 
process optimization: a rule-based control method (off-line optimization) and a model 
predictive control strategy. Both of the two approaches use essential process feedback 
provided by the state/parameter estimator. 

4.1.1 Rule-based control 
The rule-based control method is still a closed-loop control approach that uses some off-line 
process optimization results. The first step is to calculate the optimal trajectories of the two 
control inputs in an open-loop manner. For example, for curing a 1D target strip, the 
optimal trajectories of the two control inputs could be two constant values of the power and 
the speed (motion) which can minimize the pre-defined objective function (e.g. minimal 
curing level non-uniformity with minimal energy use). However, these off-line optimal 
control trajectories cannot be directly applied to the process due to the presence of 
disturbances during the actual process. Therefore, the next step is to close the loop by 
incorporating online process estimates and coordinating the control inputs based on some 
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designed rules. Although this method is not necessary optimal once the loop has been 
closed (the control inputs will be adjusted around the off-line optimal results), it can help 
achieve an acceptable compromise between process optimization and disturbance rejection.  

4.1.2 Model predictive control 
The other approach is to use model predictive control (MPC) to achieve online process 
optimization. Compared to the rule-based control method, the MPC approach calculates the 
optimal control inputs in a frequent manner by using online process estimates and a process 
model. The process model is used to predict future process states from the current state 
estimates. At each calculateion cycle, the MPC controller determines the control inputs in an 
optimal way that can minimize the deviation of future process states from the set-point and 
the corresponding control costs. This calcuation is repeated to generate new optimal control 
signals once the new state estiamtes are available, so the controller can detect the changes of 
the process (e.g. influence of disturbances) online and make necessary adjustment to 
compensate for these changes. The two process optimization approaches discussed above 
are illustrated in Fig. 12. 

 
(a) 

 
(b) 

Fig. 12. (a) The rule-based control method (b) The predictive control strategy 

4.2 Predictive control strategy 
This subsection presents a framework for developing the predictive control strategy for the 
robotic UV curing process. This framework outlines the fundamental procedures in the 
control design process, including model linearization and simplification, control problem 
formulation, solution, and implementation, etc. The basic structure of this framework is 
depicted in Fig. 13. 
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Fig. 11. (a) The distribution of the convective heat transfer coefficient along the target strip 
when the source is crossing the position (x=0.9m) (b) The time history of the convective heat 
transfer coefficient for the position (x=0.9m) 

4. Process optimization and predictive control 
To further improve quality and energy efficiency, optimization of multiple control inputs 
should be incorporated into the closed-loop control of the robotic UV curing process. This 
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either a rule-based control method or a model predictive control (MPC) strategy. A general 
discussion about the two approaches is given at first. Then the authors propose a framework 
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The robotic UV curing process involoves two major control inputs: the power and motion of 
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designed rules. Although this method is not necessary optimal once the loop has been 
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compensate for these changes. The two process optimization approaches discussed above 
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The steps involved in the predictive control strategy are described as follows: 
1. Acquire new state estimates (monomer concentration) from the DEKF estimator 

discussed in Section 3. 
2. Linearize the process model around the current state estimates and the previous control 

inputs. 
3. Calculate future process states along the prediction horizon by using the linear model 
4. Update the objective function and constraints on both states and inputs. 
5. Solve the constrained optimization problem to find the optimal sequence of control 

inputs along the control horizon. 
6. Apply the first part of the optimal sequence as the current control inputs to the process. 
The above calculation will be repeated when the new state estimates are available. The 
detailed mathematical derivation and formulation of the predictive control strategy can be 
found in the authors’ previous work in (Zeng & Ayalew, 2010-b). 

4.3 A demonstrative example 
This subsection provides a 1D curing example to demonstrate the rule-based control method 
and the predictive control strategy as used for process optimization. Two simulation 
scenarios (named as S1 and S2) are given in this example, regarding different disturbances 
in the UV absorption coefficient distribution along the target strip. For the first scenario (S1), 
the UV absorption coefficient has the same distribution as what is shown in Fig. 8. For the 
second scenario (S2), the distribution of the UV absorption coefficient is described by a step 
function. The simulation results for S1 are presented in Fig. 14 and Fig. 15. 
As shown in Fig. 14, both the rule-based and predictive control methods successfully 
maintain the uniformity of the cure-conversion level along the target strip, although the UV 
absorption coefficient has a descending distribution. The open-loop method fails to maintain 
the uniformity due to the lack of essential process feedback. Fig. 15 gives the time history of 
the two major control inputs: power and motion. It can be observed that for both the rule-
based and predictive control methods, the power of the radiant source is increased while the 
speed of the source is reduced during the process. This explains why the two closed-loop 
methods can compensate for the disturbance in the UV absorption coefficient.   
The simulation results for S2 are presented in Fig. 16 and Fig. 17. 
 

0 0.2 0.4 0.6 0.8 1 1.2 1.4
0

0.2

0.4

0.6

0.8

1

U
V 

ab
so

rp
tio

n 
co

ef
fic

ie
nt

position (m)

cu
re

-c
on

ve
rs

io
n 

le
ve

l

set-point

open-loop
rule-based
MPC

disturbance

(a) 

0.2 0.4 0.6 0.8 1

0.75

0.8

0.85

0.9

position (m)

cu
re

-c
on

ve
rs

io
n 

le
ve

l

set-point
open-loop
rule-based

MPC

 
(b) 

Fig. 14. The distribution of the cure-conversion level along the target strip (S1): (a) Full-
range view (b) Zoomed view around the set-point 
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Fig. 15. The time history of the control inputs (S1): (a) radiant power (b) speed 
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(b) 

Fig. 16. The distribution of the cure-conversion level along the target strip (S2): (a) Full-
range view (b) Zoomed view around the set-point 
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Fig. 17. The time history of the control inputs (S2): (a) radiant power (b) speed 
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detailed mathematical derivation and formulation of the predictive control strategy can be 
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This subsection provides a 1D curing example to demonstrate the rule-based control method 
and the predictive control strategy as used for process optimization. Two simulation 
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the UV absorption coefficient has the same distribution as what is shown in Fig. 8. For the 
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function. The simulation results for S1 are presented in Fig. 14 and Fig. 15. 
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maintain the uniformity of the cure-conversion level along the target strip, although the UV 
absorption coefficient has a descending distribution. The open-loop method fails to maintain 
the uniformity due to the lack of essential process feedback. Fig. 15 gives the time history of 
the two major control inputs: power and motion. It can be observed that for both the rule-
based and predictive control methods, the power of the radiant source is increased while the 
speed of the source is reduced during the process. This explains why the two closed-loop 
methods can compensate for the disturbance in the UV absorption coefficient.   
The simulation results for S2 are presented in Fig. 16 and Fig. 17. 
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Fig. 14. The distribution of the cure-conversion level along the target strip (S1): (a) Full-
range view (b) Zoomed view around the set-point 
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Fig. 15. The time history of the control inputs (S1): (a) radiant power (b) speed 
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Fig. 16. The distribution of the cure-conversion level along the target strip (S2): (a) Full-
range view (b) Zoomed view around the set-point 
 

5 10 15 20 25 30
20

30

40

50

time (s)

ra
di

an
t p

ow
er

 (W
)

open-loop

rule-based
MPC

(a) 

0 5 10 15 20 25
-0.1

-0.05

0

0.05

0.1

time (s)

sp
ee

d 
(m

/s
)

open-loop

rule-based
MPC

 
(b) 

Fig. 17. The time history of the control inputs (S2): (a) radiant power (b) speed 
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In this scenario, a step change is introduced to the distribution of the UV absorption 
coefficient along the target strip (as shown in Fig. 16). Similarly, the rule-based and the 
predictive control methods successfully compensate for this step change and give acceptable 
process uniformity, compared to the uneven curing in the open-loop method. The time 
history of the control inputs given in Fig. 17 shows that the power and the speed of the 
radiant source are also manipulated in a step manner during the process (for both the rule-
based and the predictive control methods). It can be observed that the predictive control 
method increases the radiant power more drastically than the rule-based method does when 
the radiant source crosses the step point. This is because the predictive control strategy can 
detect the step change in advance and make corresponding adjustment in time. Another 
observation is that the predictive strategy uses lower radiant power than the rule-based 
method at most  time of the curing process. This explains the major difference between the 
two process optimization approaches. Since the predictive control strategy performs the 
optimization online, it can give better energy efficiency (minimize power level) than the 
rule-based method which only uses off-line optimization results to determine nominal 
values of the control inputs. 

5. A prototype robotic UV curing system 
A prototype robotic UV curing system has been developed to implement the closed-loop 
control methods in experiment and investigate their potential applications in automotive 
manufacturing plants. The hardware structure of the prototype robotic UV curing system is 
illustrated in Fig. 18. 
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Fig. 18. The hardware structure of the prototype robotic UV curing system 
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As shown in Fig. 18, the prototype system is composed of four basic parts: a robotic 
manipulator, a UV LED panel with power controller, a thermal vision system, and a 
dSPACE rapid control prototyping system. A six degree-of-freedom (DOF) PUMA560 
manipulator is used here to carry the UV LED panel and the IR camera. This manipulator is 
driven by six new pulse-width modulation (PWM) amplifiers. The UV LED panel includes 
42 cells which can send out UV radiation with a wavelength concentrated around 365 nm. 
The UV LED is connected with its own power controller (named CF2000). This controller 
can be treated as an instrument terminal of a personal computer (PC) through a USB 
interface. The IR camera used in the prototype system has a 640×320 pixel array and can 
measure the temperature from 20 to 150 °C. The IR camera is connected with the computer 
through a USB interface and it can send out digital thermal image data at a frame rate of 
30Hz. The dSPACE system includes an embedded processor and necessary A/D and D/A 
converters. The dSPACE system is used to achieve rapid control prototyping by converting 
MATLAB/Simulink control models into real-time codes that can be implemented in 
hardware to control the whole system.  
Fig. 19 shows two test configurations with the prototype robotic UV curing system. 
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Fig. 19. Test configurations with the prototype robotic UV curing system: (a) 2D plane-type 
target (b) Actual automotive body part (a front fender) 
 

At first, the prototype system is used to cure a 2D plane-type target (with thin-film 
clearcoat) for validating the temperature feedback control strategy discussed in Section 2. It 
can also be used to cure some real automotive body parts, such as a front fender, as shown 
in Fig. 19(b). In this case, the trajectory of the robot is typically designed offline to make the 
UV LED panel have different distances matched to the profile of the fender as it moves 
through different locations. With the closed-loop structure, the controller can determine 
how long the UV LED panel should stay at each patch of the fender based on the 
temperature level of that patch as measured by the IR camera.  
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manipulator, a UV LED panel with power controller, a thermal vision system, and a 
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6. Summary and future directions  
This chapter presented a framework for advanced robotic radiative process control in 
automotive coating, drying and curing applications. This framework provides potential 
solutions to the closed-loop control problems, particularly to those involved in the robotic 
UV curing processes. These solutions include, 1) online process monitoring through IR 
camera(s) and direct temperature feedback control, 2) online process state/parameter 
estimation by using temperature measurements and the dual extended Kalman filtering, 
and 3) process optimization through rule-based and predictive control methods. Simulation 
studies have been conducted to demonstrate the major approaches discussed in this chapter. 
The results show that the proposed framework (control, estimation, and optimization) 
provides improved process quality and energy efficiency by adaptively compensating for 
disturbances and optimally coordinating multiple control inputs (power and motion). A 
prototype system has also been established for further investigations and implementations 
on robotic UV curing for automotive applications. 
Future research work will include implementing the state/parameter estimation schemes 
and the predictive control strategy in hardware, conducting investigations on advanced UV 
radiant sources for more control options, and pursuing the cooperation with manufacturers 
for further on-site tests and applications.  
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1. Introduction     
One emerging application of power electronics is the driving of piezoelectric actuators. 
These actuators can be used for different kinds of application. They are employed for micro 
and nano positioning tasks as well as hydraulic or pneumatic valves, where they replace 
magnetic control elements. Piezoelectric actuators have some specific advantages such as 
high resolution of the displacement, excellent dynamic properties and energy consumption 
near to zero for static or quasi static operations. 
So, high performances, low emissions and less fuel consumption bring car designers to 
adopt new technologies in automotive systems. The use of piezoelectric actuators (used as 
injectors) allows less response time with respect to traditional magnetic actuators but 
requires high driving voltages in order to be driven in a smaller time. This is a big concern 
in automotive environment, where the battery voltage is still the main power source 
available. 
A switching amplifier for reactive loads generally consists of two components. A 
unidirectional DC/DC converter with a small input power loads and large buffer capacitor 
and, a second bidirectional DC/DC converter that controls the energy exchanged between 
the buffer capacitor and the reactive load. 
The requirements on the unidirectional DC/DC converter are few. It only needs to 
compensate the power losses of the two stages plus the energy dissipated in the actuator 
and the connected mechanical system. Second stage presents more problems, because it 
must be designed for full system power. 
Conventional DC/DC boost converter is not the best solution in piezoelectric based 
applications where high step-up ratio and high efficiency power conversion is required. 
The coupled inductor boost converter meets the demanding requirements of these 
applications, including high reliability, relative low cost, safe operation, minimal board 
space and high performance, therefore an excellent choice for interfacing the battery with 
the high voltage DCBUS used for piezoelectric actuator system. An FPGA based controller 
allows interleaving two phases reducing both peak primary current and output current 
ripple. Moreover, a quasi constant frequency hysteretic current control technique reduces 
EMI interferences and ensures control loop stability. A soft start sequence permits to limit 
average input current and guarantees start-up phase in a short time. 
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In this chapter an FPGA based interleaved coupled inductor boost converter is presented for 
high step-up automotive applications.  
Design and analysis of the proposed converter are reported. Finally experimental results are 
provided for verification of the proposed converter. 

2. System specification and topology 
Nowadays piezoelectric actuator allows less response time with respect to traditional 
magnetic actuator but requires high driving voltages. 
In a traditional magnetic actuator the voltage applied is less than 100V, so a standard 
DC/DC Boost topology can be used to step up the 12V battery input voltage. Piezoelectric 
actuator require a high DCbus voltage to obtain high performances so high voltage step-up 
DC/DC converters are necessary to provide the interface between the standard energy 
storage component (battery) and the high voltage DCbus of the bidirectional converter used 
to drive the reactive load. 
Fig.1 shows the typical power train of automotive piezoelectric actuator system. 
 

 
Fig. 1. Power solution for automotive piezoelectric actuators 

So, the boost converter must be able to generate the a voltage up to 350V starting from a 
standard 9V-18V automotive range. If the input voltage is lower than this range, the system 
works in safe mode. Limit start up-time to reach the maximum output voltage is limited to 
150ms and the maximum output power is 100W. The efficiency of the converter must be at 
least 85% under standard operating conditions. 
In a conventional DC/DC Boost converter the duty ratio increases as the output to input 
voltage ratio increases. This class of DC/DC converter is not the best solution in 
piezoelectric based applications where a high step-up ratio (more than 20) and high 
efficiency power conversion is required. 
Fig.2 shows a coupled inductor DC/DC boost converter topology: this converter is a good 
solution to the above problems since it reduces the required duty ratio for a given output to 
input voltage ratio in conjunction with a small voltage across the switch S (reducing  
switching losses).  
The duty ratio and the switch voltage stress can be controlled by the N2/N1 turns ratio of 
the primary and secondary inductors (L1 and L2). Therefore, for high voltage step-up 
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applications, the coupled inductor boost converter can be more efficient than the 
conventional boost converter. 
Moreover, for high power requirements and redundancy purposes, the coupled inductor 
boost converter can be easily interleaved to achieve high power, high reliability and efficient 
operation with reduced inductor and capacitor sizes. Various advantages of interleaving are 
well reported in the literature (Zhao & Lee, 2003). 
 

 
 

 
Fig. 2. (a) coupled inductor and (b) two phases interleaved coupled inductor boost converters 

3. Design 
Assuming the coupled inductor boost converter is in a continuous conduction mode (CCM) 
the steady state output voltage to input voltage ratio for an ideal converter can be obtained 
as: 

 ( )1
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where Vi is the input voltage, Vo is the output voltage, D is the duty cycle of the converter 
and k is the secondary to primary inductor turns ratio. It can be seen from eq.1 that, for the 
same voltage gain, the duty cycle can be reduced by increasing turn ratio. 
For high current or high power applications interleaving boost converter are well suited 
(Dwari & Parsa , 2007). In this approach a single coupled inductor boost converter cell 
(fig.2a) is treated as a phase of ‘n’ parallel connected phases (fig.2b). In order to operate at 
the same duty ratio a  phase shift but of 2π/n radiant electrical angle must be considered. 
Under normal of full load condition each phase equally shares the total output load. 

3.1 Switching frequency 
In an interleaved system the number of cell (n) mainly depends on the step up voltage ratio 
and the maximum power demand of the load. In this work the nominal input voltage is 
taken as 12V and the range is the automotive standard 9V-18V. 
With an output DCbus voltage of 350V, the voltage ratio is greater than 29. Referring to 
fig.3, using a secondary to primary inductor turn ratio (k) of 10 and incorporating the switch 
voltage and diode forward drop in the converter in equation 1, the duty cycle D is 0.72. 
The expression of boundary inductance depends by load condition (eq.2) so, assuming 
minimum output power of 50W (half of total output power) the product LfSW must be 
greater than 0.767V/A. 
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Assuming a 5µH of primary inductance, the minimum switching frequency in order to 
satisfy the CCM condition is 153kHz, a quite high control frequency that requires a parallel 
implementation on a FPGA device with some control tricks to guarantee the control loop 
strategy. 
 

 
Fig. 3. Comparison among Vo/Vi as k fuction 

DC/DC Step-Up Converters for Automotive Applications: a FPGA Based Approach   

 

193 

3.2 Selection of power switch and freewheeling diode 
The power switch is a high speed MOSFET in order to have fast rise and fall time and 
relatively low RDSon that ensure less switching and conduction losses. 
One of the main advantages of this topology respect to traditional Boost converter is that the 
maximum voltage on the MOSFET drain is limited by the turns ratio between primary and 
secondary inductors: 

 max
350 6 30.7
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o i

D
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− −

= = =
+ +
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where Vi is the input voltage, Vo is the output voltage and N is the inductors turns ratio. 
The value in eq.3 is obtained considering the worst case, that is when the minimum input 
voltage occurs. To avoid over voltage MOSFET damaging the drain source voltage is chosen 
at least 1.5 times the VDmax. 
The primary peak current value is determined by the duty cycle and the Ton period: 
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The free-wheeling diode in Boost circuit plays a central role. When the switching transistor 
turns on, the diode should turn off immediately because otherwise the transistor will switch 
on into a full short circuit to the boosted output voltage close to 350V causing extreme over 
current and high dissipation. 
Three different technologies could be used: 
1. PiN 
2. SiC Schottky Barrier Diodes 
3. Fast Recovery Epitaxial Diode (FRED) 
While Schottky and PiN diodes offer similar circuit functionality, their behavior is 
determined fundamentally different physical mechanisms. These differences directly impact 
the power dissipation associated with these devices. 
Schottky Barrier Diodes (SBDs) offer a low junction voltage, low switching loss and high 
speed, but suffer from high on resistance. 
When operated at high current density, PiN diodes offer significantly reduced on-resistance 
due to conductivity modulation, but suffer from high junction voltage and high switching 
loss. 
The FRED diodes could be a good compromise between forward voltage, low peak reverse 
recovery currents with soft recovery. These diodes are characterized by a soft recovery 
behavior, showing even at very high di/dt (>800A/us) no tendency to “snap-off”, but 
present higher leakage current than other diode. However the power loss caused by the 
leakage current is small compared to forward current and reverse recovery losses. 
In this converter, the output diode should be able to support high voltage (higher than 
350V) but a quite low average current (this is the average output current and so it is less 
than 0.3A). 

3.3 Input filter capacitor 
The input filter capacitor limits the supply ripple voltage. The less ripple voltage desired, 
the larger the capacitor, and the larger the surge current during the power up period. There 
are three major considerations when selecting a capacitor for this function: 
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• Capacitance value 
• Voltage rating 
• Ripple current rating 
The value of the bulk capacitor can be found by: 

  2 200 330
200 3

OUT
IN

SW RIPPLEpp

P WC F
f V kHz V

μ≅ = =  (4) 

We have placed three 100µF electrolytic capacitors and four 10µF ceramic in parallel. 
 

 
Fig. 4. Snubber Circuit 

3.4 Current sense 
High side current sense amplifier has been used to monitor the primary input current across 
a shunt resistor. The sense voltage is amplified and shifted from the analog power supply to 
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a ground referred output. Considering 300uF as output capacitance, start up time is less 
than 150ms and low input voltage, the average input current in this phase is: 

 350 350300 27.2
9 150

OUT OUT
INstart up OUT

IN

V V V VI C F A
V t V ms

μ
δ− = = =  (5) 

Assuming a peak current about 30A, to limit the voltage drop below 5% of nominal input 
voltage and therefore the power losses, the shunt resistor must have a value lower than 
20mΩ. A four wire Kelvin terminals resistance is used to limit the parasitic resistance as well 
as series inductance. A high side, unipolar current shunt monitor IC has been mounted in 
order to correctly acquire and convert the shunt voltage with the analog voltage range of 
digital platform. 

3.5 Snubber circuit design 
In this type of converter, the resonance between Lleak and Coss causes an excessively high 
voltage surge, that cause damage to the MOSFET during turn-off. This voltage surge must 
be suppressed and snubber circuit is therefore necessary to prevent MOSFET failures as 
shown in fig.4. 
The clamping voltage by snubber is: 

 

Dsnpk
sn f leak f leak

s

IiV V L V L
t t

Δ
= + = +

Δ  (6) 

Therefore: 

 
1.5

leak Dsnpk leak Dsnpk

sn f f

L I L I
ts

V V V
= =

−
 (7) 

The maximum power dissipation of the snubber circuit is determined by: 
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The maximum power dissipation is: 
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Where: 
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Therefore, the resistance Rsn, is determined by: 
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voltage and therefore the power losses, the shunt resistor must have a value lower than 
20mΩ. A four wire Kelvin terminals resistance is used to limit the parasitic resistance as well 
as series inductance. A high side, unipolar current shunt monitor IC has been mounted in 
order to correctly acquire and convert the shunt voltage with the analog voltage range of 
digital platform. 
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voltage surge, that cause damage to the MOSFET during turn-off. This voltage surge must 
be suppressed and snubber circuit is therefore necessary to prevent MOSFET failures as 
shown in fig.4. 
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The maximum power dissipation of the snubber circuit is determined by: 
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Where: 
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Therefore, the resistance Rsn, is determined by: 

 
2

2
2 c

sn
leak Dsnpk SW

VR
L I f

=  (11) 



 New Trends and Developments in Automotive System Engineering 

 

196 

The maximum ripple voltage of the snubber circuit is obtained by: 

 c
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The larger snubber capacitor results, the lower voltage ripple, but the power dissipation 
increases. Consequently, selecting the proper value is important. In general, it is reasonable 
to determine that the surge voltage of snubber circuit is 1.5 times of Vf and the ripple voltage 
is 25V. Thus, the snubber resistor and capacitor are determined by the following equations: 
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4. Control 
The proposed DC/DC converter is controlled using a quasi constant frequency hysteretic 
current mode technique with current sharing and interleaving phases as inner loop in order 
to have symmetrical current partition between the switching phases. The outer control loop 
is based on a digital PI control law in order to stabilize the DC/DC output voltage. 
Fig. 5 shows the schematic diagram of the proposed control technique. 
The PWM signal obtained by feedback loop (from the hysteretic comparator) is acquired by 
the FPGA and processed to correctly control the two phases of the tapped boost. 
To avoid sub-harmonic instability a variable frequency control is needed and to stabilize the 
switching frequency it is necessary to introduce a high speed period feedback loop. This is 
performed by an integral control law which, starting from the outer loop command, 
generates the variable hysteresis for the comparator. 
Fig.6 shows a block diagram of a hysteretic control with frequency control loop. 
There are several challenges to efficiently implement the proposed control technique with 
analog and discrete components. These challenges along with the FPGA implementation are 
related to: 
• Current/voltage sharing and control 
• Frequency feedback 
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Fig. 5. Schematic diagram of coupled inductor control technique 

 

 
Fig. 6. Diagram of a quasi constant frequency hysteretic current control with a period 
feedback loop 
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Fig. 6. Diagram of a quasi constant frequency hysteretic current control with a period 
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4.1 Current sharing 
It is really important to obtain an almost equally distributed current between the interleaved 
phases. 
Unfortunately, components tolerances, connections differences from phase to phase, load 
conditions and other non idealities may cause the current distribution (sharing) to be 
unequal especially during large load transients. 
Current sharing between the interleaved converters can be achieved by averaging current of 
each converter phase and compare the obtained value with command derived by the outer 
loop. Each phase is then turned on using two control strategies: 
1. Sequence toggle mode where the ON signal is present only for one phase per cycle 
2. Phase shift control technique where the two phases are shifted of half period 
Current sharing functionality can be easily implemented using a fast FPGA. 
In the first one the two control pulses (Cm1 and Cm2) are generated interleaved starting 
from the Cm PWM signal coming from hysteretic comparator (Fig 7a). 
In the second control technique CM1 and Cm2 are shifted half period starting from the main 
control signal generated by the hysteretic comparator (Fig. 7b). 
 

 

 
Fig. 7. Different control techniques: (a) toggle with the two phases (b) half period phase shift 
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The phase shift control technique has been implemented and tested but it presents some 
problems due to the inner frequency control. 

4.2 Hysteretic current control circuit 
Input current of each phase is sensed using a high side current sense amplifier with a very 
low shunt resistor value in order to reduce power losses. Sensed currents are decoupled, 
averaged, merged and included in the hysteretic current control. 
Peak and valley current commands come from the digital outer voltage loop: peak value is 
the output of a PI control law while the valley one is obtained multiplying the command 
with a corrective factor derived by the frequency feedback loop. 
Peak and valley comparator outputs are directly connected to the FPGA and are used to 
generate the two control signal applied to the switches. 

4.3 Frequency feedback loop 
The frequency feedback loop is implemented on FPGA in order to: 
• Speed-up the computation of the control law 
• Guarantee the modularity of the control law 
• Generate a variable hysteretic width based on frequency measure (or period) 
To minimize the number of analytical operations and to simplify the IP design on FPGA, we 
have implemented a switching period feedback loop. 
This technique is based on switching period measured using a counter and comparator with 
a reference previously set (this is a variable of the proposed control). The difference is used 
as input of a regulator which generates a corrective factor on the nominal hysteretic width in 
order to stabilize the switching frequency. 
The relation of corrective factor at the next step is: 

 ( ) ( 1) ( ( )h h i mis refk i K i K T i T= − + −  (18) 

Where kh is the corrective factor, Ki is the integral gain, i is the digital sampling period, Tref 
and Tmis are the nominal switching period and the measured one. 
The generated hysteretic width acts on the value of valley current, leaving the peak current 
unchanged. 

4.4 Frequency feedback loop 
Outer loop is a classic digital PI control law with anti-wind up algorithm. The output 
voltage is sensed and converted using a 12 bit resolution ADC and compared to the 
reference value on an FPGA IP. The error obtained is then transferred to a PI block that 
generates the command for the inner current control. 
The right half plane zero (RHP) is present and its frequency depends of duty cycle, inductor 
value (smaller is better) and the load resistance, so at heavy loads its frequency is the lowest 
and the phase delay is the greatest; at light loads instead the RHP zero frequency is higher, 
and the converter is easier to control. The RPH zero frequency is obtained using: 
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Common choice is to limit the bandwidth of the control feedback loop at about 1/5th of the 
RHP zero frequency, which considering the worst case (100W at 350V with 12V as input 
voltage) is about 17kHz. The cross-over frequency is designed in order to stay under 3kHz. 

5. Implementation 
As previously explained, the control architecture is based on an inner loop that control and 
limit the average current of the two primary inductor currents, starting from a current 
reference obtained by an outer loop that maintains stable the DC bus voltage. 
Control loops of Boost converter are illustrated in the following technological scheme (fig.8). 
All the feedback loops are implemented as IP on FPGA operated at a 100MHz clock, 
mounted on a prototype board (EKU) completely designed by the Mechatronic Laboratory. 
 
 

 
Fig. 8. Technological scheme of the Boost converter implemented 

5.1 Current loop 
The inner loop of the Boost section controls and limits the input current of each phase 
monitoring the voltage across the sense resistor connected in high side configuration using a 
current shunt monitor. The two amplifier's outputs are filtered and averaged in order to 
obtain a signal that drives the two comparators (peak and valley). With this control strategy 
the inductor currents ramp alternately between an upper limit and a lower limit. 
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Digital current control is based on two main blocks that are implemented as IP-core on 
FPGA: 
• Duty Cycle Generator 
• Current Sharing Algorithm 
The Duty Cycle Generator, starting from peak and valley comparator outputs, controls the 
intrinsic behavior of an SR flip-flop, which turns the transistor of and on (considering one 
phase). A current sharing algorithm is added to equally subdivide the input current 
between the two phases: our strategy called sequence toggle mode, generates commands 
where only one phase is active at switching cycle; phase shift technique is also implemented 
but presents instability due to the inherent variable frequency during start up. 
Peak and valley references are generated by DAC converters that are directly interfaced 
with the FPGA using a dedicated IP. 
The hysteretic control maintains a controlled difference between the comparator's input and 
therefore variable frequency current loop. The introduction of a frequency feedback loop in 
this control leads to have variable hysteresis band but with the advantage of stabilizing the 
switching period. 

5.2 Voltage loop 
The outer loop maintains the output voltage stable around a reference value sent by engine 
control unit as a word parameter via CAN. Output voltage are sensed with a voltage 
monitor, converted by ADC and compared with digital reference in order to obtain an input 
to apply to the voltage loop block. 
The tapped inductor open loop transfer function is: 

 
2

2 2 2 2

2 2

(1 )(1 )
( 1) 1

(1 )( )
( ) (1 ) (1 )

( 1)(1 ) 1
( 1) ( 1)

p
o

Lo

p p

L

sL k kD
V k

R DV s
d s s L C k s L C k

D kD
D R D

+ +⎛ ⎞
+ −⎜ ⎟⎜ ⎟−⎝ ⎠=
⎛ ⎞+ +
⎜ ⎟− + + +
⎜ ⎟− −⎝ ⎠

 (19) 

It is characterized by two poles, associated to LC output filter components, and one zero, 
determined by the ESR of output capacitor that for simplicity is neglected. 
The two complex poles are placed at a lower frequency: 
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Additionally it presents a RHP zero. This is characteristic of boost and boost derived 
converters. 
RHP zero determines a phase lag in loop gain of the voltage mode controlled boost 
converter forcing the maximum cross over frequency to be at most 1/5 RHP frequency. For 
this reason, a current mode is preferred, as the effect of RHP zero is mitigated. 
RHP is a function of the duty cycle, load and inductance and causes an increase in loop gain 
while reducing the loop phase margin. 
A common practice is to determine the worst case RHPZ frequency and set the loop unity 
gain frequency below one-third of the RHPZ. 
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It is characterized by two poles, associated to LC output filter components, and one zero, 
determined by the ESR of output capacitor that for simplicity is neglected. 
The two complex poles are placed at a lower frequency: 
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Additionally it presents a RHP zero. This is characteristic of boost and boost derived 
converters. 
RHP zero determines a phase lag in loop gain of the voltage mode controlled boost 
converter forcing the maximum cross over frequency to be at most 1/5 RHP frequency. For 
this reason, a current mode is preferred, as the effect of RHP zero is mitigated. 
RHP is a function of the duty cycle, load and inductance and causes an increase in loop gain 
while reducing the loop phase margin. 
A common practice is to determine the worst case RHPZ frequency and set the loop unity 
gain frequency below one-third of the RHPZ. 
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Fig. 9. Bode plot of Power Stage 

Reducing the primary inductance increase the RHP zero location, therefore it may be 
possible to increase the close loop cross over frequency. 
The Bode plot (Fig. 9) shows the frequency response of the power stage from the error 
amplifier output through to power stage output voltage. These approximated plots can be 
used to understand how to design the control/compensation circuitry. 
 

 
Fig. 10. Bode plot of Type I compensation network and the open loop TF 
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Type I compensation network is added to the control output TF in order to meet the static 
and dynamic performance requirements while maintaining stability. 
This control gives one pole in the origin and one zero. The pole in the origin increase the DC 
gain to reduce the DC error in steady state. The zero is added at low frequency to obtain a at 
gain at mid frequency. Bode plot shows the effect of type I compensation. Fig. 10 shows the 
gain and phase of the overall system (power stage plus compensation). A cross-over 
frequency of 5kHz is achieved with a theoretical phase margin of 30°. 

7. Experimental results 
A 100W, 12V-to-350V step-up converter was completely designed and tested and the 
resulting power circuit components used are: 
 

• Inductor: Coilcraft Flyback Transformer GA3459-BL with 5uH as primary inductance 
and 1:10 turns ratio 

• Input capacitors: two 4.7uF ceramic and one 100uF electrolytic for high RMS current 
ripple 

• Output capacitors: two 1uF plastic film and 150uF electrolytic 
• MOSFETs: IRF1018 with 60V VDSS and 7.1mΩ of RDSON 
• Switching frequency: 200KHz 
 

Operating duty cycle of the interleaved converter is 0.72. Figure 11 shows the prototype of 
the converter with the FPGA programmable device mounted on the above control board (a 
FPGA based ECU system developed at CSPP-LIM for fast prototyping applications). 
 

 
 

Fig. 11. The experimental set-up of the proposed FPGA controlled DC/DC step-up converter 
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Fig. 12. DC/DC converter behavior during start-up sequence 

Fig. 12 shows the output voltage (green) and output current (yellow) of the converter during 
start up sequence. During this time high primary inductor current in each phase is present 
as can be seen from the oscilloscope picture. The system goes in stable conditions in less 
than 100ms. 
 

 
Fig. 13. Converter steady-state conditions 
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Fig. 13 shows the converter output voltage (green), output current (yellow) and Cm1/Cm2 
signals (blue/red) in steady-state conditions. It can be seen that the switching frequency is 
stabilized around 200kHz that represent the reference current period of frequency loop. 
 

 
 

Fig. 14. Converter response under impulsive load test (10uF / 1.8Ω series RC load) 

Fig. 14 shows converter output voltage (green), converter output current (yellow) and load 
voltage (red) during a impulsive load test (500Hz charge/discharge of a series 10uF / 1.8Ω 
RC load). It can be seen that the converter output voltage is very stable with a ripple less 
than 5V during 2A load driving transients. 

7. Conclusion 
In this chapter a new concept of FPGA controlled coupled inductor boost converter is 
presented as a good option to solve high boosting requirements in automotive applications. 
High power efficient converters with reduced size output filter can be obtained by 
interleaving and control these type of converters. 
Using a quasi-constant frequency hysteretic current control it is possible to join the 
advantages of fixed and variable frequency control introducing a frequency feedback loop 
in a classic hysteretic CM control. Moreover, the FPGA implementation ensures good 
dynamic performances, reliability and high computational performances resulting in high 
efficiency overall characteristics. 
The switching frequency is stabilized around 10% of nominal reference frequency: this 
allows the designer to easily estimate the switching losses and efficiently design the output 
EMI filter. 
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1. Introduction     
Automotive brakes and clutches involve bodies that are in contact and move relative to each 
other. Typically in the clutch, the contacting bodies take the shape of an axisymmetric disk. 
As similar as the contacting parts may be from system to system, their functions often vary. 
While they are used to decelerate or stop the motion of a rotating disk in the automotive 
brake, in the clutch system they are a mean of transmitting motion between two rotating 
parts. In the brake system the contact usually takes place between a rotating disk and a 
stationary friction pad. In the clutch system, however, the contacting disks are rotating at 
relative speeds and the contact results in a sliding motion over a short period of time till the 
two bodies are at the same speed. The length of the sliding motion depends on the amount 
of contact pressure applied, as well as the friction coefficient. The contact engagement in 
these systems takes place between the friction material of the friction disk and a steel surface. 
The main problem associated with these types of systems is the variation of contact pressure 
distribution during engagement, which leads to areas of high-pressure concentration. As a 
result of sliding motion and friction, areas of high heat generation or hot spots may result 
which can in turn damage the contact surfaces. The damage can take different forms such as 
variation in the contacting disk thickness and surface cracks. The variation in disk thickness 
is expressed as disturbance to the applied load resulting in a low frequency vibration.  
Overheating of materials at the contact points, on the other hand, can lead to material 
degradation, which effectively reduces the lifetime of the effected system. Fig. 1 shows an 
example of hot spots patterns found in a clutch disk. The problem of hot spots has imposed 
design constraints to the brake and clutch systems in the past. Recently, it has become 
crucial to investigate the problem of hot spots promoted by the use of new materials and 
design improvements. The main objective of these investigations are to, if at all possible, 
completely eradicate the hot spots. This requires identification and examination of the 
parameters responsible for hot spots and simulation of the engagement process. 
The sliding motion from the contact lasts for a short period of time that might not exceed 
half of a second, as is the case in the clutch system. Considering the short time of 
engagement the transient solution is indeed the key to understanding the process of hot spot 
formation. This will help to recognize how the problem fields, such as the temperature and 
the contact pressure evolve with time, in addition, to determine the possibility of material 
yielding through the computation of thermal stresses. Furthermore, design sensitivity 
analysis can be carried out with the availability of a transient solution.  
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crucial to investigate the problem of hot spots promoted by the use of new materials and 
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The sliding motion from the contact lasts for a short period of time that might not exceed 
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engagement the transient solution is indeed the key to understanding the process of hot spot 
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Fig. 1. Hot spot as it appears on a clutch desk. 

1.1 Automotive brake and clutch system  
There are two types of automotive clutch systems: wet and dry clutches. Dry clutch is 
typically used in a car with a manual transmission and its function is to connect the engine 
to the transmission. There are three main parts that make up the dry clutch: a flywheel, and 
clutch and pressure plates. The flywheel is connected to the engine whereas the clutch plate 
is connected to the transmission through a shaft. The flywheel and the clutch plate are 
engaged by pushing the pressure plate against the clutch disk, which in turn is pressed 
against the flywheel. This locks the engine to the transmission input’s shaft, causing them to 
rotate at the same speed. The wet clutches, on the other hand, are used with the automatic 
transmission and they involve fluid flow across the contacting surfaces. They are used to 
engage different gears to the shaft transmitting the engine’s rotation. The wet clutch consists 
of a pressure plate, pack of discs and an endplate. The disc pack is mounted between the 
pressure and end plates and consists of friction and steel disks. There are two types of 
friction disks that are commonly used in manufacturing the wet clutch system: single and 
double-sided friction disks. In the first, the friction material is applied to one side of a steel 
core, whereas, in the second, the friction material is layered on both sides of the steel core. 
For the case where double-sided friction disks are used, disc pack consists of alternating 
layers of friction and steel plates. Friction plates are splined on the inside, where they are 
locked to one of the gears. The steel plates, on the other hand, are splined on the outside, 
where they are locked to the clutch housing that transmits the engine’s rotation. Grooves are 
also found on the surface of the friction disk that provides passages for the coolant fluids. 
The coolant fluid is used to cool down the contact interface, which also helps stabilizing the 
friction coefficient.   
Similarly, there are two kinds of automotive brake systems that are commonly used in the 
automotive industry: disk and drum brakes. Most of the cars have disk brake on their front 
wheels and it composes of two friction pads, a steel disk mounted to the wheel hub and a 
caliper, which contains a piston. Disk brake operates through engaging the two pads in 
contact with the rotating steel disk. The steel disk contains a set of vanes that provide 
cooling to the brake system. The drum brake, on the other hand, consists of a steel drum, 
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hydraulic actuators and two brake shoes lined with a friction material. The hydraulic 
actuators are used to push the brake shoes against the brake drum.  

1.2 Frictionally excited thermoelastic instability (TEI) 
When two bodies are in contact and sliding relatively, frictional heat generation causes 
thermoelastic distortion that, in turn, modifies the initial contact pressure distribution. This 
feedback process is found to be unstable when the sliding speed exceeds a certain critical 
value. This phenomenon was first identified and explained by Barber (1967,1969) and was 
called “frictionally excited thermoelastic instability” or TEI. A microscopic disturbance in 
the contact pressure can grow resulting in areas of high-pressure concentrations and 
subsequently creating areas of high heat generations or ‘hot spots’. Hot spots have been 
reported in a number of mechanical systems such as mechanical seals, aircraft brakes, 
railways and automotive clutch and brake systems. This phenomenon has been investigated 
both theoretically and experimentally over the last four decades. An overview of these 
investigations is presented in the following two sections to provide a better understanding 
of the TEI problem.      

1.3 Field observations and experimental works  
Parker and Marshall (1948) were the first to report evidence of TEI in railway brakes. Barber 
(1968,1969) carried a theoretical and experimental investigation and provided an 
explanation for the TEI phenomenon. He noted that a thermoelastic deformation causes a 
widely spread contacting asperities to concentrate at one or more discrete contact areas 
which are smaller than the nominal area. When the effect of thermoelastic distortion exceeds 
that of wear, the contact area changes can become unstable. Regions of high contact 
subsequently become regions of high heat flux that penetrate into sliding bodies causing 
thermal damages such as thermal cracks. Sehitoglu (1983) provided an explanation for the 
development of surface cracking, in which he noted that constraint on free thermal 
expansion of the hot spot by relatively cooler surrounding material is responsible for the 
formation of thermal fatigue cracks. Evidence of thermal cracks has been observed in 
railway brakes (Dow (1980), Fec and Sehitoglu (1985)), mechanical seals (Netzel (1980), 
Kennedy and Karpe (1982)) and automotive brakes (Anderson and Knapp (1989). High 
temperatures are another consequence of the high local heat flux, which also has been 
reported in the railway brake (Van Swaay (1969), Ho et al. (1974), Wentenkamp and Kipp 
(1976), Van Swaay (1979), Hewitt and Musial (1979)).   
Investigations have been carried out to improve the performance of the brake system 
primarily through lowering the surface temperatures. Ho et al. (1974) conducted an 
investigation concerning aircraft brake in an attempt to develop improved brake materials. 
They suggested a criterion for determining the number and thickness of brake disks, where 
the thermal diffusivity and the length of the braking cycle play a very important role. Lower 
surface temperatures can be achieved by using materials of high specific heat and density, 
and by maximizing the contact area. Santini and Kinnedy (1975) monitored the surface 
temperature in an aircraft disk brake during a drag test, during which the sliding speed 
drops to zero from some initial value within a certain period of time. They noticed the 
development of non-uniform contact areas that are constantly shifting.  
Evidences of thermoelastic instability were also observed in automotive brake and clutch 
systems over the past three decades. High local temperatures are found responsible for 
thermal cracking in automotive brakes (Anderson and Knapp (1989)), resulting in brake 
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fade (Lee and Barber (1993)). Furthermore, heat flux fluctuation can lead to thermoelastic 
distortion in the form surface waviness, which is expressed as disturbance to the applied 
load resulting in a low frequency or sometimes known as brake judder (Kreitlow et al. (1985), 
Thomas (1988)). Lee and Barber (1993) conducted an experimental investigation to better 
understand the TEI mechanism in the brake system and to validate the theoretical 
approximation as far as the onset of instability is concerned. They observed non-
uniformities in the temperature, which is a clear evidence of thermoelastic instability in the 
brake system. They also reported changes in the form of the dominant perturbation as 
temperature is increased. Zagrodzki (1990, 1991) reported thermoelastic instability in a 
multi-disk clutch that resulted in permanent distortion such as coning. Lee and Dinwiddie 
(1998) investigated the effect of various contact conditions on the heating patterns and 
judder characteristics of a disk brake using infrared camera technology and vibration 
measurements. They showed that modified brake materials based on the theory of 
thermoelastic instability, in which the critical speed is increased to achieve a more stable 
brake system, can lead to a better judder performance. A similar investigation was also 
conducted by Edward Little at al. (1998), in which they demonstrated that increasing 
thermal disk thickness variation is accompanied by increasing brake torque variation. Yi at 
al. (2001) conducted a series of drag tests to investigate the phenomenon of TEI in an 
automotive disc brake. They used Fast Fourier Transform method to determine the 
exponential growth rate for various hot spot numbers and critical speed. Their results for 
critical speed and number of hot spots showed good agreement with the numerical 
prediction.                

1.4 Theoretical investigations  
The study of the thermoelastic process over the last four decades has followed mainly three 
branches; the study of stability analysis or critical speed, steady state solution and transient 
behavior. 
Stability analysis 
Stability analysis is mainly about the determination of the critical speed. Dow and Burton  
(1972) were the first in this field and they examined the stability of a sinusoidal perturbation 
that can grow exponentially in time for a semi-infinite plane sliding on a rigid surface. Their 
study reveals that the perturbation is unstable above a certain value of a sliding speed and 
this speed is different for different wave numbers. The critical speed for the system is then 
determined by the speed at which the first perturbation grows unstable.   
Later, Burton et al. (1973) investigated the problem of two straight Blades contacting along a 
straight common interface which has been developed geometrically from a two cylindrical 
tubes pressed against each other by a uniform pressure. They found that for materials 
contacting their own kind, instability would be seen only at high values of friction 
coefficient. On the other hand, if one cylinder is changed to an insulator and one to a 
conductor, the disturbance will almost be stationary relative to the conductor and almost all 
of the heat will go into it. The stability in this case has a strong dependence on the sliding 
speed and the critical speed is low.  
These findings, however, are not consistent with experimental observations in which 
evidence of instability was reported for contacting materials of similar properties. Berry 
(1984) has noted instabilities over a wide range of speeds and loads with various material 
combinations including cases of similar materials. Burton (1973) later offered an explanation 
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for this in which he explained that surface films such as natural oxidation products would 
act as thermal insulator. These thin films can change the stability behavior leading to 
instability. If the perturbation has a high velocity with respect to the body containing the 
film, the thermal penetration is small and the film properties may dominate the system.    
Heckmann and Burton (1977) have also studied the effect of frictional shear traction on the 
stability boundary that has previously been neglected. They applied this study to the case 
where one body is considered a nonconductor and concluded that the introduction of shear 
has little effect on the predicted critical speed. Later, Lee and Barber (1993) studied the effect 
of shear traction when both materials are deformable and thermal conductors. They have 
shown that there is a significant change in the predicted critical speed when both materials 
have thermal properties of the same order of magnitude. Whereas stable behavior is 
predicted for two materials of similar thermal properties when shear effect is neglected, the 
presence of shear effect is shown to lead to bounded values of critical speed.  
In studies so far, the model of two semi-infinite layers have been adopted where critical 
speed predicted by this model is more conservative when compared to that observed 
experimentally for automotive brake systems (Kreitlow et al. (1985), Anderson and Knapp 
(1989)). Lee and Barber (1993) extended Burton’s model to include the dimension effect by 
studying the stability of a finite thickness layer that slides between two half-planes. This 
geometry is typical in the disk brake system where a finite thickness disk slides against two 
pads. They concluded that there is a preferred wavelength for instability whereas in two 
half planes model the critical speed decreases monotonically with wavelength. The 
threshold of instability is characterized by an antisymmetric perturbation leading to hot 
spots at alternating positions on the two sides of the disk. Their results of critical speed are 
of the order of those observed experimentally. Later, Lee (2000) developed a one sided 
heating model for automotive drum brakes and found the stability behavior of this model is 
similar to that of antisymmetric model of two sided heating with a higher critical speed. He 
also concluded that thermal expansion and friction coefficients are the most influential 
properties. Hartsock and Fash (2000) have also considered the effect of the friction pads’ 
thickness on the stability behavior of the two-sided heating model. They incorporated the 
thickness of the pads by appropriately modifying their elastic modulus. They showed that 
the critical speed for thick friction pads is close to Lee’s prediction but fell below it for thin 
pads.  
Lee’s model gives a better representation for the critical speed yet the computational 
complexity precludes extending it for a more realistic geometry. This complexity has been 
overcome by Du (1997) through the use of the finite element method to discretize the 
problem in space and formulate a discrete eigenvalue problem for the TEI. He examined his 
approach by solving a simple problem of half-plane sliding against rigid, non-conductive 
surface. Later Yi (2001) extended the finite element approach to solve the problem of two 
sliding bodies of a finite thickness including the three-dimensional disk problem. 
Steady state problem 
Stability analysis can determine the critical speed and shape of the unstable mode, however, 
it falls short to determine the amplitude of the contact pressure and the temperature field. 
Steady state solution, on the other hand, can show the value of the maximum thermal 
stresses and temperature encountered by the TEI system. This part of the TEI problem has 
been the focus of a number of studies in the past. Burton et al. (1973) has obtained the steady 
state solution for a conductive body sliding on a rigid nonconductive body. They assumed a 
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pads. They concluded that there is a preferred wavelength for instability whereas in two 
half planes model the critical speed decreases monotonically with wavelength. The 
threshold of instability is characterized by an antisymmetric perturbation leading to hot 
spots at alternating positions on the two sides of the disk. Their results of critical speed are 
of the order of those observed experimentally. Later, Lee (2000) developed a one sided 
heating model for automotive drum brakes and found the stability behavior of this model is 
similar to that of antisymmetric model of two sided heating with a higher critical speed. He 
also concluded that thermal expansion and friction coefficients are the most influential 
properties. Hartsock and Fash (2000) have also considered the effect of the friction pads’ 
thickness on the stability behavior of the two-sided heating model. They incorporated the 
thickness of the pads by appropriately modifying their elastic modulus. They showed that 
the critical speed for thick friction pads is close to Lee’s prediction but fell below it for thin 
pads.  
Lee’s model gives a better representation for the critical speed yet the computational 
complexity precludes extending it for a more realistic geometry. This complexity has been 
overcome by Du (1997) through the use of the finite element method to discretize the 
problem in space and formulate a discrete eigenvalue problem for the TEI. He examined his 
approach by solving a simple problem of half-plane sliding against rigid, non-conductive 
surface. Later Yi (2001) extended the finite element approach to solve the problem of two 
sliding bodies of a finite thickness including the three-dimensional disk problem. 
Steady state problem 
Stability analysis can determine the critical speed and shape of the unstable mode, however, 
it falls short to determine the amplitude of the contact pressure and the temperature field. 
Steady state solution, on the other hand, can show the value of the maximum thermal 
stresses and temperature encountered by the TEI system. This part of the TEI problem has 
been the focus of a number of studies in the past. Burton et al. (1973) has obtained the steady 
state solution for a conductive body sliding on a rigid nonconductive body. They assumed a 
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configuration of contacting spots separated by regions where the surfaces are parted and 
used power series to determine the contact pressure distribution for such a spot. They 
concluded that the distribution of pressure in the contact zone is approximately given by a 
parabolic relationship and the magnitude of the maximum pressure is dependent upon 
contact loading and the ratio of the operating velocity to the critical velocity. Burton and 
Nerliker (1975) obtained the solution for two conducting semi-infinite plates using the same 
technique of power series representation for the contact pressure in the contact region. They 
found two configurations that satisfy the boundary conditions, one of which is unstable. 
Latter Barber (1976) solved the problem of axisymmetric geometry using harmonic potential 
function and found that his solution is converging much faster than that of Burton using 
power series.  
Transient problem 
Although the steady state solution can predict the maximum pressure encountered by the 
TEI systems, typically, the engagement in the automotive brake and clutch systems take 
place over a very short period of time that is not enough for the system to reach the steady 
state. The best presentation is then acquired by solving for the transient behavior. The 
presence of the time variable in the governing equations makes it harder to obtain the 
transient solution, compared to the effort acquired by the other two solutions. 
The transient solution has been the focus of some studies in the past. Barber (1980) 
presented a solution for the transient thermoelastic contact of a sphere sliding on a rigid 
non-conducting plane, subject to a Hertzian approximation to the contact pressure 
distribution. The aim of this study was to describe the transient process where an initially 
small pressure disturbance develops into a condition of patch like contact. They concluded if 
the ratio between the initial contact radius and the radius achieved in the steady state is 
large enough, the initial reduction in radius is linear with time depending only upon the 
initial contact radius and thermal diffusivity. Later, Barber et al. (1985) used the same model 
to evaluate the effect of design and operating conditions on the maximum temperature 
reached in brake and showed that in the case of uniform deceleration, the duration of the 
stop is significant. If the stop is sufficiently small for hot spots to develop, the temperature is 
high. High temperature is also reached if the stop is sufficiently fast because of the high rate 
of heat generation. There exists an optimum between theses two extremes. 
Azarkhin and Barber (1985) presented a transient solution for an elastic conducting cylinder 
sliding against a rigid non conducting half plane. They used Green’s function developed by 
Barber and Martin-Moran (1982), in which the solution of a thermoelastic contact problem 
can be expressed as a double integral of the surface heat input or temperature in time and 
space. Their method allowed them to follow the transient behavior of the system until it 
approaches the steady state for some values of the initial contact width. They also showed if 
the width of the initial contact is sufficiently large, bifurcation will occur and their method is 
not suited to pursue this phase of the process because of computational time and accuracy 
considerations. They have been able to overcome these difficulties by using a volume rather 
than the surface representation of the variables. Their solution has proven to be more 
accurate in comparison to that given by the Hertzian approximation and also enables them 
to follow the process through bifurcation.  
The analytical solution of the transient thermoelastic contact problems such as those 
mentioned above are limited to a number of ideal problems which involve approximate 
geometry developed from a practical application. They also involve an extensive 
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computational time to reach convergence in the solution. Finite element method is an 
attractive alternative in which the domain of the problem is divided into sub-domains 
resulting in a system of linear first order differential equations. Theses equations are then 
solved utilizing time integration. A number of researchers have adopted this approach to 
study the transient thermoelastic contact problems, investigating the effect of different 
boundary condition configurations on the solution. Optimal design is also sought in those 
solutions in which geometrical dimensions and material properties played a very important 
role.  
Kinnedy and Ling (1974) used finite element method to simulate the thermoelastic 
instabilities in the high-energy disk brakes. They investigated the effect of different material 
parameters on the temperature distribution in an attempt to determine the most important 
parameters for safe and reliable brake performance. Axisymmetric models were developed 
for a single-pad and annular disk brakes and the effect of wear was incorporated in theses 
models by proposing a criterion followed from experimental observations. They concluded 
that lower temperature in the disk brake assembly could be achieved by increasing the 
conductivity, the volume and the heat capacity of the heat sink component. Day (1984, 1988) 
presented a finite element analysis for drum brakes to investigate the role that interface 
pressure and thermal effects play in brake performance. They indicated the interdependence 
of interface pressure, temperature and wear over the friction material rubbing surface. Day 
and Tirovie (1991) has also described how the pressure at the friction interface of a drum 
and disc brake varies due geometry and deformation of the brake components, predicting 
interface pressure distribution and surface temperatures. Other finite element simulation 
involves investigating the transient thermoelastic behavior in composite brake disks (Sonn 
et al. 1995, 1996). Composite disks have demonstrated a lower temperature and pressure 
distribution along the friction surfaces. 
 Finite element analysis has also been used to investigate the transient process in the clutch 
system. Zagrodzki (1990, 1991) presented the axisymmetric solution of the transient problem 
for a multi-disk clutch, showing the effect of the TEI on the thermal stresses. He concluded 
that the thermomechanical phenomena occurring on any friction surface strongly effect the 
other friction surfaces and the Young’s modulus of the friction material is very important. 
By reducing the modulus, the undesirable thermomechanical effects can be reduced.  

1.5 Geometric modeling developments of TEI system 
Because of the complexity of the TEI problem, early investigation of the TEI relied on an 
approximate two-dimensional model. Presuming an axisymmetric shape for the contacting 
bodies, Fourier series decomposition can be used along the circumferential direction.  This 
allows the treatment of each Fourier mode separately and simplifies the mathematical 
formulations of the problem, providing no intermittent contact is experienced along the 
circumferential direction. Furthermore, plane strain or stress approximation can be adopted 
for the variation along the radial direction, where for small wave numbers plane strain is 
used and vice versa. The first two-dimensional model was used by Burton (1973) to study 
the stability of two sliding half-planes developed geometrically from a mechanical seal 
consisting of two cylindrical tubes. The same model has been used to predict the onset of 
instability for automotive brake system. Lee and Barber (1993) introduced a more 
representative two-dimensional model, in which they include finite thickness effect of the 
steel disk found in the disk brake system. Due to the geometric complexity involves in this 
class of problem, finite element approach is a more appropriate tool to treat a more realistic 
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configuration of contacting spots separated by regions where the surfaces are parted and 
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presented a solution for the transient thermoelastic contact of a sphere sliding on a rigid 
non-conducting plane, subject to a Hertzian approximation to the contact pressure 
distribution. The aim of this study was to describe the transient process where an initially 
small pressure disturbance develops into a condition of patch like contact. They concluded if 
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large enough, the initial reduction in radius is linear with time depending only upon the 
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to evaluate the effect of design and operating conditions on the maximum temperature 
reached in brake and showed that in the case of uniform deceleration, the duration of the 
stop is significant. If the stop is sufficiently small for hot spots to develop, the temperature is 
high. High temperature is also reached if the stop is sufficiently fast because of the high rate 
of heat generation. There exists an optimum between theses two extremes. 
Azarkhin and Barber (1985) presented a transient solution for an elastic conducting cylinder 
sliding against a rigid non conducting half plane. They used Green’s function developed by 
Barber and Martin-Moran (1982), in which the solution of a thermoelastic contact problem 
can be expressed as a double integral of the surface heat input or temperature in time and 
space. Their method allowed them to follow the transient behavior of the system until it 
approaches the steady state for some values of the initial contact width. They also showed if 
the width of the initial contact is sufficiently large, bifurcation will occur and their method is 
not suited to pursue this phase of the process because of computational time and accuracy 
considerations. They have been able to overcome these difficulties by using a volume rather 
than the surface representation of the variables. Their solution has proven to be more 
accurate in comparison to that given by the Hertzian approximation and also enables them 
to follow the process through bifurcation.  
The analytical solution of the transient thermoelastic contact problems such as those 
mentioned above are limited to a number of ideal problems which involve approximate 
geometry developed from a practical application. They also involve an extensive 
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computational time to reach convergence in the solution. Finite element method is an 
attractive alternative in which the domain of the problem is divided into sub-domains 
resulting in a system of linear first order differential equations. Theses equations are then 
solved utilizing time integration. A number of researchers have adopted this approach to 
study the transient thermoelastic contact problems, investigating the effect of different 
boundary condition configurations on the solution. Optimal design is also sought in those 
solutions in which geometrical dimensions and material properties played a very important 
role.  
Kinnedy and Ling (1974) used finite element method to simulate the thermoelastic 
instabilities in the high-energy disk brakes. They investigated the effect of different material 
parameters on the temperature distribution in an attempt to determine the most important 
parameters for safe and reliable brake performance. Axisymmetric models were developed 
for a single-pad and annular disk brakes and the effect of wear was incorporated in theses 
models by proposing a criterion followed from experimental observations. They concluded 
that lower temperature in the disk brake assembly could be achieved by increasing the 
conductivity, the volume and the heat capacity of the heat sink component. Day (1984, 1988) 
presented a finite element analysis for drum brakes to investigate the role that interface 
pressure and thermal effects play in brake performance. They indicated the interdependence 
of interface pressure, temperature and wear over the friction material rubbing surface. Day 
and Tirovie (1991) has also described how the pressure at the friction interface of a drum 
and disc brake varies due geometry and deformation of the brake components, predicting 
interface pressure distribution and surface temperatures. Other finite element simulation 
involves investigating the transient thermoelastic behavior in composite brake disks (Sonn 
et al. 1995, 1996). Composite disks have demonstrated a lower temperature and pressure 
distribution along the friction surfaces. 
 Finite element analysis has also been used to investigate the transient process in the clutch 
system. Zagrodzki (1990, 1991) presented the axisymmetric solution of the transient problem 
for a multi-disk clutch, showing the effect of the TEI on the thermal stresses. He concluded 
that the thermomechanical phenomena occurring on any friction surface strongly effect the 
other friction surfaces and the Young’s modulus of the friction material is very important. 
By reducing the modulus, the undesirable thermomechanical effects can be reduced.  

1.5 Geometric modeling developments of TEI system 
Because of the complexity of the TEI problem, early investigation of the TEI relied on an 
approximate two-dimensional model. Presuming an axisymmetric shape for the contacting 
bodies, Fourier series decomposition can be used along the circumferential direction.  This 
allows the treatment of each Fourier mode separately and simplifies the mathematical 
formulations of the problem, providing no intermittent contact is experienced along the 
circumferential direction. Furthermore, plane strain or stress approximation can be adopted 
for the variation along the radial direction, where for small wave numbers plane strain is 
used and vice versa. The first two-dimensional model was used by Burton (1973) to study 
the stability of two sliding half-planes developed geometrically from a mechanical seal 
consisting of two cylindrical tubes. The same model has been used to predict the onset of 
instability for automotive brake system. Lee and Barber (1993) introduced a more 
representative two-dimensional model, in which they include finite thickness effect of the 
steel disk found in the disk brake system. Due to the geometric complexity involves in this 
class of problem, finite element approach is a more appropriate tool to treat a more realistic 
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geometry. Principally, finite element method can be used to model any TEI problem 
regardless of its geometric complexity.  
The two-dimensional model has proven to be effective in determining the onset of 
instability in the brake system. Yi and Barber (1999) showed that except for a relatively small 
number of spots, the two- dimensional model give a very good prediction for the critical 
speed and the dominant wave length. The two-dimensional model, however, accounts only 
for instability along the sliding direction. Evidence of instability has also been observed 
across the sliding direction. Furthermore, the dominant thermal effect is found to be 
independent of the cirumferential direction in some cases, in which axisymmetric solution 
can be adopted. This model has been used to model the variation of the problem fields along 
the radial direction for the brake (Kennedy and Ling (1974) and clutch (Zagrodzki (1990, 
1991)) problems. For a non-axisymmetric solutions a complete three-dimensional model is 
needed. 

1.6 Finite element simulation of transient behavior 
A clutch or a brake engagement can be simulated through a direct computer simulation. A 
schematic diagram representing the finite element simulation is shown in Fig. 2, which 
involves solving two coupled problems at the same time. This is achieved by constructing 
two different models, the first of which is used to solve the thermoelastic problem to yield 
displacement field and contact pressure distribution. The other model is used to solve the 
 

 
Fig. 2. Schematic diagram of FE simulation 
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transient heat conduction problem to account for the change in the temperature field during 
the simulated time step. The two models are coupled through the fact that the contact 
pressure from the first model is necessary in the second one to define the frictional heat flux. 
Moreover, the temperature field from the heat conduction model is needed for the 
computation of the contact pressure. This requires defining small time steps during which 
the contact pressures and sliding speed are assumed to remain constant. To acquire more 
accurate solutions, fine finite element mesh should be used which in turn requires the use of 
even smaller time steps to preserve numerical stability. This yields an extensive 
computational time, and although this is manageable for a two-dimensional problem it 
becomes extremely hard for a more realistic three-dimensional geometry. 

2. Thermoelastic instability of half-plane sliding against rigid body 
The aim of this section is to show how to analytically investigate the thermoelastic 
instability of sliding objects. A simple problem of a half-plane siding against a rigid body is 
considered. Burton’s method of investigating TEI is to identify solutions of the perturbation 
problem of the exponential form 

 ( , , , ) ( , , )ib tT x y z t e x y zθ= , (1) 

where T  is the temperature field in Cartesian coordinates x , y , z  and t  is time. 
Substitution of equation (1) into equations of heat conduction and thermoelasticity and the 
boundary conditions leads to an eigenvalue problem for the exponential growth rate ib  and 
the associated eigenfunction iθ . 
A general solution for the transient evolution of a perturbation at constant sliding speed can 
be written as an eigenfunction series 
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where iC  is a set of arbitrary constants determined from the initial condition ( , , ,0)T x y z . It 
follows from equation (2) that if at least one eigenvalue is positive or complex with positive 
real part, the perturbation will grow without bounds and the system is unstable in the linear 
regime. 
Fig. 3 shows the thermoelastic half plane 0y >  sliding against a rigid non-conducting body 
at speed V , which may be a function of time. The two bodies are infinite in extent in the x-
direction and are pressed together by a uniform pressure 0p  applied at the extremities 
distant from the interface. Sliding friction occurs at the interface 0y =  with coefficient f , 
leading to the generation of frictional heat 

 ( ) ( ), ,q x t fVp x t= , (3) 

where ( ),p x t  is the contact pressure. Since the lower body is non-conducting, all of this heat 
must flow into the thermoelastic half plane, resulting in the thermomechanically coupled 
boundary condition 

 ( ) ( ) ( ),0, ,0, ,y
Tq x t K x t fVp x t
y

∂
= − =

∂
, (4) 



 New Trends and Developments in Automotive System Engineering 

 

214 
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where K  is the thermal conductivity of the half plane. 
This transient thermomechanical contact problem has a simple one-dimensional solution in 
which the contact pressure and the temperature field are independent of the x-coordinate. 
However, Burton et al. have shown that if the sliding speed is sufficiently high, this solution 
may be unstable, leading to the exponential growth of sinusoidal perturbations in 
temperature and pressure. For example, the contact pressure will then take the form 

 ( ) ( ) ( )0 1, cosbtp x t p t p e mx= + . (5) 

Eventually these perturbations will grow sufficiently large for separation to occur, after 
which the assumption of linearity will cease to apply 
 

 
Fig. 3. Sliding contact of an elastic half-plane against a rigid plane surface 

Solving for the exponential growth rate b proceeds in three steps. First, the transient heat 
equation (6) is solved for the temperature field that satisfies the thermal boundary 
conditions (4) 
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is the thermal diffusivity and ,  ,  pK Cρ  are the thermal conductivity, density, and specific 
heat respectively. The second step involves solving the thermoelastic problem for the 
displacement and stress components induced by the temperature field and satisfies the 
mechanical boundary conditions. Finally, the coupling term presented in the frictional heat 
flux is introduced to the two solutions. 
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Following Burton et al., we consider cases in which the perturbation in the temperature field 
takes the sinusoidal form 

 ( , , ) ( ) cos( )btT x y t y e mxθ= . (7) 

Substitution in the transient heat conduction equation (6) yields the ordinary differential 
equation 
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Notice that λ is real for 2b km> − , which includes all cases of unstable perturbation ( 0b > ). 
Equation (8) has the two solutions ( )exp yθ λ= ± , but we restrict attention to the negative 
exponent, since the perturbed temperature field is assumed to decay as y →∞ . We 
therefore obtain 

 ( )0( , , ) cosy btT x y t T e mxλ− += , (10) 

where 0T  is an arbitrary constant. 
The thermoelastic problem is solved for the displacements and stresses induced by the 
temperature field T as well as the mechanical boundary conditions.  The particular solution 
corresponding to the temperature field is obtained by solving for the strain potential ψ  
through the following relation (Barber, 1993). 
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and ,  ,  ,  u μ α ν  are the displacement vector, shear modulus, coefficient of thermal 
expansion and Poisson’s ratio respectively. Substituting for T into the relations above, we 
obtain 
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The particular solution presented above satisfies the field equation and it does not account 
for the mechanical boundary conditions of the problem where the stress components are 
required to decay to zeros away from the contact interface. 

 yy,  ,    0           y 0xx xy asσ σ σ → →  (15) 

These boundary conditions are also found at interface or y = 0 
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 ( , )yy p x tσ = −   (16b) 
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To satisfy the mechanical boundary conditions, the isothermal solutions A and D of Green 
and Zerna (1954) is superimposed to the particular solution. The corresponding normal 
displacement and stresses for the isothermal solutions are 
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2 2
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where 
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0

0

ϕ

ω

∇ =

∇ =
 (18) 

ϕ  and ω  are chosen to satisfy the boundary conditions in (16) 
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ϕ

ω

−

−

=

=
 (19) 

Substituting (13) into (14 a-c) and (19) into (17 a-c) and superimposing the two solutions 
yields, 
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( )( )

( ){ }
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21

1        3 4 cos
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y bt my
y

my

u T e mx mAe mx
m

my mBe mx
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μν λ

ν
μ
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−
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− −⎪ ⎪⎩ ⎭

+ + −
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The conditions (16a and 16c) are now used to define the constants A and B 
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ν λ
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 (21b) 

The condition (16b) is used to obtain the relationship between 0p  and 0T  

 ( )
( )0 0

2 1 m
p T

m
μα ν
λ

+
=

+
 (21) 

Finally, the coupling term of the frictional heat flux (4) is introduced which yielded the 
growth rate b as a function of the sliding speed V. 

 
22

( )
2 2

mf V mf Vm mb V k m
K K
β β⎛ ⎞⎛ ⎞⎜ ⎟= − − +⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

 (22) 

where 

( )2 1
1

μα ν
β

ν
+

≡
−

 

Fig. 4 shows the plot of the growth rate b as a function of the sliding speed V for two 
different wave numbers m. A critical speed exists for each wave number above which the 
sinusoidal perturbation will grow. Furthermore, different perturbation wave number holds 
different critical speed. 

3. Finite element solution  
In the previous section, the dominating eigenfunction has been identified. For a sliding 
speed above the critical value, the dominating eigenfunction is unstable and tends to 
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Fig. 4 shows the plot of the growth rate b as a function of the sliding speed V for two 
different wave numbers m. A critical speed exists for each wave number above which the 
sinusoidal perturbation will grow. Furthermore, different perturbation wave number holds 
different critical speed. 

3. Finite element solution  
In the previous section, the dominating eigenfunction has been identified. For a sliding 
speed above the critical value, the dominating eigenfunction is unstable and tends to 
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Fig. 4. The exponential growth rate b as a function of speed for two different wave numbers 
dominate the solution. However, as the speed drops below the critical value, which is the 
case for a varying sliding speed, more eigenfunctions are needed in the expansion to 
maintain a reasonable amount of error in the solution. Obtaining the whole set of the 
eigenfunctions is a difficult task even for a simple geometry such as that considered in the 
previous section. This is mainly because of the coupling presented in the thermoelastic 
contact problem, which also involves solving two systems at the same time. Furthermore, 
treating a more realistic geometry add more complexity to the problem. Finite element 
method is a good alternative in which the problem is discretized in space. This will allow 
obtaining a set of eigenfunctions equivalent to the system’s degrees of freedom. A more 
realistic geometry with practical material properties, similar to that found in the clutch 
problem can easily be incorporated in the finite element solution. 
In this section, we should explore the method of governing a discrete eigenvalue problem 
considering a three dimensional model of two thermoelastic layers sliding relative to each 
other. This will involve solving for the exponential growth rate and the associated 
eigenfunction. 
Fig. 5 shows two thermoelastic bodies 1Ω  and 2Ω  with surface boundaries 1Γ  and 

2Γ ,respectively, sliding at speed ( )1V t  and ( )2V t , which may be a function of time. The 
two bodies are infinite in extend in the x-direction and have a common contact interface 

c 1 2Γ = Γ Γ∩  which is time independent.  
 

 
Fig. 5. Sliding contact of two elastic bodies. 
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Sliding friction occurs at the interface 0y =  with coefficient f , leading to the generation of 
frictional heat 

 ( ) ( ), , , ,q x z t fVp x z t= , (23) 

where ( ), ,p x z t  is the contact pressure. The heat flow into the two bodies at the interface 
results in the thermomechanically boundary condition 

 ( ) ( ) ( ) ( )
1 1

1 2,0, , ,0, , ,0, , , ,y
T Tq x z t K x z t K x z t fVp x z t
y y

⎛ ⎞∂ ∂
= − + =⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠

, (24) 

where 1K and 2K  are thermal conductivity of 1Ω  and 2Ω  respectively. Furthermore, 
temperature continuity requires the temperature of the two bodies at the interface to be 
equal 

 ( ) ( )1 2,0, ,0,T x t T x t= . (25) 

Thermal insulation can be assumed for the surface boundary 1 2 cΓ Γ − Γ∪  

 ( ), , , 0T x y z t
n
∂

=
∂

, ( )1 2, , cx y z∈Γ Γ −Γ∪ , (26) 

where n  is the outward normal to the surface. This boundary condition is appropriate since 
1 2 cΓ Γ − Γ∪  are usually in contact with the atmospheric air and they hardly effect the 

transient solution.  
Surface continuity requires the displacement field normal to the contact interface to be equal 
for the two bodies 

 ( ) ( )1 2,0, ,0,u x t u x t= . (27) 

3.1 Growth of a sinusoidal perturbation 
Transient heat equation 
Following Burton et al. (1973), we consider cases in which the perturbation in the 
temperature field takes the sinusoidal form and grows exponentially in time 

 ( ) ( ){ }, , , , bt jmxT x y z t y z eθ += ℜ . (28) 

This perturbation is then substituted in the transient heat conduction equation for body β  
( 1,2β = ) relative to frame of reference 

 p
T T T T TK K K c V

x x y y z z t x

β β β β β
β β β β β βρ

⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂
+ + = +⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠

, (29) 

to yield the ordinary differential equations 

 ( )2 0pK K K m c jmV b
y y z z

β β
β β β β β β β βθ θ θ ρ θ

⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂ ⎡ ⎤+ − + + =⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎣ ⎦∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠
 (30) 
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T T T T TK K K c V
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β β β β β βρ
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to yield the ordinary differential equations 

 ( )2 0pK K K m c jmV b
y y z z

β β
β β β β β β β βθ θ θ ρ θ

⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂ ⎡ ⎤+ − + + =⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎣ ⎦∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠
 (30) 
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for ( ),y zθ , where βρ  and pcβ  are the density and specific heat of the material β . If the 
geometry is discretized by the finite element method, the instantaneous temperature field 
for each body can be characterized by a finite set of nβ  nodal temperatures and it follows 
that there will be 1 2n n n= +  terms in the eigenfunction series (2). To develop the eigenvalue 
problem, we first approximate the temperature function ( ),y zβθ  of equation (28) in the 
form 

 ( )
1

, ( , )
n

i i
i

y z N y z
β

β βθ
=

= Θ∑ , (31) 

where i
βΘ  are nodal temperatures in body β  and ( ),iN y z  are a set of nβ  shape functions. 

Applying the weighted residual method to equation (30), we obtain the set of equations 

 ( )2 0j pW K K K m c jmV b d
y y z zβ

β β
β β β β β β β β βθ θ θ ρ θ

Ω

⎛ ⎞⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂ ⎡ ⎤+ − + + Ω =⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎣ ⎦ ⎟∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠⎝ ⎠
∫ , (32) 

where jW  is a set of linearly independent weighting functions. The second derivative in 
equation (32) is replaced with first derivative through integration by parts  

 
( )2

0

j j
p j

j j

W W
K K K m c jmV b W d

y y z z

K W K W d
y y z z

β

β

β β
β β β β β β

β β β

β β

β β β

θ θ θ ρ θ

θ θ

Ω

Ω

∂ ∂⎛ ⎞∂ ∂ ⎡ ⎤− + − + + Ω⎜ ⎟⎜ ⎟⎣ ⎦∂ ∂ ∂ ∂⎝ ⎠
⎛ ⎞⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂

+ + Ω =⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠⎝ ⎠

∫

∫
. (33) 

The second integral in (33) can then be replaced by a surface integral using Gauss’ theorem 
to yield after considering the boundary condition (26) 

 
( )

( )

2

c

j j
p j

j c

W W
K K K m c jmV b W d

y y z z

W q d

β

β β
β β β β β β β β

β

θ θ ρ θ
Ω

Γ

∂ ∂⎛ ⎞∂ ∂ ⎡ ⎤− + − + + Ω⎜ ⎟⎜ ⎟⎣ ⎦∂ ∂ ∂ ∂⎝ ⎠

+ Γ

∫

∫
 (34) 

where 

 ( ),y z
q K

n

β
β β θ∂
= −

∂
,  ( ), cy z∈Γ  (35) 

Substituting (31) into (34) and using the same functions iN  as both shape and weighting 
functions, we obtain the matrix equation 

 ( )2m jmV bβ β β β β β β β− + + =C H M Θ q M Θ , (36) 

where 

j ji i
ji

W WW WC K K d
x x y yβ

β β β β

Ω

∂ ∂⎛ ⎞∂ ∂
= + Ω⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
∫ , 
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( )p j ijiM c W W d
β

β β β βρ
Ω

= Ω∫ , 

( )j ijiH K W W d
β

β β β

Ω

= Ω∫ , 

and 

( ) ,          

0                            
c

j c c
j

c

W q d j
q

j

β

β
Γ

⎧ Γ ∈Γ⎪= ⎨
⎪ ∉Γ⎩

∫
, 

Adding the matrix equations for the two bodies yields an assembled matrix equations for 
the whole system 

 ( )2m jm b− + + =C H VM Θ q MΘ , (37) 

It might be more convenient to express (37) in the form 

 ( )2m jm b− + + =C H VM Θ Aq MΘ  (38) 

where 

 c⎡ ⎤
= ⎢ ⎥
⎣ ⎦

I
A

0
 (39) 

and cI is the identity matrix of order c cn n×  and cn  is the number of the contact nodes. 
The thermoelastic problem 
A second equation linking the contact pressure to the temperature distribution can be 
obtained from the finite element solution of the thermoelastic contact problem. We define a 
quasi-static displacement field in the form 

 ( )( , , ) ( , )sinxu x y z u y z mxβ β= , (40a) 

 ( )( , , ) ( , )cosyu x y z v y z mxβ β= , (40b) 

 ( )( , , ) ( , )coszu x y z w y z mxβ β= . (40c) 

Time variable has been eliminated from the displacement field since the thermoelastic 
governing equations is time-independent. The displacement functions ,  and u v w  are 
written in the discrete form 

 
1

( , ) ( , )
n

i i
i

u y z N y z U
β

β β

=

= ∑ , (41a) 
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β β θ∂
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∂
,  ( ), cy z∈Γ  (35) 

Substituting (31) into (34) and using the same functions iN  as both shape and weighting 
functions, we obtain the matrix equation 

 ( )2m jmV bβ β β β β β β β− + + =C H M Θ q M Θ , (36) 
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, 

Adding the matrix equations for the two bodies yields an assembled matrix equations for 
the whole system 

 ( )2m jm b− + + =C H VM Θ q MΘ , (37) 

It might be more convenient to express (37) in the form 

 ( )2m jm b− + + =C H VM Θ Aq MΘ  (38) 

where 

 c⎡ ⎤
= ⎢ ⎥
⎣ ⎦

I
A

0
 (39) 

and cI is the identity matrix of order c cn n×  and cn  is the number of the contact nodes. 
The thermoelastic problem 
A second equation linking the contact pressure to the temperature distribution can be 
obtained from the finite element solution of the thermoelastic contact problem. We define a 
quasi-static displacement field in the form 

 ( )( , , ) ( , )sinxu x y z u y z mxβ β= , (40a) 

 ( )( , , ) ( , )cosyu x y z v y z mxβ β= , (40b) 

 ( )( , , ) ( , )coszu x y z w y z mxβ β= . (40c) 

Time variable has been eliminated from the displacement field since the thermoelastic 
governing equations is time-independent. The displacement functions ,  and u v w  are 
written in the discrete form 
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where iUβ , iV β  and iW β  are the components of the nodal displacement vector βU . The 
potential energy for the body β  can then be written 
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{ }0 ( , , ) 1,1,1,0,0,0T x y zα=ε , 

are, respectively, the stress, strain and thermal strain vectors. The stress and strain are 
related by 

 ( )0
β β β β= −σ D ε ε  (43) 

Where 
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Substituting (41a-c) into the strain-displacement relations, we obtain the discrete form of the 
strains as 
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where 
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We then substitute (43-45) into (42) and perform the integrations. Minimizing the resulting 
expressions with respect to the nodal displacements U then yields the system of equations 

 β β β β β= +K U G Θ P , (47) 

where 
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. (50) 

Adding the matrix equations for the two bodies yield an assembled matrix equations for the 
whole system 

 = +KU GΘ P , (51) 

The unknown nodal displacements can be eliminated from the linear algebraic equations 
(51) to yield a system of equations for cP  in terms of Θ  which can be written in the 
symbolic form 
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Adding the matrix equations for the two bodies yield an assembled matrix equations for the 
whole system 
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The unknown nodal displacements can be eliminated from the linear algebraic equations 
(51) to yield a system of equations for cP  in terms of Θ  which can be written in the 
symbolic form 
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 =cP LΘ  (52) 

The frictional heating relation fV=c cq p  and equations (38, 52) can then be used to 
eliminate cp , cq , leading to the generalized linear eigenvalue equation 

 ( )2fV m jm b− − + =AL C H VM Θ MΘ . (53) 

If the eigenvalues and eigenfunctions of this equation are denoted by kb , ˆ k
iΘ  respectively, a 

general solution for the evolution of the nodal temperatures ( )i tΘ  at constant speed can be 
written as 

 ( )
1

ˆ k
n

b tk
i k i

k
t C e

=
Θ = Θ∑ , (54) 

where the constants kC  are to be determined from the initial conditions.  

4. Results for axisymmetric geometry 
Critical speed corresponds to the sliding speed at which the exponential growth rate b is 
equal to zero. In the two-dimensional model of half plane sliding on a rigid surface, there 
exists one eigenmode that has the potential of becoming unstable beyond a certain value of 
the sliding speed. In the three-dimensional model of two axisymmetric disks, however, the 
growth rate is a complex number except for the axisymmetric or banding mode 
corresponding to m = 0. 
 

 
Fig. 6. Exponential growth rate of the dominating eigenmode as a function of wave number 
m for different operating speeds 
Figure 6 shows the exponential growth rate of the dominating mode for each Fourier wave 
number and it can seen that, m=13 will grow faster than the other modes and it is therefore 
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anticipated the transient behavior of the system will be dominated by this Fourier mode. 
This especially true for the case where the sliding speed is constant. The stability of the 
system is determined by the wave number with the lowest critical speed. Unlike equation 
(22) where the critical speed increases monotonically with the wave number, there is a 
preferred wave number for the critical speed. Furthermore, there are more than one 
eigenmode that has the potential of becoming unstable depending on the value of the 
operating speed. The critical speed for each wave number m is determined by the speed at 
which the first eigenmode becomes unstable.  
For each wave number m, there are n numbers of eigenmodes corresponding to the number 
of nodes used in the finite element model. Depending on the sliding speed, some of these 
eigenfunctions can be unstable. It is anticipated that the eigenfunction with the highest 
growth rate to dominate the transient process and the final solution is expected to take the 
shape of this eigenfunction. The dominating eigenmode for temperature in the contact 
surface is shown in Fig. 7 for m=13. 
 

 
Fig. 7. Dominant eigenmode for the temperature in the contact surface for m = 13 

5. Conclusion 
This chapter shade some light on the thermomechanical behavior of automotive brake and 
clutch systems. The coupling between the thermoelastic problem and the thermal heat 
equation was found to result in the so called thermoelastic instability when the sliding 
speed is high enough. The first part of this chapter gave a historical literature review on the 
advancements that have been made in the area of thermoelastic instability. The research on 
this regard has mainly followed three streams, the stability analysis, the transient behavior 
and the steady state solution. Two approaches of investigating the thermelastic instability 
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have been presented, the analytical approach which is only possible for simplified 
geometries such as half-plane sliding against rigid body and the finite element approach 
which can accomedate a more complex geometries like those found in real brake and clutch 
systems. 
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1. Introduction    
All machines, vehicles and buildings are subjected to dynamic forces that cause vibration. 
Most practical noise and vibration problems are related to resonance phenomena where the 
operational forces excite one or more modes of vibration. Modes of vibration that lie within 
the frequency range of the operational dynamic forces always represent potential problems. 
Mode shapes are the dominant motion of a structure at each of its natural or resonant 
frequencies. Modes are an inherent property of a structure and do not depend on the forces 
acting on it. On the other hand, operational deflection shapes do show the effects of forces or 
loads, and may contain contributions due to several modes of vibration. 
Modal analysis is an efficient tool for describing, understanding, and modelling structural 
dynamics (Sitton, 1997). The dynamic behaviour of a structure in a given frequency range 
can be modelled as a set of individual modes of vibration.  The modal parameters that 
describe each mode are:  natural frequency or resonance frequency, (modal) damping, and 
mode shape. The modal parameters of all the modes, within the frequency range of interest, 
represent a complete dynamic description of the structure. By using the modal parameters 
for the component, the model can subsequently be used to come up with possible solutions 
to individual problems (Agneni & Coppotelli, 2004).  
Published studies have demonstrated the different purposes from performing modal analysis. 
Initially, Wamsler & Rose (2004) found the mode shapes and study the dynamic behavior of 
structure in automotive applications. Gibson (2003), presented a comparison of actual dynamic 
modal test data to the analytically predicted mode shapes and natural frequencies for a missile 
and its launcher structure that was created in MSC.Patran/MSC.Nastran. Then Guan et al. 
(2005) evaluated the modal parameters of a dynamic tire then carried out the dynamic 
responses of tire running over cleats with different speeds. In other study, Leclere et al. (2005) 
performed modal analysis on a finite element (FE) model of engine block and validated the 
experimental results. Hosseini et al. (2007) performed experimental modal analysis of 
crankshaft to validate the numerical results. 
In particular, studies using a computational model to estimate component fatigue have been 
actively developed because of the low cost and time savings associated with the estimation 
(Yim & Lee, 1996; Lee et al., 2000; Kim et al., 2002; Jung et al., 2005). Recently, Choi et al. 
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(2007) used the damage index method to localize and estimate the severity of damage within 
a structure using a limited number of modal parameters for steel plate girder and other 
highway bridges. This article reports on experimental investigation on timber beams using 
experimental modal analysis to extract the required modal parameters. The results are then 
used to compute the damage index, and hence to detect the damage. By a studying the 
response of modal parameters, Damir (2007), investigated the capability of experimental 
modal analysis to characterize and quantify fatigue behaviour of materials. While, Jun et al. 
(2008) predicted the fatigue life at the design stage of the suspension system module for a 
truck and a flexible body dynamics analysis is used to evaluate the reliability of the 
suspension frame. Dynamic Stress Time History has been calculated using a flexible body 
dynamics analysis and the Modal Stress Recovery method through generating a FE model. 
Finally, Hosseini et al. (2009), utilized the frequency response analysis to obtain the transfer 
functions of a crankshaft. These transfer functions were used later to estimate the 
combustion forces of the engine.  
In order to calculate the vibration fatigue damage from Power Spectral Density’s (PSD’s) of 
input loading and stress response, frequency response analysis was required. To perform 
this kind of analysis, an eigenvalue analysis was required to determine the frequencies to 
use as dynamic excitation. This can be accomplished automatically in a modal frequency or 
manually with a modal analysis. Once confidence was established in the frequency domain 
procedures, the global fatigue analysis could proceed. Numerical and experimental dynamic 
behaviour have been viewed as a result from FEA and test respectively. This was to identify 
the component resonance frequencies and to extract the damping ratios from experimental 
modal test which used in the numerical modal analysis for the FEA accuracy purposes. An 
experimental modal test is initiated and it has been compared with analytical simulation 
result for the purpose of validation. Initial static FEA has been performed as another kind of 
validation to get the model stress or strain distribution. Another purpose is to classify the 
suitable location for choosing the position of fixing the strain gauge in the experimental 
strain road data collection from the automobile lower suspension arm. The FEA and 
measured strain values have been compared. The FEA strain results showed acceptable 
agreement with the experimental strain road data collection. 

2. Quasi-static atress analysis  
The quasi-static analysis method is a linear elastic analysis that is associated with external 
load variations. The idea of this method is that each external load history acting on the 
component or structure is replacing by static unit load acting at the same location in the 
same direction as the history. A static stress analysis is then performed for each individual 
unit load. Dynamic stresses produced by each individual load history can be evaluated by 
multiplying that history by the static stress influences coefficients that result from the 
corresponding unit load. The principle of superposition is then used to calculate the total 
dynamic stress histories within the component. Eq. (1) represents the mathematical form of 
this method at a specific finite element node assuming plane stress considerations and linear 
elastic (Kuo & KelKar, 1995). 
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where n is the number of applied load histories and ( )xi tσ , ( )yi tσ , ( )xyi tτ are the stress 
influence coefficients. A stress influence coefficient is defined as the stress field due to a unit 
load applied to the component at the identical location and in the same direction as the load 
history, ( )iP t . 
The quasi-static method has routinely been used in the vehicle industry to ascertain stresses 
and fatigue life (Sanders & Tesar, 1978). They showed that the quasi-static stress-strain 
evaluation is a valid form of approximation for most industrial mechanisms that are stiff 
and operate subsequently below their natural frequencies. However, this is not true when 
the dynamics of the structure have significant influence on the fatigue life of the component. 
An overall system design is formulated by considering the dynamic environment. The 
natural frequencies and mode shapes of a structure provide enough information to make 
design decisions. 
The Lanczos method (Lanczos, 1950), overcomes the limitation and combines the best 
features of the other methods. It requires that the mass matrix be positive semi-definite and 
the stiffness be symmetric. It does not miss roots of characteristic equation, but has the 
efficiency of the tracking methods; due to it only makes the calculations necessary to find 
the roots. This method computes accurate eigenvalues and eigenvectors. This method is the 
preferred method for most medium-to large-sized problems, since it has a performance 
advantage over the other methods. The basic Lanczos recurrence is a transformation process 
to tridiagonal form. However, the Lanczos algorithm truncates the tridiagonalization 
process and provides approximations to the eigenpairs (eigenvalues and eigenvectors) of 
the original matrix. The block representation increases performance in general and 
reliability on problems with multiple roots. The matrices used in the Lanczos method are 
specially selected to allow the best possible formulation of the Lanczos iteration.  

3.  Modal frequency response analysis 
The frequency response analysis is used to calculate the response of a structure about steady 
state oscillatory excitation. The oscillatory loading is sinusoidal in nature. In its simplest 
case, the load is defined as having amplitude at a specific frequency. The steady-state 
oscillatory response occurs at the same frequency as the loading. The response can have 
time shift due to damping in the system. This shift in response is called a phase shift due to 
the peak loading and peak response no longer occurs at the same time Phase Shift, which is 
shown in Fig. 1. 
 

 

 
Fig. 1. Phase shift between loading and response amplitude 
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Fig. 1. Phase shift between loading and response amplitude 
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Modal frequency response analysis is an alternative approach to determining the frequency 
response of a structure. Modal frequency response analysis uses the mode shapes of the 
structure to reduce the size, uncouple the equation of motion (when modal or no damping is 
used), and make the numerical solution more efficient. Due to the mode shapes are typically 
computed as part of characterization of the structure, modal frequency response analysis is 
a natural extension of a normal mode analysis. 
At the first step in the formulation, transform the variables from physical 
coordinates ( ){ }u ω to modal coordinates ( ){ }ξ ω by assuming  

 { } [ ] ( ){ } i tx e ωφ ξ ω=  (2) 

The mode shapes [φ ] are used to transform the problem in terms of the behaviour of the 
modes as opposed to the behaviour of the grid points. The Eq. (2) represents equality if all 
modes are used. However, due to all modes are rarely used, the equation usually represents 
an approximation. 
Once, if all damping are ignored, the undamped equation for harmonic motion at forcing 
frequency ω  is obtained in the form of the following equation: 

 [ ]{ } [ ]{ } ( ){ }2 M x K x Pω ω− + =  (3) 

Substituting the modal coordinate in Equation (2) for the physical coordinates in Eq. (3) and 
simplify, then the following is obtained: 

 [ ] [ ] ( ){ } [ ] [ ] ( ){ } ( ){ }2 M K Pω φ ξ ω φ ξ ω ω− + =  (4) 

The equation of motion using modal coordinates is finally obtained, but, the equation is still 
in the state of coupling. To uncouple the equation, pre-multiply both side of equation 
by [ ]Tφ . Then, the new expression is presented in Eq. (5) as: 

 [ ] [ ] [ ] ( ){ } [ ] [ ] [ ] ( ){ } [ ] ( ){ }2 T T TM K Pω φ φ ξ ω φ φ ξ ω φ ω− + =  (5) 

where [ ] [ ] [ ]T Mφ φ  is the generalized modal mass matrix, [ ] [ ] [ ]T Kφ φ  is the generalized 
modal stiffness matrix, and [ ] { }T Pφ  is the modal force vector. 
The final step uses the orthogonal of the mode shapes to formulate the equation of motion in 
terms of the generalized mass and stiffness matrices, which are diagonal matrices. These 
diagonal matrices do not have the off-diagonal terms that couple the equation of motion. 
Therefore, in this form the modal equation of motion are uncoupled. In this uncoupled 
form, the equation of motion can be written as a set of uncoupled single degree-of-freedom 
systems as presented in Eq. (6), i.e. 

 ( ) ( ) ( )2
i i i i im k pω ξ ω ξ ω ω− + =  (6) 

where mi is the i-th modal mass, ki is the i-th modal stiffness, and pi is the i-th modal force. If 
there is no damping has been included, the modal form of the frequency response equation 
of motion can be solved faster than the direct method, which it is due to an uncoupled single 
degree-of freedom system. 

Dynamic Analysis of an Automobile Lower Suspension 
Arm Using Experiment and Numerical Technique   

 

235 

Vibration analysis (Crandell & Mark, 1973; Newland, 1993; Wirsching et al. 1995) is usually 
carried out to ensure that potentially catastrophic structural natural frequencies or 
resonance modes are not excited by the frequencies present in the applied load. Sometimes 
this is not possible and designers then have to estimate the maximum response at resonance 
caused by the loading. 

4.  Methodology 
In order to achieve the objectives of the research, several steps in the flowchart, as presented 
in Fig. 2, should be implemented. In this flowchart, the three blocks; geometry, material, and 
loads and boundary conditions (loads and BCs) represent the input for the static and then 
modal frequency response finite element analysis, while only geometry and material 
represent the input for the numerical modal analysis. A comparison has been performed 
between the static analysis and road data strain results. If the strain result was almost the 
same in the critical area, then it can be considered as validation for the finite element 
analysis part. Then the model can be used in modal frequency response analysis. From 
another side, to identify the component resonance frequency and to extract damping ratios, 
which will be used later in the numerical modal analysis, experimental modal test has been 
performed. After that, another comparison has been performed between the experimental 
and numerical modal analysis, which can be considered as another validation for the finite 
element analysis part. The out put from the Modal frequency response analysis represents 
the most critical case result in a certain frequency which cause higher damage for the 
component if in reality it is work in this frequency. In a future work, this case result will be 
used as input for the fatigue analysis.  
 

 
Fig. 2. Schematic diagram of research effort. 
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where mi is the i-th modal mass, ki is the i-th modal stiffness, and pi is the i-th modal force. If 
there is no damping has been included, the modal form of the frequency response equation 
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degree-of freedom system. 
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Vibration analysis (Crandell & Mark, 1973; Newland, 1993; Wirsching et al. 1995) is usually 
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performed. After that, another comparison has been performed between the experimental 
and numerical modal analysis, which can be considered as another validation for the finite 
element analysis part. The out put from the Modal frequency response analysis represents 
the most critical case result in a certain frequency which cause higher damage for the 
component if in reality it is work in this frequency. In a future work, this case result will be 
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Fig. 2. Schematic diagram of research effort. 
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4.1 Geometry 
A geometric model for an automobile lower suspension arm is considered in this study, and 
this component is presented in Fig. 3.  
 

 
Fig. 3. A geometric model of an automobile lower suspension arm. 

Three-dimensional lower suspension arm model geometry was drawn using the CATIA 
software, as shown in Fig. 4. The auto tetrahedral meshing approach is a highly automated 
technique for meshing solid regions of the geometry (MSC. Patran guide, 2002; Kadhim et 
 al., 2010). It creates a mesh of tetrahedral elements for any closed solid including boundary 
representation solid. The tetrahedral meshing technique produces high quality meshing for 
boundary representation solids model imported from the most CAD systems. The specific 
mesh can give more accurate solution and the 10 nodes tetrahedral (TET10) element was 
used for the analysis with the adoption of a quadratic order interpolation function. A FE 
model of the lower suspension arm was implemented to find the modal parameters. 
According to 20 mm global edge element length, total of 25517 elements and 41031 nodes 
were generated for the model. 
 

 
Fig. 4. An automobile lower suspension arm model. 

4.2 Material  
The purpose of analysing the chemical composition of a steel sample is to enable material 
classification. Based on Table 1, the steel sample can be classified as alloy steel since a carbon 
content range 0.27-0.33%, a manganese content range 1.4-2%, sulfur <= 0.04, silicon range 
0.15-0.35% and phosphorous <= 0.035% (ASM specialty handbook, 1996). This represents 
the fabricated material for the 2000 cc Sedan lower suspension arm and was the material 
used in simulations. One sample was cut from the lower suspension arm using a cutter. The 
sample was subsequently ground with successive SiC papers (grit 200-1200) and then 
polished with polishing cloth and Alumina solution of grain size 6µm, and finally 1µm.  
 

Element C Mn Si V Cr Ni Pb Fe 
Measured value wt% 0.30 1.43 0.21 0.07 0.02 0.06 0.52 Balance 

Table 1. Chemical composition of the steel 

4.3 Normal modes analysis 
Modal analysis is the process of determining modal parameters that are useful to 
understand the dynamic behaviour of the component. It may be accomplished either 
through analytical or experimental techniques (Hosseini et al., 2007), which are presented in 
the following parts. 
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4.3.1 Experimental 
A schematic diagram of performing the experimental modal test is presented in Fig. 5. 
Measurements and recording of excitation and response signals were carried out over an 
automobile lower suspension arm. 
 

 
Fig. 5. Schematic diagram of experimental modal test 

The component was impacted with a hammer along the x-axis as shown in Fig. 6, then 
another two measurements in y and z-axis separately. It was a SIMO system and the system 
response model can be written as follows: 
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where n is the number of response channels along the object. Bruel & Kjaer portable and 
multi-channel analyzer PULSE type 3560D with ENDEVCO Isotron accelerometers type 751-
100 and impact hammer type 2302-10 were utilized in the measurement devices. The Bruel 
& Kjaer Pulse LabShop was the measurements software and the B & K calibration exciter  
 

 
Fig. 6. The set up of data acquisition Portable Analyser Pulse to be used for normal mode 
analysis test 
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type 4294 was used to calibrate the accelerometer. In order to approximate free condition, 
lower suspension arm was placed on a soft Styrofoam. The uni-axial accelerometer was 
attached first alongside x direction then y and z-direction. In the single input experiment, 
the lower suspension arm was impacted with one hammer along the x, y, then z-axis 
separately. It was single input-multiple output system.  
Three equipment functions should be considered in the process of experimental modal 
testing (Cantley, 2003): Excitation method, response measurement method, Data acquisition, 
and analysis software. 
Modal damping was measured automatically by the analyzer PULSE at each resonance 
through identifying the half power (-3 db) points of the magnitude of the frequency 
response function. For a particular mode, damping ratio ζr is calculated by 

 
2

f
r fr
ς

Δ
=  (8) 

where fΔ  is the frequency band width between the two half power points and fr is the 
resonance frequency. PULSE type 3560 contains a built-in standard cursor reading, which 
calculates the modal damping. The accuracy of this method is dependent on the frequency 
resolution (1 Hz for this measurement) used for the measurement because this determines 
show accurately on the computer screen the peak magnitude can be measured. 
The weight of the accelerometer was 7.8 g. The weight of the lower suspension arm was    
2.4 kg, which was made of SAE1045 steel, and despite the size, it was much heavier than the 
accelerometer. The total weight of the accelerometers was 0.3% of the lower suspension arm 
and had negligible effects on the measurement.  

4.3.2 Analytical 
In numerical method, a FE model of the component was created by MSc.Patran and sent to 
MSc.Nastran for analysis. The output transferred back to MSc.Patran for visualization of the 
results. Damping was measured during the experimental part and updated into the 
numerical analysis. These values only have meaning around resonance frequencies; mass 
and stiffness components neutralized each other and damping could be calculated. Lumped 
mass characteristic was used for modelling the structure to save memory and time needed 
for analysis. The Lanczos method was utilized to extract eigenvalues for all the modes of 
such a medium model in the frequency span of 5 kHz. It substantially increases 
computational speed and reduces disk space. The main advantages of finite element models 
are:4 models used for design development and no prototypes are necessary, while the 
disadvantages are: modelling assumptions, joint design difficult to model, component 
interactions are difficult to predict and damping generally ignored.  

4.4 Loads and boundary conditions 
Three main parts in the lower suspension arm has been considered in the FE boundary 
conditions, i.e. ball joint, bushing_1 and bushing_2. Fig. 7 shows the FE model with related 
boundary conditions applied at specific location. 
In the analysis, a distributed load has been applied on the inner surface of bushing_1. 
Bushing_2 considers as a rigid section with a rotation around x-axis from the side of the 
vehicle body. In the same time, the rigid condition has been considered on the ball joint with  
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Fig. 7. Finite element model of the lower suspension arm 

translations in x and y direction while the rotation around x, y, and z-axis is used to 
represent the braking and cornering loads. There are no acceleration loads as inputs for the 
analysis, due to collecting data during driving of the car at constant sped.  

4.5 Static analysis 
An initial static FEA has been performed to obtain the strain distribution along the lower 
suspension arm, in order to classify the critical areas for choosing the position of fixing the 
strain gauges during the strain data collection, which explained in next section. After that, 
the measured values of strain were used later for validation purposes of the applied load 
values and boundary conditions in the static and frequency FEA through the measured 
strain values and experimental identification for the higher stress or strain area of the 
component as damage criteria.  

4.6  Road data collection 
A distribution load has been applied on the inner surface of bushing_1 with a value of     3.88 
kN with a slope of 60° as a result for load calculation which effected on the lower arm due to 
vehicle and passengers weight.  To ensure the reliability and for validation purposes, a load 
history was obtained from the real automotive lower suspension arm of this study, which was 
driven over a country road. The frequency sample, fs, for this case was 500 Hz. This fs value 
was chosen in order to improve the accuracy of the data (Stephens et al., 1997; Oh, 2001). The 
data was measured using a data acquisition system at an automobile speed of 25 km/h, and 
recorded as strain time histories. The data acquisition set-up is shown in     Fig. 8. 
 

 
Fig. 8. The set up of data acquisition used for data collection 
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The strain gauge could not be physically fixed at the most critical point due to its design. 
Four strain gauges were fixed at different locations, as shown in Fig. 9. After collecting the 
data for four strain gauges for the country road type at different locations (Fig. 10) and for 
the confirmation purposes of the current FEA reliability, the damage was determined for all 
the collected load histories (Table 2) by using a software as explained in the schematic 
diagram in Fig. 11.  
 

 
Fig. 9. The strain gauge positions on the lower suspension arm 

 

 
Fig. 10. Strain time history plot for different strain gauge positions: (a) L1, (b) L2, (c) L3, (d) L4 
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Strain gauge signal Damage 
L1 0.734 
L2 0.0888 
L3 0.0033 
L4 4.8E-6 

Table 2. The fatigue damage values for different strain loadings 
 

Geometry 

Strain life model (Morrow) 

Fatigue damage 

Identify component critical location 

Material properties Strain gauge loading 

 
Fig. 11. Schematic diagram of calculating fatigue damage values for the collected loadings 
The life has been calculated using Morrow strain life model. Based on the model developed 
by Morrow (1968), the relationship of the total strain amplitude ( aε ) and the fatigue life in 
reversals to failure (2Nf ) can be expressed as  
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where E is the material modulus of elasticity, aε  is the true strain amplitude, 2 fN  is the 
number of reversals to failure, fσ ′  is the fatigue strength coefficient, b is the fatigue strength 
exponent, fε ′  is the fatigue ductility coefficient and c is the fatigue ductility exponent, mσ  is 
the mean stress.  
The damage fraction, D, is defined as the fraction of life used up by an event or a series of 
events. Awareness of these individual cycles' lives, however, still does not immediately 
indicate the predicted life and reliability for an actual variable amplitude history. To obtain 
the life of a whole loading history block, a damage summation model will attempt to 
combine the individual life found for each defined cycle into the predicted reliability for the 
whole history. With respect to the relationship between damage and cycle, the damage for 
one cycle, Di , can be calculated as 

 Di =1/ Nf (10) 

where Nfi is the number of constant amplitude cycles to failure. To calculate the fatigue 
damage for a block of VA loading, a linear cumulative damage approach has been defined 
by Palmgren (1924) and Miner (1945). The technique, known as the Palmgren-Miner (PM) 
linear damage rule, is defined as 
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where n is the number of loading blocks, Ni is the number of applied cycles and Nfi is the 
number of constant amplitude cycles to failure. The failure will occur when the summation 
of individual damage values caused by each cycle reaches a value of one. After the fatigue 
damage for a representative segment or block of load history has been determined, the 
fatigue life for each block is calculated by taking the reciprocal. 

4.7 Modal frequency response analysis 
Frequency based FEA can be a powerful qualitative as well as quantitative tool for reliability 
assessment of certain components. One of the main capabilities for the fatigue analysis of 
dynamic system is a vibration fatigue analysis, which requires input PSDs, and cross PSDs, 
and the structure transfer functions computed by FE model. Once these transfer functions 
are available, any number of duty cycles can be accommodated with some computational 
effort. The frequency response analyses were performed using the procedure explained in 
Fig. 2. The 3.88 KN load applied with arrange of frequency between 500 Hz and 5000 Hz 
which can give changing in load value during the analysis. Frequency response analysis 
with damping was implemented. The extracted damping ratio from experimental modal test 
had been used in modal frequency response analysis. It is the ratio of the actual damping in 
the system to the critical damping. Most of the experimental modal reported that the modal 
damping in terms of non-dimensional critical damping ratio expressed as a percentage 
(Formenti, 1999; Gade et al., 2002). In fact, most structures have critical damping values in 
the range of 0 to 10%. Zero damping ratio indicates that the mode is undamped. Damping 
ratio of one represents the critically damped mode.  

5. Results and discussions 
The modal analysis is usually used to determine the natural frequency, damping and mode 
shape parameters of a component. The dynamic characteristics such as natural frequency 
and mode shape can be obtained experimentally and predicted analytically while the 
damping ratio can be measured only experimentally. It can be used as the starting point for 
the frequency response, the transient and random vibration analyses. The extracted number 
of modes was useful to understand the dynamic behaviour of the component such as the 
natural frequency span and the extracted damping ratio from the experimental which used 
in the numerical analysis. The frequency response analysis (FRF) output can be considered 
as the most important input for the future vibration fatigue analysis.  
A sampling rate of 5000 Hz was used in order to capture the whole vibration characteristics 
(Aykan & Celik, 2009). Based on the obtained data from the modal analysis simulation 
(Table 3), frequency up to 5000 Hz, can give six modes starting from 1172 and end in 4578 
Hz.  This is true since the modes or resonances are inherent properties of the structure 
(Bujang et al., 2008). In theory, resonance is determined by the material properties and the 
boundary conditions of the component (Alfano et al., 2008). Therefore, if the material 
properties of the component change, the modes will change. The mode shape results with 
their frequencies for the first three modes of an automobile lower suspension arm are shown 
in Fig. 12 as the mode shape deflection pattern is clearly shown. These results can be useful 
for designers to understand the dynamic characteristics of the component in order to take a 
decision to build their design depending on the mode number, which can provide higher 
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stress to represents the most critical mode. According to the boundary conditions and 
material properties, the deflection of the component can be noticed in the y-z plane.  Mode 1 
is bending in y-z, mode 2 is twisting in y-z, and mode 3 is sine shape in y-z. 
 

Mode no. Natural Frequency (Hz) 
1 1172 
2 1560 
3 2809 
4 3159 
5 4175 
6 4578 

Table 3. The natural frequency results obtained from modal analysis 

 

  
                            Mode 1, 1560 Hz                Mode 2, 3159 Hz                Mode 3, 4175 Hz 
Fig. 12. Simulated modal frequencies and mode shapes from FEA 
The frequency response analysis was performed experimentally and analytically using the 
particular FEA code. It used the damping ratio that extracted from the experimental modal 
test. The output result file for this type of analysis represented by the stress values for the 
most damaging mode were used as one of the main input for vibration fatigue analysis. 
Four natural frequencies were detected from the modal test in 537, 1738, 3394, and 4360 Hz 
as shown in Fig.13.  
 

 

 
Fig. 13. Automobile lower suspension arm FRF plotted against frequency (0-5000 Hz) 

The experimental results represented by the natural frequency with its damping ratio are 
shown in Table 4. The damping ratio is the ratio of the actual damping in the system to the 
critical damping. In fact, most structures have critical damping values in the range of 0 to 
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assessment of certain components. One of the main capabilities for the fatigue analysis of 
dynamic system is a vibration fatigue analysis, which requires input PSDs, and cross PSDs, 
and the structure transfer functions computed by FE model. Once these transfer functions 
are available, any number of duty cycles can be accommodated with some computational 
effort. The frequency response analyses were performed using the procedure explained in 
Fig. 2. The 3.88 KN load applied with arrange of frequency between 500 Hz and 5000 Hz 
which can give changing in load value during the analysis. Frequency response analysis 
with damping was implemented. The extracted damping ratio from experimental modal test 
had been used in modal frequency response analysis. It is the ratio of the actual damping in 
the system to the critical damping. Most of the experimental modal reported that the modal 
damping in terms of non-dimensional critical damping ratio expressed as a percentage 
(Formenti, 1999; Gade et al., 2002). In fact, most structures have critical damping values in 
the range of 0 to 10%. Zero damping ratio indicates that the mode is undamped. Damping 
ratio of one represents the critically damped mode.  

5. Results and discussions 
The modal analysis is usually used to determine the natural frequency, damping and mode 
shape parameters of a component. The dynamic characteristics such as natural frequency 
and mode shape can be obtained experimentally and predicted analytically while the 
damping ratio can be measured only experimentally. It can be used as the starting point for 
the frequency response, the transient and random vibration analyses. The extracted number 
of modes was useful to understand the dynamic behaviour of the component such as the 
natural frequency span and the extracted damping ratio from the experimental which used 
in the numerical analysis. The frequency response analysis (FRF) output can be considered 
as the most important input for the future vibration fatigue analysis.  
A sampling rate of 5000 Hz was used in order to capture the whole vibration characteristics 
(Aykan & Celik, 2009). Based on the obtained data from the modal analysis simulation 
(Table 3), frequency up to 5000 Hz, can give six modes starting from 1172 and end in 4578 
Hz.  This is true since the modes or resonances are inherent properties of the structure 
(Bujang et al., 2008). In theory, resonance is determined by the material properties and the 
boundary conditions of the component (Alfano et al., 2008). Therefore, if the material 
properties of the component change, the modes will change. The mode shape results with 
their frequencies for the first three modes of an automobile lower suspension arm are shown 
in Fig. 12 as the mode shape deflection pattern is clearly shown. These results can be useful 
for designers to understand the dynamic characteristics of the component in order to take a 
decision to build their design depending on the mode number, which can provide higher 
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stress to represents the most critical mode. According to the boundary conditions and 
material properties, the deflection of the component can be noticed in the y-z plane.  Mode 1 
is bending in y-z, mode 2 is twisting in y-z, and mode 3 is sine shape in y-z. 
 

Mode no. Natural Frequency (Hz) 
1 1172 
2 1560 
3 2809 
4 3159 
5 4175 
6 4578 

Table 3. The natural frequency results obtained from modal analysis 

 

  
                            Mode 1, 1560 Hz                Mode 2, 3159 Hz                Mode 3, 4175 Hz 
Fig. 12. Simulated modal frequencies and mode shapes from FEA 
The frequency response analysis was performed experimentally and analytically using the 
particular FEA code. It used the damping ratio that extracted from the experimental modal 
test. The output result file for this type of analysis represented by the stress values for the 
most damaging mode were used as one of the main input for vibration fatigue analysis. 
Four natural frequencies were detected from the modal test in 537, 1738, 3394, and 4360 Hz 
as shown in Fig.13.  
 

 

 
Fig. 13. Automobile lower suspension arm FRF plotted against frequency (0-5000 Hz) 

The experimental results represented by the natural frequency with its damping ratio are 
shown in Table 4. The damping ratio is the ratio of the actual damping in the system to the 
critical damping. In fact, most structures have critical damping values in the range of 0 to 
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10%, with values of 1 to 5% as the typical range (Dynamic analysis user’s manual, 2005). A 
zero damping ratio indicates the mode is undamped. 
 

No. Experimental Natural 
Frequency (Hz) 

Experimental 
damping ratio 

(%) 
1 537 2.19 
2 1738 0.89 
3 3394 0.47 
4 4360 0.9 

Table 4. The experimental natural frequency and damping ratio 
The extracted damping ratio from the experimental modal test has been feed back to the 
numerical modal analysis to increase the analysis accuracy. There are some differences in 
the resonance or natural frequency between the numerical and the experimental. This is due 
to consider the standard material properties for the SAE 1330H steel in the modal analysis, 
which did not represent the lower suspension arm fabricated SAE 1330H steel properties. 
The material properties of the fabricated lower suspension arm are different from the 
standard (ASM Specialty Handbook, 1996). This is due to the elements addition by the 
manufactured company to improve the component performance. Only one kind of 
experiment has been performed to specify one of the fabricated material properties 
represented by the density measurement, which has the value of 7.75 g/cm3. The density 
has been measured using Electronic Densitimeter (MD-200S) and used as input for the FEA.  
The first and third experiment natural frequencies (Fig.13) could not be detected by FEA 
while second and fourth were detected. The first natural frequency from the FEA represents 
the most important stress result due to consider it as the most critical frequency in the 
experimental and analytical work and its FEA stress results was used later in vibration 
fatiue analysis. These differences were due to manipulation error as a possible source of 
error (Robert et al., 2002) which is introduced as equations are processed; for example, 
results of multiplication are truncated or rounded. Manipulation error may be minor if 
global equations [k]{D}={R} are solved once, as in time-independent analysis. In some 
dynamic and nonlinear problems, where each step builds on the step before and a 
calculation sequence must be executed repeatedly, manipulation error may accumulate. 
Another source may be due to not using the exact material properties as mentioned before  
The result of the frequency response analysis with zero Hz is presented in Fig.14 for AISI 
1330H_steel. It can be noticed that the maximum principal stress is 271 MPa at zero Hz. The 
variation of the maximum principal stresses with the frequency range 0-5000 Hz is shown in 
Fig.15. It is observed that the maximum principal stress occurs at a frequency of 1560 Hz for 
the first mode with value of 865 MPa. This value of stress is for the most critical case in the 
frequency response analysis and it is also shown as contour graph in Fig.16. This value is 
less than the tensile yield stress value of 1034 MPa for the AISI 1330H steel. It also can be 
noticed that the maximum principal stresses varies with the frequencies. This variation is 
due to the dynamic influences of the first mode shape.  
From the results and analysis obtained in this research, it is noticed that modal and 
frequency response analysis is an efficient tools to understand the dynamic behaviour of the 
component. This type of analysis can provide information about the modal parameters and 
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Fig. 14. The Maximum principal stress distribution for the frequency response analysis with 
zero Hz for AISI 1330H_steel  
 

 
Fig. 15. Automobile lower suspension arm stress plotted against frequency (0-5000 Hz) 

the stress distribution to be used to predict fatigue life in vibration analysis. For further 
validation purposes, static analysis has been performed and its result has been compared 
with the road strain data. Finally, it is suggested to perform the vibration fatigue analysis 
depending on the frequency response analysis result in automotive durability research for 
the purpose of component life estimation under random loading. 
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calculation sequence must be executed repeatedly, manipulation error may accumulate. 
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The result of the frequency response analysis with zero Hz is presented in Fig.14 for AISI 
1330H_steel. It can be noticed that the maximum principal stress is 271 MPa at zero Hz. The 
variation of the maximum principal stresses with the frequency range 0-5000 Hz is shown in 
Fig.15. It is observed that the maximum principal stress occurs at a frequency of 1560 Hz for 
the first mode with value of 865 MPa. This value of stress is for the most critical case in the 
frequency response analysis and it is also shown as contour graph in Fig.16. This value is 
less than the tensile yield stress value of 1034 MPa for the AISI 1330H steel. It also can be 
noticed that the maximum principal stresses varies with the frequencies. This variation is 
due to the dynamic influences of the first mode shape.  
From the results and analysis obtained in this research, it is noticed that modal and 
frequency response analysis is an efficient tools to understand the dynamic behaviour of the 
component. This type of analysis can provide information about the modal parameters and 
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Fig. 14. The Maximum principal stress distribution for the frequency response analysis with 
zero Hz for AISI 1330H_steel  
 

 
Fig. 15. Automobile lower suspension arm stress plotted against frequency (0-5000 Hz) 

the stress distribution to be used to predict fatigue life in vibration analysis. For further 
validation purposes, static analysis has been performed and its result has been compared 
with the road strain data. Finally, it is suggested to perform the vibration fatigue analysis 
depending on the frequency response analysis result in automotive durability research for 
the purpose of component life estimation under random loading. 
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Fig. 16. The maximum principal stress contour for the frequency response analysis at 1560 Hz 

6.  Conclusion 
The research was carried out to investigate the dynamic characteristic of the automotive 
lower suspension arm, experimentally and numerically. FEA part as a numerical technique 
has been validated. Another validation has been performed through a comparison of the 
static FEA predicted strain data and experimentally collected road strain data. One of the 
most important parts of a vibration fatigue analysis is the calculation of transfer functions. 
With NASTRAN this is called a frequency response analysis, so this kind of analysis has 
been performed for future vibration fatigue analysis.    
One of the results expected to show higher stress effects on the component in a certain 
frequency. In another words, it was to extract the FRF of the component in most critical 
vibration mode in order to use it as a specific resonance in vibration fatigue analysis, which 
can be examined, then solved for the purpose of component life estimation. The mode 1 of 
1172 Hz has been found as the most critical mode. Both of the maximum principal strain 
contours plots are identical for static and frequency response analysis at zero Hz. This result 
is a proof that strain distribution of the lower suspension arm has been reliably predicted 
using the finite element model. This study has highlighted the need for experimental work 
to validate FEA modelling and to allow its advantages be maximised. Work is currently 
under progress to exploit this research results to investigate the lower suspension arm 
vibration fatigue life and to perform optimization studies to assess how to overcome various 
dynamic problems.  
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Fig. 16. The maximum principal stress contour for the frequency response analysis at 1560 Hz 
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1. Introduction    
In modern automotive design, the increasing output of power delivered by ever more 
compact, i.e., less space consuming, engines requires a highly efficient liquid cooling system 
to keep the wall temperatures of the individual components on acceptable levels. A 
maximum possible cooling power is particularly needed on surfaces exposed to high 
thermal loads typically located in the periphery of the exhaust gas outlets in the cylinder 
head. Searching for a most intense transfer of heat across very confined surface areas, the 
modern layout of liquid cooling systems must make ever more use of the potential of the 
nucleate boiling regime to provide significantly enhanced heat transfer rates at acceptable 
wall superheats. It has been long known in the community of engine developers that 
nucleate boiling locally occurs in cooling jackets near the exhaust valves, especially when 
the engine is run under thermally critical operating conditions. These are typically reached 
when the vehicle is brought to a halt after operation at maximum engine load, so that a 
considerable amount of heat has to be removed with the help of the fan cooling on the air 
side only. Nonetheless, the traditional design concepts are essentially based on purely 
convective single-phase cooling, although under real maximum load conditions the peak 
temperatures would markedly exceed the allowed limits, if boiling did not occur. In view of 
this fact it appears very reasonable to make a more deliberate use of the boiling 
phenomenon for further optimization of the cooling system. The prominent goal of this 
novel concept is to provide a controlled transition from single-phase convection to the so 
called subcooled boiling flow regime, as soon as the local heat loads reach a certain level. 
The targeted regime of subcooled boiling flow offers the attractive feature that vapour is 
present only in a thin superheated near-wall layer, while the outer bulk flow region, where 
the bubbles collapse due to the subcooling, contains only liquid phase. Hence, there is 
basically no net production of vapour, and the cooling system practically remains in the 
single-phase regime. Going otherwise further beyond into the saturated boiling regime, 
associated with non-zero net production of vapour, the advection of a significant amount of 
vapour with the bulk flow, or a possible agglomeration of vapour in stagnant regions could 
be hazardous to a safe and stable operation of the liquid cooling system.  
Relying on the incipience of nucleate boiling in the thermal layout requires appropriate wall 
heat flux models which cover the range from single-phase convection to the two-phase 
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1. Introduction    
In modern automotive design, the increasing output of power delivered by ever more 
compact, i.e., less space consuming, engines requires a highly efficient liquid cooling system 
to keep the wall temperatures of the individual components on acceptable levels. A 
maximum possible cooling power is particularly needed on surfaces exposed to high 
thermal loads typically located in the periphery of the exhaust gas outlets in the cylinder 
head. Searching for a most intense transfer of heat across very confined surface areas, the 
modern layout of liquid cooling systems must make ever more use of the potential of the 
nucleate boiling regime to provide significantly enhanced heat transfer rates at acceptable 
wall superheats. It has been long known in the community of engine developers that 
nucleate boiling locally occurs in cooling jackets near the exhaust valves, especially when 
the engine is run under thermally critical operating conditions. These are typically reached 
when the vehicle is brought to a halt after operation at maximum engine load, so that a 
considerable amount of heat has to be removed with the help of the fan cooling on the air 
side only. Nonetheless, the traditional design concepts are essentially based on purely 
convective single-phase cooling, although under real maximum load conditions the peak 
temperatures would markedly exceed the allowed limits, if boiling did not occur. In view of 
this fact it appears very reasonable to make a more deliberate use of the boiling 
phenomenon for further optimization of the cooling system. The prominent goal of this 
novel concept is to provide a controlled transition from single-phase convection to the so 
called subcooled boiling flow regime, as soon as the local heat loads reach a certain level. 
The targeted regime of subcooled boiling flow offers the attractive feature that vapour is 
present only in a thin superheated near-wall layer, while the outer bulk flow region, where 
the bubbles collapse due to the subcooling, contains only liquid phase. Hence, there is 
basically no net production of vapour, and the cooling system practically remains in the 
single-phase regime. Going otherwise further beyond into the saturated boiling regime, 
associated with non-zero net production of vapour, the advection of a significant amount of 
vapour with the bulk flow, or a possible agglomeration of vapour in stagnant regions could 
be hazardous to a safe and stable operation of the liquid cooling system.  
Relying on the incipience of nucleate boiling in the thermal layout requires appropriate wall 
heat flux models which cover the range from single-phase convection to the two-phase 
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boiling flow with acceptable accuracy. A realistic, physically sound model description of 
nucleate boiling flow is still challenged by very fundamental difficulties, as this highly 
complex phenomenon involves many sub-processes which are not fully understood yet. In 
particular, considering flow boiling on real life technical surfaces, it is basically impossible 
to describe mathematically the sub-process of bubble nucleation in a deterministic way. The 
complexity of the underlying contact physics between the gaseous, liquid and solid phases 
has thus far impeded any generally applicable parameterization of this sub-process. Hence, 
today’s available model correlations bear a good deal of uncertainty due to a basically 
incomplete parameterization of the problem. As a result, the existing model approaches 
involve many tuning coefficients, which have to be appropriately adjusted from case to case. 
A survey of the basic model concepts proposed for subcooled boiling flow will be presented 
in this chapter. 
To a great extent, the development of enhanced heat transfer concepts based on flow boiling 
was strongly driven by the need of compact high efficiency heat exchangers for use in 
spacecraft devices as well as in the field of chip cooling. Concerning the former application, 
much research work was focused on the effect of gravity, as buoyancy forces play an 
important role in the dynamics of the bubbles (Klausner et al., 2003; Kim et al., 2005; Bower 
& Klausner, 2006). The latter application has been mostly investigated in the context of 
“boiling in microchannels” (Kew & Cornwell 1997; Kandlikar, 2002; Thome, 2004; Cheng et 
al., 2007). This distinction has been made due to the small dimensions of the electronic 
devices, and the occurrence of the confined boiling regime, where the bubble diameters are 
of the size as the channel height, leading in general to higher heat transfer rates in 
comparison to the unconfined case. 
Concerning the automotive engine application, several studies have been carried out 
investigating the convective boiling of typical engine coolants (Campbell et al., 1995; 
Kandlikar, 1998a; Kobor, 2003). Besides demonstrating the possible gain in cooling power, 
these investigations were strongly focused on the development, evaluation and further 
improvement of model correlations for the highly complex flow boiling heat transfer. In 
comparison to single-phase forced convection, the nucleate boiling heat transfer depends on 
many more parameters, which are often hard to determine, or whose relevance is not clear. 
Facing this fundamental difficulty, a safe and reliable thermal layout requires a most 
comprehensive knowledge on how specific operating conditions and system parameters 
typically found in engine cooling jackets can affect the subcooled boiling heat transfer. In 
particular, the actual state of the heated surface, be it characterized by a micro-scale surface 
topology, roughness or contamination, or by a macroscopic property like the orientation of 
the surface relative to the gravitational force, may have a significant influence on the boiling 
behaviour. Since automotive coolants are always multi-component mixtures, the effect of 
the composition of the working liquid has to be considered as well. Operating modes and 
operation time may also be important for the number of available active bubble nucleation 
sites (mostly surface imperfections like cavities or fissures). A selection of all these 
automotive engine relevant conditions and their potential relevance for the heat flux 
modelling shall be addressed and discussed in this chapter.  
During the last decade, considerable boiling research was devoted to the development and 
investigation of so-called enhanced surfaces. Applying special, mostly porous, surface 
coatings can notably reduce the wall superheat required for the onset of nucleate boiling, 
and, beyond this point, it may intensify the process of bubble nucleation resulting in 
markedly enhanced boiling heat transfer rates. The prospective additional gain in total wall 
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heat flux makes this concept certainly attractive for a future application in automotive 
cooling as well. Some recent investigations on this specific approach will be addressed in 
this chapter as well. 

2. Fundamental aspects of boiling flow heat transfer 
Boiling flow represents one of the most challenging two-phase flow problems which to date 
could not be rigorously described based on physical principles. It involves many sub-
processes associated with the nucleation, growth, detachment, coalescence, and collapse of 
vapour bubbles. These individual sub-processes can act on very different scales in time and 
space, and many of them are inaccessible to detailed experiments. Some basic mechanisms 
contributing to the total heat transfer can be still distinguished, which, despite their often 
unknown quantitative relevance, constitute at least a reasonable qualitative description of 
the whole phenomenon. 

2.1 Basic mechanisms  
The heat flux of boiling flow depends on numerous thermo-physical interactions between 
the liquid, the vapour phase, and the solid heater, as schematically shown in Fig. 1. The 
interaction between the liquid bulk flow and the non-boiling part of the heated surface, 
denoted by 1, represents basically the convective single-phase heat transfer, generally 
termed macroconvection. The interaction between the bulk flow and the vapor bubbles, 
denoted by 2, comprises the hydrodynamic forces of the flow acting on the bubbles and vice 
versa. These flow induced forces can strongly influence the bubble growth, the bubble 
detachment from the nucleation sites, as well as the paths of the rising bubbles. Moreover, a 
densely populated heated surface may change the near-wall flow conditions significantly. 
The bubble-liquid phase interaction, denoted by 3, is often subsumed as the so-called 
microconvection. It includes the entrainment of liquid into the wake of a rising bubble 
immediately after detachment, which mixes portions of cool liquid from the - mostly 
subcooled - outer flow region into the superheated wall layer. This bubble lift-off induced 
transport of cool bulk liquid towards the heated surface increases instantaneously the local 
convective heat transfer. At the same time, it cools down the area around the nucleation 
sites below the critical temperature for nucleation. This cooling down of the nucleation sites 
immediately after bubble lift-off is generally termed “surface quenching”. A quenched 
nucleation site needs some time to be re-heated beyond a critical temperature, where bubble 
nucleation is initiated again. The required heat is supplied by the solid heater via conductive 
heat transfer, denoted by 4.  
Aside from the hydrodynamical effect of the bubble motion on the liquid, the bubble-liquid 
interaction also includes the thermal effect of condensation at the vapour-liquid interface. 
This process occurs at the top of the bubbles, once the interface reaches a zone where the 
local temperature is below the saturation level. The evaporative counterpart of this 
mechanism of latent heat transport is realized by the interaction between the bubble foot 
and the heated surface, denoted by 5. While the bubble is growing on its nucleation site, the 
latent heat needed for evaporation is continuously removed from the solid heater material, 
which causes a local drop of the temperature on the heated surface. The local cooling due to 
the removal of heat of evaporation during bubble growth, as well as the local cooling 
associated with the surface quenching after bubble detachment, are the main reasons why 
the surface temperature is highly non-uniform in time and space. This non-uniformity of the 
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surface temperature also leads to considerable thermal interactions (conductive heat 
exchange) between the individual nucleation sites inside the solid heater, denoted by 6. It is 
noted that most of the boiling models used today do not account for these spatial and 
temporal fluctuations in the surface temperature, assuming in general a stationary and 
uniform wall temperature. For denser bubble populations occurring at higher wall 
superheats, the bubble-bubble interactions, denoted by 7, such as coalescence or formation 
of columns, can play an important role. It is conceivable that this type of interaction makes 
simple single bubble considerations, on which many boiling models are based, highly 
questionable. The complexity shown in Fig. 1 does still not give the complete picture. 
Contact surface related aspects associated with surface tension, wettability, surface 
roughness, and porosity are known to have an important influence on the number of active 
nucleation sites needed for the formation of vapour bubbles. The so-called surface aging, 
which can be caused by chemical depositions on the heater surface leading to a long term 
deactivation of nucleation sites, also falls into this group. It is especially these surface related 
properties which impede a rigorous parameterization. Despite the numerous and physically 
complex effects which can be relevant in nucleate boiling, it is generally agreed that the 
marked increase in the heat transfer rate relative to the single-phase convection essentially 
results from two basic mechanisms: 
• the microconvection induced by the motion of the bubbles, and 
• the latent heat transport to and from the bubbles. 
However, in many cases no consensus has been reached on the quantitative contribution of 
each mechanism to the total heat flux. 
 

 
Fig. 1. Interactions between liquid phase, the vapour bubbles and the solid heater. 

2.2 Onset of nucleate boiling and the subcooled boiling flow regime 
A typical subcooled boiling flow configuration is schematically shown in Fig. 2a. The regime 
is basically characterized by a superheated wall with Tw > Ts, and a bulk temperature, which 
is lower than the saturation temperature, Tb < Ts. The formation of vapour bubbles starts, 
once the heated wall has reached the onset of nucleate boiling (ONB) temperature, Tw = TONB 
at point B. Fig. 2b shows three boiling curves depicting the wall heat fluxes qw versus the 
wall temperatures Tw for three different bulk velocities, with zero velocity - representing the 
pool boiling case - being the lowest. Two subranges can be distinguished in the subcooled 
boiling region: in the partially developed boiling (PDB) regime at lower wall superheats, the 
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bulk flow rate affects the heat transfer significantly. So the onset of nucleate boiling is 
shifted to higher wall superheats for higher flow rates (B→B'), as shown in Fig. 2b. In the 
fully developed boiling (FDB) regime at higher wall superheats, the boiling curves converge 
towards the pool boiling curve, which indicates that the flow becomes insignificant, once the 
wall superheat is sufficiently high. A further increase of the wall heat flux can heat up the 
bulk liquid to finally reach the saturation temperature, such that Tb = Ts. This denotes the 
transition from the subcooled to saturated flow boiling, where the bulk flow contains a 
significant fraction of vapour, as there is no subcooled region, where the bubbles could 
collapse.  
The onset of nucleate boiling is a crucial point for the heat transfer characteristics, as it 
denotes the incipience of the formation of vapour bubbles initiating the desired substantial 
increase in the heat transfer rate. In the considered case of surface boiling, the ONB is 
associated with the activation of nucleation sites on the heated wall. Potential nucleation 
sites are mostly surface imperfections like cavities, fissures, or impurities.  
Hsu (1962) was the first to develop an analytical condition for the onset of nucleate boiling 
at a given cavity. Hsu considered strongly idealized conditions shown in Fig. 3, assuming a 
cone-shaped cavity with an exact circular mouth of radius rc, a quiescent liquid, whose 
temperature Tl decreases linearly with the normal distance to the wall y, and a bubble of 
spherical shape. Applying such simplifications, Hsu determined the temperature at ONB 
 

 
Fig. 2. Subcooled boiling flow: (a) variation of bulk and wall temperatures with the 
streamwise position; (b) boiling curves for different velocities of the bulk liquid; the dashed 
line, ---, denotes the highest velocity case, the dotted line, ······, denotes the pool boiling case. 

from the minimum wall superheat ΔTsat,min required for the activation of a cavity of a given 
mouth radius rc. This superheat at ONB is obtained as 
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4 sin ,s

ONB s sat min
g lg c

TT T T
h r
σ β

ρ
− = Δ =  (1) 

and the corresponding heat flux reads 
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with λl being the thermal conductivity of the liquid, ρg the vapour density, hlg the latent heat 
of evaporation, σ the surface tension, and β the liquid/vapour contact angle. 
Hsu’s concept, which is strongly idealized concerning the geometry of the cavity and the 
conditions of the liquid, remained the baseline also of later advancements in the modelling 
of the ONB, although it ignores completely the flooding of cavities. This occurs especially 
with well wetting liquids, where Hsu’s criterion (1) significantly underpredicts the 
minimum superheat required for ONB. Basu (2002) accounted for the wettability of the 
surface by reducing rc to an effectively available cavity size rc,eff = rc Φ. The correction factor 
Φ is computed as an empirical function of the contact angle β. Φ decreases from unity to 
zero for increasing wettability associated with β →0. 
Following Hsu’s strongly simplifying analytical approach to model the bubble nucleation is 
basically not feasible for real technical surfaces, where it appears impossible to consider all 
relevant, mostly microscale effects like the microscopic surface topology, dynamics at the 
contact line between liquid, solid and vapour phase, corrosive abrasion or deposition, the 
instantaneous variation of the temperature inside the solid heater, or the content of 
dissolved gases. Many of these effects are to date not accessible by detailed experimental or 
numerical investigations. Therefore, in most approaches the ONB is not modelled explicitly, 
as this does not notably improve the overall accuracy of the predictions. 
 

 
Fig. 3. Bubble nucleus at the onset of nucleate boiling (ONB) on an idealized cavity. 

2.3 Models for the wall heat flux  
In pace with the increasing computational resources it has become possible to simulate the 
conditions inside the very thin liquid microlayer at the wall, on which the growing bubble 
basically resides (Dhir et al., 2005). However, due to the high computational costs such 
detailed simulations are still restricted to configurations with very few bubbles on ideal 
surfaces. Therefore, the basically model-free direct simulation is way off the flow boiling on 
real technical surfaces (Mei et al., 1995a,b; Shin et al.,2005). 
Some researchers even abandon the deterministic approach of mechanistic modelling. They 
consider boiling rather as a chaotic process (Shoji, 2004). This approach was proven as useful 
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to describe the chaotic fluctuations of the surface temperature associated with the non-linear 
interaction of bubble nucleation on neighbouring sites (Mosdorf & Shoji, 2004). As such the 
concept of boiling chaos gave important insight into individual sub-processes, but it did not 
yet deliver a full predictive wall heat flux model.      
A great variety of wall heat flux models has been developed for use in engineering 
applications, and basically all of them adhere to the deterministic approach. The proposed  
models can be broadly grouped into two categories: 
• General empirical correlations, which describe the wall heat transfer rates mostly as 

general power functions of non-dimensional groups. 
• Mechanistic models, which attempt to capture the basic relevant mechanisms for the total 

heat flux, i.e., the hydrodynamic convective transport and the thermal heat transport 
associated with evaporation. 

While the first concept relies completely on experimental data in deriving the non-
dimensional model correlations, the latter is more analytical in that it accounts explicitly for 
the different physical mechanisms contributing to the total heat flux. Therefore, the 
mechanistic models in general perform better in transition regimes, where the relative 
contribution of the individual mechanisms may change substantially. Despite their more 
physical basis, the mechanistic models still involve a good deal of empiricism in the sub-
models for the individual mechanisms. 

2.3.1 General empirical correlations 
In the FDB region, most empirical correlations model the total heat flux as a power function 
of the wall superheat generally written as 

 ( )m m
w w s satq K T T K T= − = Δ  (3) 

where K and m are empirically determined model parameters. McAdams (1949) proposed 
this ansatz for water with K=4.77 and m=3.86. The so called Boiling number based model of 
Shah (1977) 

 0.5230w fc satq Bo Tα= Δ  (4) 

falls also into this group. It basically models the total heat flux as a forced single-phase 
convective transport associated with the heat transfer coefficient αfc, which is enhanced by 
boiling. The enhancement is represented by the Boiling number       
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which relates the “boiling velocity” given in the nominator to the velocity of the bulk flow. 
Kandlikar (1998b) modified Shah’s correlation to    

 0.71058w fc fl satq F Bo Tα= Δ  (6) 

introducing a fluid-surface parameter Ffl representing the surface fraction covered by the 
liquid phase. The Boiling number based models are basically designed for the FDB regime, 
where they perform fairly well. On the other hand, they are quite inaccurate in the PDB 
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with λl being the thermal conductivity of the liquid, ρg the vapour density, hlg the latent heat 
of evaporation, σ the surface tension, and β the liquid/vapour contact angle. 
Hsu’s concept, which is strongly idealized concerning the geometry of the cavity and the 
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minimum superheat required for ONB. Basu (2002) accounted for the wettability of the 
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dissolved gases. Many of these effects are to date not accessible by detailed experimental or 
numerical investigations. Therefore, in most approaches the ONB is not modelled explicitly, 
as this does not notably improve the overall accuracy of the predictions. 
 

 
Fig. 3. Bubble nucleus at the onset of nucleate boiling (ONB) on an idealized cavity. 
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regime close to the ONB, where, according to Eqs. (4) and (6), the total wall heat flux 
vanishes as the superheat goes to zero.  

2.3.2 Mechanistic models 
The basic strategy of mechanistic models is to identify and to model the essential physical 
mechanisms which contribute significantly to the total wall heat flux. They mostly assume 
the heat flux to be composed of three components, namely, the single-phase convection qfc, 
the evaporation heat flux needed for the phase change qev, and the sensible heating of the 
portion of liquid which fills the volume vacated by a departing or collapsing bubble qqu. The 
total wall heat flux can then be written as 

 .w fc ev quq q q q= + +  (7) 

The forced convection component is commonly obtained using simply the classical textbook 
correlation by Dittus-Boelter, or more sophisticated correlations (Gnielinski, 1976). 
The modeling of the evaporation heat flux qev faces the problem that it requires the number 
density of active nucleation sites, whose determination brings in again a great deal of 
empiricism. The same applies to the quenching component qqu, regarding the determination   
of the quenching period, which depends on the time needed for the transient heat-up of the 
liquid filling the void of a departed bubble. Due to these difficulties in the modeling of the 
individual components associated with the phase change, most mechanistic models do not 
account for these fluxes separately. They rather combine them to one single ``pool boiling'', 
or ``nucleate boiling'' term, qnb, such that Eq. (7) becomes 

 .w fc nbq q q= +  (8) 

A large number of models of this category have been proposed. In contrast to the Boiling 
number based methods discussed above, the explicit distinction between a convective and a 
nucleate boiling contribution brings about much freedom in selecting an appropriate model 
for each component. It also provides by definition the right asymptotic behaviour when 
approaching the limits of single-phase convection, where the nucleate boiling composition 
becomes zero, qnb → 0, as well as the limit of pool boiling, where the forced convection 
contribution goes to zero, qfc → 0. The latter limit is particularly troublesome for the Boiling 
number based empirical correlations, because, as seen from its definition in (5), the Boiling 
number goes to infinity for vanishing bulk velocity ub → 0, which makes this type of models 
incapable to provide a smooth transition between the flow boiling and the pool boiling 
regimes. 
A pioneering superposition model, whose underlying concept is still widely used, was 
proposed by Chen (1966). Chen defined the total heat transfer coefficient as composed of a 
``macroconvection'' coefficient of the two-phase flow and a ``microconvection'' coefficient 
associated with nucleate boiling, written as 

 mac mic fc nbF Sα α α α α= + = +  (9) 

The heat transfer coefficient for the macroconvection is obtained from the Dittus-Boelter 
correlation using an increased two-phase flow Reynolds number Re2ph incorporated through 
the factor F. As such, the factor F = (Re2ph/Re1ph) 0.8 accounts for the enhanced convective heat 
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(a) (b) 

Fig. 4. Best fit curves for correction factors in Chen model: (a) convection enhancement 
factor; (b) boiling suppression factor. The shaded regions denote the ranges of experimental 
data (reprinted from  Chen  (1966) with permission of ACS). 

transport caused by the vapour bubble agitation. It was graphically obtained by Chen as 
dependent on the Martinelli parameter 
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based on a best fit to experimental data as shown in Fig. 4a. Aside from the liquid-vapour 
phase density and viscosity ratios, Xtt essentially depends on the vapour mass fraction x. For 
small vapour fractions x associated with 1/Xtt ≤ 0.1, the factor F is assumed to be unity.   
The microconvection coefficient is obtained from the pool boiling correlation by Forster and 
Zuber (1955). Chen further modified this contribution introducing a suppression factor S in 
order to reflect the generally observed decrease in the nucleate boiling activity with 
increasing flow velocity. Chen graphically correlated the flow induced suppression factor S 
as a best-fit curve to experimental data dependent on the two-phase flow Reynolds number 
Re2ph, as shown in Fig. 4b. In a later work, Butterworth (1979) provided an analytical best-
fitting dependence for the parameter S written as 
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S −=
+ ⋅

 (11) 

Chen’s concept, which was originally proposed for saturated boiling flow of water, has 
become a well established, very popular approach. It has been modified and developed 
further by many other authors (Gungor and Winterton, 1986; Campbell et al., 1995; Kobor, 
2003; Steiner et al. 2005). These generally termed Chen-type models mainly differ in the sub-
model for the nucleate boiling component and in the determination of the boiling 
suppression factor S.  
Chen’s linear superposition concept was also generalized to a non-linear combination 
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as suggested by Kutateladze (1963), Liu & Winterton (1991) with n=2, and by Steiner & 
Taborek (1992) with a general exponent n. For increasing values of n, the power-additive 
formulation inherently gives more weight to the nucleate boiling, where αnb >> αfc, which 
nicely reflects the vanishing influence of the liquid flow on the total heat flux in the FDB 
regime. At low superheats, the formulation pronounces the convective heat transfer, where 
αfc >> α nb, which basically has the effect of a flow induced suppression. Therefore, Steiner & 
Taborek (1992) model the factor S as independent of the flow rate. The degree of the flow 
induced suppression is inherently determined by the magnitude of the exponent n.  
Campbell et al. (1995) were the first group who considered subcooled boiling flow in 
automotive cooling systems. They carried out experiments with a typical engine coolant 
composed of 50Vol% ethylene-glycol and 50Vol% water, and they adopted Chen’s ansatz for 
the heat flux modelling. Due to the subcooling they ignored the enhancement of the 
macroconvection caused by the agitation of the bubbles assuming F = 1, which implies Re2ph 
= Re1ph. Based on their experimental results they proposed the following correlations for the 
flow induced suppression factor: 
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The model of Campbell et al. (1995) is, like most of the proposed superposition models, not 
well suited for application in the CFD of coolant flows in engineering devices, because the 
model correlation for the suppression factor depends on the bulk flow Reynolds number as 
a non-local parameter. On the other hand, suppression is basically a local effect, and it 
should therefore be modelled dependent of local flow quantities, which may be readily 
provided by the CFD solution. Moreover, dealing with CFD of geometrically complex flow 
configurations like those in coolant jackets, it is practically not possible to define a Reynolds 
number based on bulk flow conditions in a meaningful way. To circumvent these obvious 
shortcomings, Kobor (2003) developed a Chen-type approach, termed Boiling Departure 
Lift-off (BDL) model, which accounts for the dynamic effect of the near-wall flow field on 
the bubble detachment from the heated surface. In the BDL model the suppression factor is 
modelled as dependent on the ratio of two characteristic bubble diameters, the departure 
and the lift-off diameters, such that 

 .D
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dS
d

∝  (14) 

The diameters dD and dL are computed from local force balances at the instants of bubble 
departure from the nucleation site and bubble lift-off from the surface, respectively, relying 
on a concept of Zeng et al. (1993). The BDL model was introduced into the CFD software 
FIRE, where it performed very well in simulations of automotive coolant jackets.  Steiner et 
al. (2005) extended the BDL model to the boiling of pure water, where they introduced an 
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additional suppression factor for the nucleate pool boiling component to capture explicitly 
the influence of the subcooling.  The BDL model predicted the flow induced suppression 
fairly well, as exemplarily shown in Fig. 5 by a comparison against experiments and 
predictions from other models. 
 

 
Fig. 5. Predicted flow boiling curves for water at p=2bar and two different bulk flow 
velocities: solid line ‘   ‘, BDL, dashed line ‘- - -‘, Chen (1966), dash-dotted line ‘-·-·-‘, Shah 
(1977), dotted line ‘····’, Kandlikar (1998b); (reprinted from Steiner et al. (2005) with 
permission of Elsevier). 

The neglect of the influence of the bubble agitation on the convective heat transfer generally 
assumed in subcooled boiling flow loses its justification as the void fractions become higher 
near the wall, which is especially the case at high wall superheats combined with low liquid 
velocities (Maurus, 2003; Ramstorfer et al., 2008a). In order to account for the dynamic 
effects of the bubbles, while still remaining within the framework of a single-fluid 
formulation, Ramstorfer et al. (2008a) proposed to introduce a bubble-equivalent wall 
roughness. The increased wall roughness leads to a higher turbulence intensity in the near-
wall region, yielding the enhanced convective heat transfer which is in reality due to the 
agitation of the bubbles.  

3. Subcooled boiling flow under automotive engine conditions 
In general, the models proposed for the wall heat flux in nucleate boiling flow are calibrated 
and validated for very specific conditions concerning working fluid, material and surface 
quality of the heater, as well as flow configuration. As such, the models, be they empirical or 
mechanistic, involve correlations and parameter settings, which are typically based on 
laboratory experiments using purified, degassed liquids, clean homogeneous surfaces with a 
specified finish and a defined, uniformly heated area. The experimental set-ups are mostly 
designed to ensure well defined stationary flow conditions in the test-sections.  
Experimental findings obtained with such particular set-ups may therefore not apply 
straightforwardly to real-life conditions in technical applications.  
It has therefore become best practice to still apply the available well-established standard 
approaches to real engineering problems, however, using specially adapted model 
coefficients and/or introducing additional parameters to capture effects of particular 
importance for the actually considered case. Several of these effects with relevance for 
automotive cooling systems shall be discussed in the following. 
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additional suppression factor for the nucleate pool boiling component to capture explicitly 
the influence of the subcooling.  The BDL model predicted the flow induced suppression 
fairly well, as exemplarily shown in Fig. 5 by a comparison against experiments and 
predictions from other models. 
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In general, the models proposed for the wall heat flux in nucleate boiling flow are calibrated 
and validated for very specific conditions concerning working fluid, material and surface 
quality of the heater, as well as flow configuration. As such, the models, be they empirical or 
mechanistic, involve correlations and parameter settings, which are typically based on 
laboratory experiments using purified, degassed liquids, clean homogeneous surfaces with a 
specified finish and a defined, uniformly heated area. The experimental set-ups are mostly 
designed to ensure well defined stationary flow conditions in the test-sections.  
Experimental findings obtained with such particular set-ups may therefore not apply 
straightforwardly to real-life conditions in technical applications.  
It has therefore become best practice to still apply the available well-established standard 
approaches to real engineering problems, however, using specially adapted model 
coefficients and/or introducing additional parameters to capture effects of particular 
importance for the actually considered case. Several of these effects with relevance for 
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3.1 Composition of the liquid 
The boiling of multi-component mixtures can be strongly affected by diffusion as well as 
differing volatilities of the individual components. The latter leads to an enrichment of the 
vapour/liquid interface with the less volatile component, so that the local mixture at the 
interface has an effectively higher saturation temperature, Ts,int > Ts, and the evaporation 
rate decreases. This non-azeotropic behaviour of the mixture is in principle due to the finite 
speed of diffusion, which impedes a prompt balancing of the deficit of the more volatile 
component at the interface. Accordingly, its effect on the boiling activity is typically 
accounted for by incorporating a diffusion-induced suppression factor FD into the model 
correlations which are basically derived for pure liquids (Wenzel & Müller-Steinhagen, 
1995; Kandlikar 1998a). The suppression factor FD ≤ 1 reduces the nucleate boiling 
component, analogous to the factor S in Eqs. (9) or (12), and it essentially depends on the 
effective increase in the saturation temperature, Ts,int - Ts. 
The working liquid in automotive cooling systems generally consists of two main 
components, water and the antifreeze component ethylene-glycol. The volumetric mixing 
ratio is mostly 50/50Vol%. Figs. 6a und b show two sets of flow boiling curves 
experimentally measured for three different mixtures at the Reynolds numbers Reb = 5500 
and 22000 (Breitschädel, 2008). The bulk velocities corresponding to the two Reynolds 
numbers are about ub = 0.1 and 0.4 m/s, respectively. It becomes obvious that in both cases 
the 60/40Vol% mixture, i.e., the liquid with the smallest fraction of the more volatile 
component (water), exhibits the lowest total wall heat fluxes at a given wall superheat ΔTsat 

> 0 in the nucleate boiling regime. The boiling curves obtained with the BDL model (Kobor, 
2003) are also shown in Figs. 6a,b to demonstrate the predictive capability of a typical Chen-
type model which does not account explicitly for non-azeotropic effects of the mixture. The 
predictions also reflect the experimentally observed tendency for the considered mixtures. It 
appears to be sufficient to model the effect of the varying water/ethylene-glycol ratio in 
terms of a corresponding variation of the material properties of the mixture. This basically 
means that the binary system can be treated as an azeotropic mixture, and a diffusion 
induced suppression needs not to be introduced.  

 

 
Fig. 6. Flow boiling curves for varying coolant compositions: (a) Reb = 5500; (b) Reb = 22000; 
experimental data denoted by symbols, BDL model predictions by lines; pressure: p = 1.5 
bar (from Steiner et al., 2008). 
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3.2 Microgeometry of the heated surface  
The microgeometry of technical surfaces is generally described in terms of the surface 
roughness, which is mostly expressed as an average roughness height Ra given in μm. Being 
a rather crude measure, Ra certainly does not represent the effectively boiling relevant 
microgeometry, which may be constituted by many different types of geometry elements, 
such as plateaus, peaks, valleys, cavities, etc. . It is generally accepted that only those surface 
elements can act as stable bubble generating centres (active nucleation sites), which are not 
completely filled with liquid after bubble departure. Therefore, an increase in the average 
surface roughness may lead to an increase in the boiling heat transfer only if the higher 
roughness is associated with additional active and stable nucleation sites. Numerous - 
mostly pool boiling - experiments have investigated this effect (see, e.g., Jakob & Fritz, 1931; 
Corty & Foust, 1955; Kuhihara & Myers, 1960). They showed that the heat transfer rate in 
general rises as the surface roughness is increased. The quantitative extent, however, 
strongly depends on the considered surface quality. The variation of surface roughness 
affects the nucleate boiling heat transfer most pronouncedly when considering high quality 
finished surfaces, where the average roughness is of the order of Ra ≈ 1 μm and lower, as it 
was recently confirmed in pool boiling experiments of Jones et al. (2009) (see Fig. 7). In 
contrast, typical surface roughness in automotive cooling systems is markedly higher, where 
the mostly applied iron or Aluminium as cast surfaces have an average roughness height Ra 

≈ 40μm and higher. Breitschädel (2008) carried out experiments for automotive cooling 
conditions, varying the roughness of the aluminium surface between Ra=2μm (“smooth”), 
Ra=45.7μm (“standard”), and Ra=130μm (“rough”).  
As seen from the boiling curves in Fig. 8, which were measured after different operation 
times, both the smooth and the rough surfaces exhibit almost the same heat transfer 
conditions at a primary stage, because the earliest measured boiling curves of both surfaces 
almost coincide. The considerable concentration of large cavities on the very rough surface 
does evidently not provide additional active nucleation centres compared to the smooth, 
 

 
Fig. 7. Pool boiling curves for water on Electrical Discharge Machined (EDM) surfaces with 
different roughness Ra (reprinted from Jones et al. (2009) with permission of ASME). 
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3.1 Composition of the liquid 
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Fig. 8. Flow boiling curves for varying surface roughness after different operation times; 
bulk liquid velocity ub = 0.476 m/s; mixture 50/50Vol% ethylene-glycol/water; pressure p = 
1.5 bar (from Breitschädel, 2008). 

polished surface. With increasing operation time, both types of surfaces exhibit a notable 
degradation of the heat transfer rate, as seen from the shift of the boiling branches towards 
higher wall superheats. This tendency points to a successive deactivation of initially active 
nucleation sites, so that they finally approach the boiling curve of a long-term measurement 
using the standard surface. The shown trends illustrate again the dominant role of the 
microgeometry, which finally levels out any potential primary surface roughness effect on 
the boiling heat transfer during long-term operation. For the considered surface types, the 
effect of the macroscopic surface roughness needs not to be explicitly considered in the 
modelling of the wall heat flux. 
The potential increase in the boiling heat flux attainable with special superficial layers of the 
heater has become an important research topic investigating the boiling behaviour on so-
called enhanced surfaces. Depending on their fabrication, these specially designed surfaces 
may be structured (Memory et al., 1995; Kim & Choi, 2001), e.g., with microfins, with pores 
connected by subsurface gaps, or unstructured such as porous coatings (Afgan et al., 1985; 
Kim et al., 2002; Rainey et al., 2001, 2003). 
Using enhanced surfaces provides in general a higher number of active nucleation sites, 
which leads to lower minimum wall superheats required for the onset of nucleate boiling 
(ONB). Beyond the ONB, mostly higher boiling heat transfer rates are observed as compared 
to the unmodified smooth surfaces. The intensified boiling activity is commonly explained 
by the hypothesis that, on enhanced surfaces, the bubble nucleation occurs predominantly 
in subsurface, hence higher superheated, microchannel-like dendritic cavities, which are 
also more likely to entrap a gaseous rest after bubble departure than the superficial cavities 
on the unmodified surfaces. The potential of this concept to enhance the boiling activity for 
use in automotive cooling was investigated by Ramstorfer et al. (2008b). They 
experimentally examined flow boiling of an automotive coolant composed of 60 and 40Vol% 
water and ethylene-glycol, respectively, using heated surfaces with two different types of 
coatings. The first type of coating (“coating S1”) was produced by spraying molten mild 
steel on the ground cast-iron surface. The second type of coating (``coating S2'') was 
fabricated by sintering a highly porous layer of iron particles on the cast-iron ground body 
(see Fig. 9).  
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Fig. 9. Cross-sectional photomicrographs of the superficial layers of the heaters: left 
subfigure coating S1, right subfigure coating S2 (reprinted from Ramstorfer et al. (2008b) 
with permission of ASME). 

The comparison of individual flow boiling curves shown in Fig. 10 reveals significantly 
higher boiling heat transfer rates for the coated surfaces, which can be clearly observed from 
the markedly reduced wall superheats ranging up to 15 K. It is interesting to note that 
coating S1 performs best, although its porosity is much lower than that of coating S2. This 
can be attributed to the particular microstructure of the coating S1. The coating S1 is not a 
typical granular-porous, nor a channel-porous layer, as it consists for the most part of a solid 
metallic base matrix, which is penetrated by a few, but comparatively deep cavities. These 
deep cavities are evidently most capable to entrap vapor, hence, to act as bubble nucleation 
centres, as it was also observed by Qi et al. (2004). 
Ramstorfer et al. (2008b) also demonstrated that the superposition ansatz generally defined 
in Eq. (8) can be well extended to boiling on enhanced surfaces. Considering a vertical 
heated surface, they modelled the convective component qfc following an ansatz of Churchill 
(1972) proposed for mixed (natural + forced) convection. For the nucleate boiling component 
qnb they used the classical pool boiling correlation of Rohsenow (1952) with experimentally 
fitted model parameters. The predicted wall heat fluxes on the coated surfaces agree very 
well with the experiments over a wide range of bulk velocities, as seen from Fig. 11.     
 

 
Fig. 10. Flow boiling curves of a 60/40Vol% water/ethylene-glycol mixture on different 
surfaces: ○ plain cast iron; ◊ coating S1; □ coating S2; saturation temperature Ts = 143 °C 
(dash-dotted line) ; subcooling ΔTsub = Ts -Tb = 43 K (reprinted from Ramstorfer et al. (2008b) 
with permission of ASME). 
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Fig. 11. Predicted flow boiling curves for the porous surfaces S1 and S2 at different velocities 
of the bulk flow: full line, “   “, model prediction; dash-dotted line, – ⋅ – ⋅ –, natural 
convection; dashed line, “– – – “, pool boiling curve; the symbols denote the measurements 
reprinted from Ramstorfer et al. (2008b) with permission of ASME). 
Based on these findings, it can be noted that the use of enhanced surfaces represents a 
promising concept to increase the efficiency of automotive cooling systems. However, 
before its technical realization, several open questions need to be answered. Critical issues 
related to the manufacturing of the surface, the long term stability of the coating, or the 
effect on the mechanical resilience of the base structure, call for further detailed 
investigations. The modelling for the wall heat flux can rely on standard approaches using 
an appropriate parameter setting for the considered surface. These model parameters may 
vary considerably for different combinations of coatings and working liquids. 

3.3 Orientation of the heated surface  
Since nucleate boiling by nature involves the motion of a low-density vapour phase in a 
high-density liquid carrier phase, the dynamics in the thermal boundary layer may be 
strongly influenced by the buoyancy forces, especially at low flow rates of the bulk liquid. In 
such a case the orientation of the superheated surface relative to the direction of 
gravitational acceleration is of major importance. This aspect is mostly ignored by the 
nucleate boiling models though. Klausner et al. (2003) investigated the influence of 
buoyancy on the detachment process of the bubbles in much detail, computationally as well 
as experimentally. They carried out experiments with the perfluorocarbon liquid FC-87 for 
varying streamwise inclination angle of the heated surface from 0° to 360°. They found the 
influence of the surface orientation to be mainly dependent on wall superheat, 
liquid/vapour density ratio, and the flow velocity. Furthermore, they observed that the 
critical heat flux, where film boiling sets in, was reduced by almost an order of magnitude 
for a certain inclination at low flow rates. Roughly the same extent of reduction in the 
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critical heat flux was measured by Kim et al. (2005) for saturated pool boiling with water 
comparing upward against downward facing surfaces. 
The potential effect of surface orientation was also investigated for automotive cooling 
conditions (Steiner et al., 2007).  Fig. 12 shows the experimental results obtained for the 
subcooled boiling of a 50/50Vol% mixture of water and ethylene-glycol on a downward 
facing heated surface. The boiling curve in the lower left subfigure displays the 
measurements at three distinct positions, A, B, and C, as schematically shown in the 
subfigure above. The full line denotes the arithmetic mean of the three positions. Beyond a 
certain heat flux, marked by the transition point TP, the boiling curves at position B, and 
more pronouncedly at position C, deviate significantly towards higher wall superheats as 
compared to the almost straight boiling branch at A. The obvious streamwise decrease of the 
local heat transfer coefficient can be attributed to a transition from nucleate boiling to partial 
film boiling. This can be seen from the photographs in the right column of Fig. 12, 
displaying three distinct conditions corresponding to the points I, II, and III on the averaged 
boiling curve. Beyond the transition point (at conditions II and III), the vapour phase 
evidently tends to form ever larger film-like agglomerates, which cover a substantial part of 
the surface at the downstream end of the heater. 
 

 

 

 
I: qw=1.89x105 W/m2, Tw=132.9°C 

 

 
II: qw=2.34x105 W/m2, Tw=141.5°C 

 

 
III: qw=2.39x105 W/m2, Tw=145.8°C 

Fig. 12. Left column: wall heat flux qw vs. wall temperature Tw measured at three positions  
for the bulk velocity ub = 0.2m/s and subcooling T s - Tb = 18°C; right column:  photographs of 
the two-phase region at the three distinct conditions I, II and III as specified in the boiling 
curves in the left column. The direction of flow is right to left (from Steiner et al., 2007). 
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Based on a dimensional analysis, a criterion for the observed transition from nucleate to 
partial film boiling was derived in terms of a non-dimensional correlation for a transitional 
Boiling number 

 Re n
trans L subBo C Ec−=  (15) 

dependent on the Reynolds number Re=ubρlL/ηl with the length scale L=[σ /g(ρl-ρg)]0.5, and 
the Eckert number Ecsub= ub2/cp,l(Ts -Tb) representing the effect of subcooling. C=8.5 10-11 and 
n = 0.63 are empirically determined model parameters. As such, correlation (15) provides 
via the Boiling number Botrans an important estimate for the transitional wall heat flux qw,trans, 
beyond which a transition to partial film boiling has to be expected, which may eventually 
lead to a hazardous increase of the wall temperature.   
Aside from the issue of ensuring acceptable wall superheats, the transitional wall heat flux 
qw,trans also represents an upper limit for the applicability of standard wall heat flux models 
generally used in subcooled boiling flow. The boiling contributions in these approaches are 
mostly correlated and calibrated assuming fully developed nucleate boiling on upward or 
sideward facing surfaces, so that they expectedly reach their limit, once partial film boiling 
sets in. This limitation is illustrated in Fig. 13, comparing experimental data measured for a 
downward facing surface with the predictions of the BDL model using a parameter setting 
proposed for automotive engine coolants (Kobor, 2003). The model predictions agree in 
general fairly well with the experiments below the transitional heat flux qw,trans computed 
from (15), while they exhibit considerable deviations above.  
 

 
Fig. 13. Flow boiling curves of a 50/50Vol% mixture of water and ethylene-glycol on a 
downward facing heated surface at different velocities of the bulk flow ub. The open 
circles,○, denote the experiments, the solid lines, '   ', denote the predictions of the BDL 
model, the dashed lines, '- -', denote the transitional wall heat flux qw,trans computed from Eq. 
(15). The subcooling ΔTsub = Ts -Tb = 25K is constant; (from Steiner et al., 2007). 
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The horizontal dashed lines in Fig. 13 also illustrate the strong flow rate dependence of the 
transitional limit qw,trans. Accordingly, at the lower bulk velocities, qw,trans drops down to a 
level which is an order of magnitude lower than the critical heat flux in the corresponding 
pool boiling case on an upward facing surface. The quantitative extent of this reduction is 
well in line with the findings of Klausner et al. (2003) and Kim et al. (2005) mentioned above. 

3.4 Aging  
Aging is a phenomenon which may strongly affect the long-term activity of the nucleation 
sites on the heated surface. It therefore represents a great challenge and persistent source of 
inaccuracy for all boiling models. Due to its potential influence on the liquid-vapour-solid 
interfacial interactions at the nucleation sites, it may be highly relevant for the entire boiling 
process, starting from the onset of nucleate boiling (ONB). Aging subsumes the gradual, 
mostly slow changes of the working fluid, as well as those of the heated surface, which in 
general lead to less favourable conditions for the incipience of nucleate boiling. As such, 
aging is a process acting over long time scales, which is manifested in a steady decrease of 
the boiling heat transfer rate observed during long periods of operation time (weeks or 
months). Especially under technical flow conditions it is often impossible to clearly identify 
and eventually eliminate all relevant causes for aging. It can have many – single or multiple 
- causes, such as a continuous flooding of cavities, depositions on the surface, corrosion 
and/or mechanical erosion of the surface material, chemical reactions in the liquid phase, 
etc.. The quantitative impact of aging on subcooled boiling can be exemplarily seen from 
Fig. 14, showing experimental data obtained for one given liquid/surface combination, a 
mixture of ethylene-glycol and water on an as-cast aluminium surface, which is typically 
met in cooling jackets of modern internal combustion engines. The shown curves were 
measured over a period of two weeks. The temperature, pressure and velocity of the bulk 
liquid were always kept the same. Within the considered range of wall heat fluxes, the first 
 

 
Fig. 14. Boiling curves of a 50/50Vol% mixture water and ethylene-glycol; the subcooling 
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Fig. 13. Flow boiling curves of a 50/50Vol% mixture of water and ethylene-glycol on a 
downward facing heated surface at different velocities of the bulk flow ub. The open 
circles,○, denote the experiments, the solid lines, '   ', denote the predictions of the BDL 
model, the dashed lines, '- -', denote the transitional wall heat flux qw,trans computed from Eq. 
(15). The subcooling ΔTsub = Ts -Tb = 25K is constant; (from Steiner et al., 2007). 
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The horizontal dashed lines in Fig. 13 also illustrate the strong flow rate dependence of the 
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process, starting from the onset of nucleate boiling (ONB). Aging subsumes the gradual, 
mostly slow changes of the working fluid, as well as those of the heated surface, which in 
general lead to less favourable conditions for the incipience of nucleate boiling. As such, 
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and the last curves differ up to 15 K in wall superheat ΔTsat = Tw −Ts. It could be shown that 
the aging effect observed here is partly caused by a continuous flooding of the cavities on 
the surface, which reduces the number of active nucleation sites. The other part could be 
attributed to depositions on the heated surface originating from the employed coolant 
liquid. The observed significant shift in the boiling curves strongly suggests that the aging 
conditions of the heated surface and the working fluid must not be overlooked in the 
interpretation of boiling flow measurements and in the specification of the model 
parameters based on such data. This caveat is particularly relevant for boiling of aqueous 
liquids on real technical surfaces.  

7. Conclusions 
The enhancement of heat transfer rates based on a controlled transition from pure single-
phase convection to subcooled boiling flow appears to be a promising approach for 
application in automotive cooling systems. A reliable and save thermal management 
requires a most comprehensive knowledge of how certain operation and system conditions 
may affect the boiling behaviour. Therefore, we put our focus on a selection of engine 
relevant conditions and their possible impact on the modelling of the wall heat flux. This led 
us to the following resume.  
As for the influence of the mixing ratio of the two main components of the coolant, water 
and ethylene-glycol, the heat transfer rates in the boiling regime tend to decrease when the 
fraction of the more volatile water component is smaller. The tested wall heat flux model, 
which basically assumes the coolant as an azeotropic mixture, reflected the observed 
tendency very well. The effect of the mixing ratio can be evidently captured with sufficient 
accuracy in terms of the material properties of the mixture. For the considered range of 
engine relevant mixing ratios and subcooled boiling flow conditions, non-azeotropic effects, 
such as the increase of the effective saturation temperature due to the depletion of the more 
volatile component at the liquid/gas interfaces, appeared to be of minor importance. 
The effect of the macroscopic surface roughness turned out to be very limited in time. Long-
term experiments confirm the dominant role of the microstructure of the surface, which 
finally leads to approximately the same boiling behaviour of all considered surface finishes. 
Based on this observation it may be concluded that the effect of the surface finish in terms of 
a roughness height may be disregarded in the wall heat flux model. 
The use of porously coated, “enhanced”, surfaces appears also attractive for application in 
automotive cooling. The scope of most studies on this subject is, however, in general 
strongly limited to the particularly considered type of coating and working liquid. Making 
use of this concept requires therefore further detailed investigations especially devoted to 
porous superficial layers, which can be technically realized in engine cooling systems. The 
standard wall heat flux models can be well extended to enhanced surfaces, when an 
appropriately adapted parameter setting is used.    
Concerning the effect of the surface orientation, the case of a downward facing surface 
heated from above is expectedly the most critical one. Since the buoyancy force counteracts 
the bubble lift-off from the surface, a transition from nucleate boiling to partial film boiling 
can occur well below the critical heat flux associated with an upward facing surface. The 
observed strong dependence of this transitional heat flux on the velocity and subcooling of 
the bulk liquid could be cast into a non-dimensional criterion for the corresponding 
transitional Boiling number. Applying exemplarily the BDL model for predicting the wall 
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heat fluxes, it could be further shown that this standard Chen-type superposition approach 
is capable to produce acceptably accurate predictions up to the transitional heat flux without 
any special modifications accounting for the effect of orientation.  
Aging is probably one of the most critical phenomena, especially when using aqueous 
working liquids typically found in automotive cooling systems. The phenomenon may be 
sustained by many complex chemical/physical sub-processes, which are hard or even 
impossible to control under real technical conditions. The boiling curves obtained after 
different operation times, or operations modes, may be shifted by 15 K and even more in the 
wall superheats. It therefore often requires long-term experiments to obtain reliable results, 
which exhibit no notable change in time, so that they can be used for model evaluation and 
calibration.  
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strongly limited to the particularly considered type of coating and working liquid. Making 
use of this concept requires therefore further detailed investigations especially devoted to 
porous superficial layers, which can be technically realized in engine cooling systems. The 
standard wall heat flux models can be well extended to enhanced surfaces, when an 
appropriately adapted parameter setting is used.    
Concerning the effect of the surface orientation, the case of a downward facing surface 
heated from above is expectedly the most critical one. Since the buoyancy force counteracts 
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can occur well below the critical heat flux associated with an upward facing surface. The 
observed strong dependence of this transitional heat flux on the velocity and subcooling of 
the bulk liquid could be cast into a non-dimensional criterion for the corresponding 
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heat fluxes, it could be further shown that this standard Chen-type superposition approach 
is capable to produce acceptably accurate predictions up to the transitional heat flux without 
any special modifications accounting for the effect of orientation.  
Aging is probably one of the most critical phenomena, especially when using aqueous 
working liquids typically found in automotive cooling systems. The phenomenon may be 
sustained by many complex chemical/physical sub-processes, which are hard or even 
impossible to control under real technical conditions. The boiling curves obtained after 
different operation times, or operations modes, may be shifted by 15 K and even more in the 
wall superheats. It therefore often requires long-term experiments to obtain reliable results, 
which exhibit no notable change in time, so that they can be used for model evaluation and 
calibration.  
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1. Introduction 
In automotive electromagnetic (EM) compatibility (EMC), the cable bundle network study is 
of great importance. Indeed, a cable network links all the electronic equipment interfaces 
included the critical ones and consequently can be assimilated both to a reception antenna 
and to an emission antenna at the same time. On the one end, as far as immunity problem is 
concerned, where an EM perturbation illuminates the car, the cable network acts as a 
receiving antenna able to induce and propagate interference currents until the electronic 
equipment interfaces and potentially induce dysfunction or in the worst case destruction of 
the equipment. At low frequency, the interference signal propagating on the cable network 
is generally considered as more significant than the direct coupling between the incident 
field and the equipment. On the other end, as far as emission problem is concerned, the EM 
field emitted by the cable network may disturb itself the electronic equipments by direct 
coupling. 
To avoid these problems, automotive manufacturers have to perform normative tests before 
selling vehicles. These tests are applied on electronic equipments outside and inside the car 
first to verify that the equipments are not disturbed by an EM perturbation of given 
magnitude and second to ensure that the EM emission of each equipment does not exceed a 
limit value at a given distance. Obviously, these tests are not exhaustive and fully 
representative of real conditions. For example, in immunity tests, two polarizations (vertical 
and horizontal polarizations) of the EM perturbation are generally tested in free space 
conditions. In reality, the EM perturbation due for example to a mobile phone outside the 
car could happen from any direction of space and be reflected by all the scattering objects 
located in the close environment of the vehicle (ground, other vehicles, buildings,…). 
Consequently, the contribution of EM modelling is a great tool for automotive 
manufacturers in order to proceed to numerical normative, additional and also parametric 
tests at early stages of the car development on numerical models and for a reasonable cost. 
Moreover, numerical modelling will reduce the number of prototypes built during the 
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development of a vehicle which is actually a strong trend in the automotive industry due to 
the cost of prototypes. 
A 2-step approach is generally used (Paletta et al., 2002) for immunity problem. First, electric 
fields tangent to the cable bundle paths are computed with a 3-dimensional (3D) computer 
code solving Maxwell’s equations such as Finite Difference Time Domain (FDTD) (Taflove 
& Hagness, 2005) or method of moments (MoM) (Harrington, 1993). Second, a 
multiconductor transmission line (MTL) (Paul, 2008) technique assuming transverse EM 
(TEM) mode propagation is used to calculate currents and voltages induced at the input of 
the electronic equipment devices by the excitation fields calculated in the previous steps 
(Agrawal et al., 1980). Unfortunately, this method presents two important drawbacks. 
Indeed, the MTL formalism is frequency limited by the appearance of transverse electric 
(TE) or magnetic (TM) modes and due to the fact that the EM emission of cables are not 
taken into account. Moreover, the huge complexity of a real automotive cable network 
seems to be unreasonable to model considering the required computer resources. Thus, the 
use of 3D computer codes at high frequency should be a suitable solution to overcome the 
limits of the MTL formalism but with a large increase of computation times required. 
Consequently, this chapter presents the so-called « equivalent cable bundle method » 
(Andrieu et al., 2008), derived from previous work (Poudroux et al., 1995) developed to 
model a “reduced” cable bundle containing a limited number of conductors called 
“equivalent conductors” instead of the initial cable bundle. The huge reduction of the cable 
network complexity highly reduces the computer resources required to model a real 
automotive cable network. As an example, Fig. 1 presents the cross-section geometry of an 
initial cable bundle containing 10 conductors and the corresponding reduced cable bundle 
containing 3 equivalent conductors. 
 

Initial cable bundle 
(10 conductors) 

Reduced cable bundle       
(3 equivalent conductors) 

 
Fig. 1. Principle of the « equivalent cable bundle method »: definition of reduced cable 
bundle containing a limited number of equivalent conductors 

Each equivalent conductor of the reduced cable bundle represents the effect of a group of 
conductors of the initial cable bundle. 
The objective of the method is to be able to calculate the common mode current (algebraic 
sum of the currents in all the conductors of a cable bundle) induced at the extremities of the 
reduced cable bundle. The method does not compute the current on each conductor of the 
cable. For EM immunity problems, the common mode current nevertheless remains the 
most significant and robust observable. 
The method can be used for a large frequency range which constitutes an important 
advantage provided that the simulation method is able to take into account the cross-
coupling between conductors. 
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After an exhaustive presentation of the method for immunity problems (Andrieu et al., 
2008) as well as an application to a concrete example, the adjustments required on the 
method for emission problems (Andrieu et al., 2009) are detailed with an other example. 
Finally, the results of a measurement campaign performed on a simplified half scale car 
body structure are presented in order to show the capability of the method when applied on 
representative automotive cases. 

2. The “Equivalent Cable Bundle Method” for immunity problems 
The determination of the electric and geometric characteristics of a reduced cable bundle for 
an immunity problem (Andrieu et al., 2008) requires a four step procedure detailed in this 
section. It is important to make precise that the method is applied on a point-to-point cable 
link. To model a cable bundle network as a real automotive one, the procedure has to be 
repeated on each path of conductors of the network. 

2.1 Constitution of group of conductors 
The aim of the first step of the method is to sort out all the conductors of the initial cable 
bundle in different groups according to the termination loads connected at their ends. 
Indeed, each termination load, linking the end of a wire conductor to the ground reference, 
is compared to the common mode characteristic impedance Zmc of a whole cable bundle 
section, themselves sorted out in one of the four groups defined in Table 1. 
 

 Group 1 Group 2 Group 3 Group 4 
Common mode 

load at end 1 1 mcRiR <  1i mcR R<  1i mcR R>  1i mcR R>  

Common mode 
load at end 2 2i mcR R<  2i mcR R>  2i mcR R<  2i mcR R>  

Table 1. Definition of the method used to sort each conductor in one of the four groups of 
conductors 

All the impedance loads Rij are considered in this work as resistances, therefore with no 
variation with the frequency; it is compared to the real part of Zmc called Rmc. The index i 
corresponds to the label of the extremity (1 or 2) and the label j is the number of the 
conductor. 
The determination of Zmc requires the use of the modal theory in order to obtain the 
characteristics of all the modes propagating along the cable. The diagonalization of the 
product of the per-unit-length matrices of the MTL theory provides the modal basis. For 
example, the diagonalization of the product [L].[C]-1 of a cable bundle of N conductors gives 
the [Zc2] matrix containing the square of the characteristic impedances (Z1, Z2,…, ZN) of all 
the modes: 
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After an exhaustive presentation of the method for immunity problems (Andrieu et al., 
2008) as well as an application to a concrete example, the adjustments required on the 
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In the same way, the square of modal propagation matrix [Γ2] containing the propagation 
velocity v of all the modes is obtained with the diagonalization of the [L].[C] product.  
[Tx], [Ty], [Tv], [Ti] are the eigenvector matrices allowing to link real and modal basis. 
The authors make precise that the transmission lines are considered in the method as 
lossless. In order to consider lossy ones, the following impedance [Z] and admittance [Y] 
matrices (containing respectively the resistance [R] and the conductance [G] matrices) 
should be used: 

 [ ] [ ] [ ]Z R j Lω= +  (3) 

 [ ] [ ] [ ]Y G j Cω= +  (4) 

Zmc is determined from the common mode characteristic impedance of each conductor zi of 
a cable which is determined thanks to the analysis of the eigenvector matrices [Tx] or [Ty]. 
For example, a [Tx] matrix of a 3-conductors cable bundle is presented in equation (5): 

 [ ]
0.57 0.81 0.1
0.56 0.48 0.67
0.6 0.32 0.74

xT
−⎡ ⎤

⎢ ⎥= − −⎢ ⎥
⎢ ⎥−⎣ ⎦

 (5) 

Each column of the matrix contains an eigenvector associated to a propagation mode. The 
eigenvector associated to the common mode can be distinguished from the others. Indeed, 
all its terms have the same sign and all the coefficients of the eigenvector have close values. 
Consequently, in the example of equation (5), the eigenvector linked to the common mode is 
contained in the first column.  
The last step to determine Zmc consists in finding the characteristic impedance of the [Zc2] 
modal matrix linked to the common mode. 
In equation (6), where [Tx] has been replaced by its value, the characteristic impedance zi 
linked to the common mode eigenvetor is Z1. Indeed, Z1 depends of the term of the first 
column of [Tx] matrix, the eigenvector of the common mode. 
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zi also corresponds to the ratio of the common mode voltage Vmc and current Imc in the 
modal basis as it is presented in Fig. 2. 
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Fig. 2. Representation of the common mode currents and voltages in the modal basis for a 3-
conductor cable bundle 
zi being determined, it is easy to determine Zmc. The common mode voltage Vmc is assumed 
to be identical on all the conductors of the cable bundle and Zmc equals the common mode 
impedance of the cable bundle when all the conductors are short-circuited as it is shown in 
Fig. 3. 
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Fig. 3. Physical representation of the common mode characteristic impedance of a cable 
bundle 

On the example in Fig. 3, Zmc can be written: 

 
3. 3

mc i
mc

mc

V zZ
I

= =  (7) 

In the general case of a N-conductor cable bundle, equation (8) provides Zmc from zi: 

 i
mc

zZ
N

=  (8) 

Each group of conductors made in this step corresponds to one equivalent conductor of the 
reduced cable bundle. Thus, each multiconductor cable bundle can be modelled by a 
reduced cable bundle containing between one to four equivalent conductors according to 
the terminal load configurations at the end of all the conductors of the initial cable bundle. 
From a physical point of view, this operation consists in grouping together conductors 
having a similar distribution of current which is strongly dependent of terminal loads. 

2.2 Determination of the per-unit-length matrices of the reduced cable bundle 
Group current and group voltage: The second step of the method consists in determining 
the inductance [Lreduced] and capacitance [Creduced] matrices of the reduced cable bundle by 
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zi being determined, it is easy to determine Zmc. The common mode voltage Vmc is assumed 
to be identical on all the conductors of the cable bundle and Zmc equals the common mode 
impedance of the cable bundle when all the conductors are short-circuited as it is shown in 
Fig. 3. 
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Fig. 3. Physical representation of the common mode characteristic impedance of a cable 
bundle 

On the example in Fig. 3, Zmc can be written: 

 
3. 3

mc i
mc

mc

V zZ
I

= =  (7) 

In the general case of a N-conductor cable bundle, equation (8) provides Zmc from zi: 

 i
mc

zZ
N

=  (8) 

Each group of conductors made in this step corresponds to one equivalent conductor of the 
reduced cable bundle. Thus, each multiconductor cable bundle can be modelled by a 
reduced cable bundle containing between one to four equivalent conductors according to 
the terminal load configurations at the end of all the conductors of the initial cable bundle. 
From a physical point of view, this operation consists in grouping together conductors 
having a similar distribution of current which is strongly dependent of terminal loads. 

2.2 Determination of the per-unit-length matrices of the reduced cable bundle 
Group current and group voltage: The second step of the method consists in determining 
the inductance [Lreduced] and capacitance [Creduced] matrices of the reduced cable bundle by 
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making a simple assumption which considers a short-circuit between all the conductors of a 
group. This assumption first allows defining a group current IEC and a group voltage VEC for 
each group of conductors. As an example, the group current and the group voltage of a 
group containing N conductors can be written: 

 1 2 ...EC NI I I I= + + +  (9) 

 1 2 ...EC NV V V V= = = =  (10) 

From this point, in order to clearly present the demonstration allowing to obtain the 
inductance matrix of a reduced cable bundle containing 4 equivalent conductors from an 
initial cable bundle containing N conductors, the authors prefer to change the index of the 
conductors belonging to the same group. Thus: 
• the N1 conductors of the first group have the index 1 to α ; 
• the N2 conductors of the second group have the index α+1 to β ; 
• the N3 conductors of the third group have the index β+1 to γ ; 
• the N4 conductors of the fourth group have the index γ+1 to N. 
Determination of the inductance matrix of the reduced cable bundle: In the MTL formalism, 
the inductance matrix links the currents and the voltages on each conductor on an 
infinitesimal segment of length dz: 
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1 2

. . .

N
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N N NNN N

V IL L L
V L L L I

j
z

L L LV I

ω
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⎢ ⎥ ⎢ ⎥⎢ ⎥∂ ⎢ ⎥ ⎢ ⎥⎢ ⎥= −
⎢ ⎥ ⎢ ⎥⎢ ⎥∂
⎢ ⎥ ⎢ ⎥⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦ ⎣ ⎦

 (11) 

The determination of the [Lreduced] matrix requires two additional assumptions. To present 
and clearly justify these new assumptions, the currents flowing along all the N conductors 
of a cable bundle are decomposed in Fig.4 in common mode currents Ici and differential 
current Idij. 
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Fig. 4. Decomposition of the common and differential mode currents on a cable bundle 
containing N conductors 

Thus, the currents I1, Ik and IN on conductors 1, k and N can be expressed according to the 
decomposition in common and differential mode currents: 
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In eq. (11), currents Ii can be replaced by general expressions reported in equations (12), (13), 
(14). When developing the system, the kth line of the system can be written in this form: 

 ( ) ( )( )
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x

ω
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= = = +
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Consequentlythe per-unit-length voltage kV
x

∂
∂  on a infinitesimal segment of length dx 

equals the sum of a term depending of the common mode currents Ici and a term depending 
of differential mode currents Idij between conductor k and all the other conductors. The 
assumption made in the method consists in considering that the second term can be 
neglected compared to the first term depending on the common mode currents. Indeed, in 
an EM immunity problem, the common mode current induced on a multiconductor cable 
bundle may be considered as larger than differential currents. This assumption can be 
generalized with the following equation: 

 ( )( )
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. .

N N

ki i ij ki kj
i j i

L Ic Id L L
−

= = +
>> −∑ ∑  (16) 

The following matrix system linking the voltages on each conductor Vi to the common mode 
current on each conductor Ici can then be written: 
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⎢ ⎥ ⎢ ⎥⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦ ⎣ ⎦

 (17) 

 

The second assumption consists in considering that the common mode current on all the 
conductors of a group is identical on each conductor. This assumption can be written in this 
form for a group of N conductors: 

 EC
k

IIc
N

=  (18) 

where IEC is the group current and ICk is the common mode current on a conductor of index 
k in the group. This second assumption allows writing the matrix system in this form: 
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The second assumption consists in considering that the common mode current on all the 
conductors of a group is identical on each conductor. This assumption can be written in this 
form for a group of N conductors: 
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where IEC is the group current and ICk is the common mode current on a conductor of index 
k in the group. This second assumption allows writing the matrix system in this form: 
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where IEC1, IEC2, IEC3 and IEC4 are the group current of all the equivalent conductors. 
It is reminded that the voltages on each conductor belonging to a same group are considered 
as equal. Consequently, the N*N matrix system of equation (19) can be reduced to a 
simplified 4*4 matrix system relating the group currents and the groups voltages on the four 
groups of conductors as follows: 
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where VEC1, VEC2, VEC3 and VEC4 are the group voltages of the 4 equivalent conductors. 
Finally, with the assumptions made, a 4*4 reduced matrix system corresponding to the 
reduced cable bundle is obtained and the [Lreduced] matrix appears: 

 [ ]
1 1

2 2

3 3

4 4

. . .

EC EC

EC EC
reduced

EC EC

EC EC

V I
V I

j L
V Ix
V I

ω

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥∂ ⎢ ⎥ ⎢ ⎥= −
⎢ ⎥ ⎢ ⎥∂
⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦

 (21) 

Each diagonal term of [Lreduced] corresponds to the MTL inductance of an equivalent 
conductor of the reduced cable bundle with respect to the ground reference. It is equal to the 
sum of each diagonal and off-diagonal inductance terms of the initial [L] matrix between all 
the conductors of the group divided by the square of the number of conductors of the 
group. 
Off-diagonal terms of [Lreduced] represent the mutual inductance between both groups of 
conductors and equal the sum of the mutual inductances between all the conductors 
belonging to two different groups divided by the number of conductors of both groups. 
As an example, the following 7-conductors cable bundle has been studied. 
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3 

5 
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Conductors of group 2 

Conductors of group 3 

Conductors of group 4 

 
Fig. 5. Example of groups of conductors of a 7-conductor cable bundle 

The reduced inductance matrix of the reduced cable bundle containing 4 equivalent 
conductors equals: 

 [ ]
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16 26 36 46 56
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2. 2. 2. ... ... ...
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2. ... ...
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...
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+ + + + +⎡ ⎤
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+ + + + + + +⎢ ⎥
⎢ ⎥

= ⎢ ⎥+ + +⎢ ⎥
⎢ ⎥
⎢ ⎥+ + +⎢ ⎥
⎣ ⎦

 (22) 

Determination of the capacitance matrix of the reduced cable bundle: In the MTL formalism, 
the the capacitance matrix links the currents and the voltages on each conductor on an 
infinitesimal segment of length dx: 
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where IEC1, IEC2, IEC3 and IEC4 are the group current of all the equivalent conductors. 
It is reminded that the voltages on each conductor belonging to a same group are considered 
as equal. Consequently, the N*N matrix system of equation (19) can be reduced to a 
simplified 4*4 matrix system relating the group currents and the groups voltages on the four 
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where VEC1, VEC2, VEC3 and VEC4 are the group voltages of the 4 equivalent conductors. 
Finally, with the assumptions made, a 4*4 reduced matrix system corresponding to the 
reduced cable bundle is obtained and the [Lreduced] matrix appears: 
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Each diagonal term of [Lreduced] corresponds to the MTL inductance of an equivalent 
conductor of the reduced cable bundle with respect to the ground reference. It is equal to the 
sum of each diagonal and off-diagonal inductance terms of the initial [L] matrix between all 
the conductors of the group divided by the square of the number of conductors of the 
group. 
Off-diagonal terms of [Lreduced] represent the mutual inductance between both groups of 
conductors and equal the sum of the mutual inductances between all the conductors 
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As an example, the following 7-conductors cable bundle has been studied. 
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The reduced inductance matrix of the reduced cable bundle containing 4 equivalent 
conductors equals: 
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Determination of the capacitance matrix of the reduced cable bundle: In the MTL formalism, 
the the capacitance matrix links the currents and the voltages on each conductor on an 
infinitesimal segment of length dx: 
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The determination of the capacitance matrix depends of the medium surrounding all the 
conductors and the ground reference of the cable bundle. 
In a homogeneous medium (generally air), all the modes have the same propagation 
velocity v depending of the light velocity in the vacuum (C=3.108m.s-1) and the relative 
dielectric permittivity εr of the medium: 
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The capacitance matrix of the reduced cable bundle [Creduced] is then directly obtained with 
this simple formula: 
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In a inhomogeneous medium where all the conductors are surrounded by a non uniform 
dielectric medium as for example various insulating dielectric coatings, equation (25) cannot 
be used to derive the [Creduced] matrix. 
Replacing voltages Vi on each conductor by the group voltage VCEi of each group of index i 
and developing the matrix system, equation (23) can be written: 
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Then, the common mode current of each group of conductors can be calculated by adding 
all the lines corresponding to the current Ii if i is a conductor of the group. Thus, a 4*4 matrix 
system is obtained from the N*N matrix system linked to the initial cable bundle. 
This reduced matrix system , a 4*4 matrix system the [Creduced] matrix having a dimension 
equal to the number of groups of conductors made in the first step of the method. 
Applying the simple assumptions described in this section, the reduced matrix system of the 
MTL obtained has a dimension equal to the number of groups of conductors made in the 
first step of the procedure. 
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Equation(28) presents the reduced matrix system obtained in a condensed form. 
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The [Creduced] capacitance matrix corresponding to the cable bundle presented in Fig. 5 can 
be written: 
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Diagonal terms of the reduced capacitance matrix [Creduced] equal the sum of the physical 
capacitances between each conductor of the group and the ground reference minus all the 
physical capacitances between two conductors belonging to the group. As an example, the 
C22_reduced term of the Fig.5 [Creduced] matrix can be expressed in this following form 
according to the physical capacitances: 

 22 _ 454 5
1 1

2.
N N

p p p
reduced i i

i i
C C C C

= =
= + −∑ ∑  (30) 

Off-diagonal terms of the [Creduced] matrix represents either the mutual capacitances between 
two equivalent conductors or between both corresponding groups of conductors. 
In this example, the C12_reduced term corresponds to the mutual capacitances between 
equivalent conductors 1 and 2. The value of C12_reduced can be expressed with respect to the 
physical capacitances existing between the various conductors of group 1 and group 2 in the 
initial cable bundle. 

 14 15 24 25 34 3512 _
p p p p p p p

reducedC C C C C C C= + + + + +  (31) 

Thus, the physical capacitances existing between two equivalent conductors equals the sum 
of all the physical capacitances existing between 2 conductors belonging to these two 
different groups.  
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The determination of the capacitance matrix depends of the medium surrounding all the 
conductors and the ground reference of the cable bundle. 
In a homogeneous medium (generally air), all the modes have the same propagation 
velocity v depending of the light velocity in the vacuum (C=3.108m.s-1) and the relative 
dielectric permittivity εr of the medium: 
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Then, the common mode current of each group of conductors can be calculated by adding 
all the lines corresponding to the current Ii if i is a conductor of the group. Thus, a 4*4 matrix 
system is obtained from the N*N matrix system linked to the initial cable bundle. 
This reduced matrix system , a 4*4 matrix system the [Creduced] matrix having a dimension 
equal to the number of groups of conductors made in the first step of the method. 
Applying the simple assumptions described in this section, the reduced matrix system of the 
MTL obtained has a dimension equal to the number of groups of conductors made in the 
first step of the procedure. 

The “Equivalent Cable Bundle Method”:  
an Efficient Multiconductor Reduction Technique to Model Automotive Cable Networks   

 

283 

1
1 2 3 4

1 1 1 1 1 1 1 1

2
1 2 3

1 1 1 1 1 1 1 1

. . . . . .

. . . . . .

N
EC

ij EC ij EC ij EC ij EC
i j i j i j i j

N
EC

ij EC ij EC ij EC ij E
i j i j i j i j

I j C V C V C V C V
x

I j C V C V C V C V
x

β γα α α α α

α β γ

β β β β γ βα

α α α α β α γ

ω

ω

= = = = + = = + = = +

= + = = + = + = + = + = + = +

⎡ ⎤∂
= + + +⎢ ⎥

∂ ⎢ ⎥⎣ ⎦

∂
= + + +

∂

∑∑ ∑ ∑ ∑ ∑ ∑ ∑

∑ ∑ ∑ ∑ ∑ ∑ ∑ ∑ 4

3
1 2 3 4

1 1 1 1 1 1 1 1

4
1 2 3

1 1 1 1 1 1

. . . . . .

. . . . .

C

N
EC

ij EC ij EC ij EC ij EC
i j i j i j i j

N N N
EC

ij EC ij EC ij EC i
i j i j i j

I j C V C V C V C V
x

I j C V C V C V C
x

γ γ β γ γ γα

β β α β β β γ

β γα

γ γ α γ β

ω

ω

= + = = + = + = + = + = + = +

= + = = + = + = + = +

⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦
⎡ ⎤∂

= + + +⎢ ⎥
∂ ⎢ ⎥⎣ ⎦

∂
= + + +

∂

∑ ∑ ∑ ∑ ∑ ∑ ∑ ∑

∑ ∑ ∑ ∑ ∑ ∑ 4
1 1

.
N N

j EC
i j

V
γ γ= + = +

⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦

∑ ∑

 (27) 

Equation(28) presents the reduced matrix system obtained in a condensed form. 
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The [Creduced] capacitance matrix corresponding to the cable bundle presented in Fig. 5 can 
be written: 
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Diagonal terms of the reduced capacitance matrix [Creduced] equal the sum of the physical 
capacitances between each conductor of the group and the ground reference minus all the 
physical capacitances between two conductors belonging to the group. As an example, the 
C22_reduced term of the Fig.5 [Creduced] matrix can be expressed in this following form 
according to the physical capacitances: 

 22 _ 454 5
1 1

2.
N N

p p p
reduced i i

i i
C C C C

= =
= + −∑ ∑  (30) 

Off-diagonal terms of the [Creduced] matrix represents either the mutual capacitances between 
two equivalent conductors or between both corresponding groups of conductors. 
In this example, the C12_reduced term corresponds to the mutual capacitances between 
equivalent conductors 1 and 2. The value of C12_reduced can be expressed with respect to the 
physical capacitances existing between the various conductors of group 1 and group 2 in the 
initial cable bundle. 

 14 15 24 25 34 3512 _
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Thus, the physical capacitances existing between two equivalent conductors equals the sum 
of all the physical capacitances existing between 2 conductors belonging to these two 
different groups.  
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2.3 Procedure used to obtain the cross-section geometry of a reduced cable bundle  
The aim of the third step of the method is to create the cross-section geometry of the reduced 
cable bundle. This operation is not mandatory and is only required in case of a 3D modeling. 
Indeed, for a MTL simulation, the reduced inductance and capacitance matrices obtained in 
the previous step are sufficient and can be directly introduced in the MTL models. 
The procedure developed in this method requires 6 phases detailed in the following. It 
makes the assumption that the ground reference is a plane.  
In the first phase, the height hi of each equivalent conductor with respect to the ground 
reference is chosen by the user to be coherent with the geometry of the initial cable bundle. 
For example, the height of an equivalent conductor can be the mean of the height of all the  
conductors belonging to the corresponding group. 
In the second phase, the radius ri of each equivalent conductor is calculated with the well-
known approximated analytical formula giving the inductance Lii of a wire upon a ground 
plane. 
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where hi and ri are respectively the height of the conductor over the ground reference and 
its radius. 
In the third phase, distances dij between equivalent conductors of index i and j are calculated 
with the analytical formula giving the mutual inductances Lij between two conductors above 
a ground plane: 
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where hi and hj are the height of equivalent conductors i and j with respect to the ground 
reference. 
After the first three phases, a first cross-section of the reduced cable bundle is obtained; the 
geometry is only an approached one. Indeed, the analytical formulas used are 
approximated. The use of an electrostatic code allows to obtain a cross-section geometry 
which perfectly matches the inductance and capacitance matrice of the reduced cable bundle 
obtained in the previous step could help but would not give a fully optimized solution. 
Indeed, this process is necessarily iterative and may not give a unique solution. 
By using an electrostatic code, the objective is to optimized the radius and the distances 
between all the equivalent conductors to get a good convergence with the [Lreduced] matrix. 
In the case where all the conductors of the initial cable bundle are not surrounded by a 
dielectric coating (not a realistic situation for electrical wiring in systems), the building of 
the cross-section geometry is completed. Otherwise, two additional phases are required.  
In the fifth phase, the thickness of all the dielectric coating εr surrounding each equivalent 
conductor is fixed to avoid overlapping. 
In the sixth and last phase, on optimization is made on the relative permittivity of the dielectric 
coating surrounding all the equivalent conductors. The objective of the optimization process is 
to calculate εr in order to comply the Cii terms surrounding all the equivalent conductors in 
order to respect the Cii term of the [Creduced] matrix obtained at step 2. This process is also an 
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iterative process which requires the use of an electrostatic two dimensional (2D) code 
solving Laplace’s equation. 
The six-phase procedure used to determine the cross-section geometry of the reduced cable 
bundle is illustrated in Fig. 6 for a 3 equivalent conductor: 
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Fig. 6. Illustration on 3 equivalent conductors of the 6-phases procedure used to build the 
cross-section geometry of a reduced cable bundle 

2.4 Equivalent termination loads of the reduced cable bundle 
In the fourth and last step of the procedure, the objective is to determine the equivalent 
termination loads to be connected at each end of the equivalent conductors of the reduced 
cable bundle. Two kinds of loads have to be distinguished: termination loads connecting the 
end of a conductor to the ground reference which are called common–mode loads and 
termination loads connecting the ends of two conductors called differential loads. 
Common-mode loads: Conductors of the same group are considered as short-circuited together 
as it is shown on the left of Fig. 7. 
 

Z1

Z2

ZN

V1

V2

VN

I2 

I1 

IN 

ZEC

VEC

IEC

VEC

IEC

 
Fig. 7. Terminal impedance network of a group of conductors and equivalent load at the end 
of the corresponding equivalent conductor 
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Indeed, for a MTL simulation, the reduced inductance and capacitance matrices obtained in 
the previous step are sufficient and can be directly introduced in the MTL models. 
The procedure developed in this method requires 6 phases detailed in the following. It 
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where hi and ri are respectively the height of the conductor over the ground reference and 
its radius. 
In the third phase, distances dij between equivalent conductors of index i and j are calculated 
with the analytical formula giving the mutual inductances Lij between two conductors above 
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where hi and hj are the height of equivalent conductors i and j with respect to the ground 
reference. 
After the first three phases, a first cross-section of the reduced cable bundle is obtained; the 
geometry is only an approached one. Indeed, the analytical formulas used are 
approximated. The use of an electrostatic code allows to obtain a cross-section geometry 
which perfectly matches the inductance and capacitance matrice of the reduced cable bundle 
obtained in the previous step could help but would not give a fully optimized solution. 
Indeed, this process is necessarily iterative and may not give a unique solution. 
By using an electrostatic code, the objective is to optimized the radius and the distances 
between all the equivalent conductors to get a good convergence with the [Lreduced] matrix. 
In the case where all the conductors of the initial cable bundle are not surrounded by a 
dielectric coating (not a realistic situation for electrical wiring in systems), the building of 
the cross-section geometry is completed. Otherwise, two additional phases are required.  
In the fifth phase, the thickness of all the dielectric coating εr surrounding each equivalent 
conductor is fixed to avoid overlapping. 
In the sixth and last phase, on optimization is made on the relative permittivity of the dielectric 
coating surrounding all the equivalent conductors. The objective of the optimization process is 
to calculate εr in order to comply the Cii terms surrounding all the equivalent conductors in 
order to respect the Cii term of the [Creduced] matrix obtained at step 2. This process is also an 
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iterative process which requires the use of an electrostatic two dimensional (2D) code 
solving Laplace’s equation. 
The six-phase procedure used to determine the cross-section geometry of the reduced cable 
bundle is illustrated in Fig. 6 for a 3 equivalent conductor: 
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Fig. 6. Illustration on 3 equivalent conductors of the 6-phases procedure used to build the 
cross-section geometry of a reduced cable bundle 

2.4 Equivalent termination loads of the reduced cable bundle 
In the fourth and last step of the procedure, the objective is to determine the equivalent 
termination loads to be connected at each end of the equivalent conductors of the reduced 
cable bundle. Two kinds of loads have to be distinguished: termination loads connecting the 
end of a conductor to the ground reference which are called common–mode loads and 
termination loads connecting the ends of two conductors called differential loads. 
Common-mode loads: Conductors of the same group are considered as short-circuited together 
as it is shown on the left of Fig. 7. 
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Fig. 7. Terminal impedance network of a group of conductors and equivalent load at the end 
of the corresponding equivalent conductor 
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Consequently, the group current IEC can be expressed with respect to this straightforward 
equation according to the group voltage VEC: 

 1 2
1 2

1 1 1... . ...EC N EC
N

I I I I V
Z Z Z
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= + + + = + + +⎜ ⎟

⎝ ⎠
 (34) 

Thus, the termination load ZEC at one end of an equivalent conductor equals all the 
termination loads of all the conductors of the corresponding group at the same end set in 
parallel. 
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Differential loads: Two kind of differential loads have to be considered depending if the load 
connects two conductors belonging to the same group or not.  
The case of differential loads connecting two conductors belonging to the same group is 
illustrated in Fig. 8 on a group of 3 conductors having three differential loads Z12, Z13 and Z23. 
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Fig. 8. Terminal impedance network of a 3-conductor group having 3 differential loads: Z12, 
Z13 and Z23  
The admittance matrix of this termination load network is: 
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For this group of conductors, the hypothesis of the method is applied: 

 1 2 3ECI I I I= + +  (37) 

 1 2 3ECV V V V= = =  (38) 
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Consequently, the IEC group current can be expressed in this simple form: 

 31 2
1 2 3

1 2 3
cm

VV VI I I I
Z Z Z

= + + = + +  (39) 

Equation(39) clearly shows that the group current does not depend of differential loads 
connecting two conductors of the same group hypothesis.  Consequently, in the method, 
this type of differential loads is neglected.  
The case of differential loads connecting two conductors belonging to two different groups 
(conductors 1 and 2 in group 1, conductors 3 and 4 in group 2) is illustrated in Fig. 9 with 
the loads Z13 and Z24. 
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Fig. 9. Terminal impedance network of two groups of 2 conductors having 2 differential 
loads : Z13 and Z24  

The admittance matrix of this terminal load network can be written: 
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For this example, the hypothesis of the method are the following ones : 

 1 1 2ECI I I= +  (41) 

 2 3 4ECI I I= +  (42) 

 1 1 2ECV V V= =  (43) 

 2 3 4ECV V V= =  (44) 
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Consequently, the group current IEC can be expressed with respect to this straightforward 
equation according to the group voltage VEC: 
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Thus, the termination load ZEC at one end of an equivalent conductor equals all the 
termination loads of all the conductors of the corresponding group at the same end set in 
parallel. 
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Differential loads: Two kind of differential loads have to be considered depending if the load 
connects two conductors belonging to the same group or not.  
The case of differential loads connecting two conductors belonging to the same group is 
illustrated in Fig. 8 on a group of 3 conductors having three differential loads Z12, Z13 and Z23. 
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Fig. 8. Terminal impedance network of a 3-conductor group having 3 differential loads: Z12, 
Z13 and Z23  
The admittance matrix of this termination load network is: 
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For this group of conductors, the hypothesis of the method is applied: 

 1 2 3ECI I I I= + +  (37) 

 1 2 3ECV V V V= = =  (38) 
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For this example, the hypothesis of the method are the following ones : 
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Thanks to the admittance matrix of the terminal load network and the hypothesis of the 
method, group currents IEC1 and IEC2 can be written: 

 ( )1 2
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1 2 13 24
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Z Z Z Z
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Both equations lead to the conclusion that the common mode current of a group of 
conductors depends of the common mode loads (Z1, Z2, Z3 and Z4 in this example) and of 
the differential loads connected to conductors belonging to the other groups (Z13 and Z24 in 
this example). 
Thus, the group current IEC1 depends of the differential voltage between the first and the 
second group of conductors (VCE1-VCE2) multiplied by the differential loads placed between 
the conductors belonging to different groups Z13 and Z24 set in parallel. 
Thus, the terminal load network to be placed in this example at the end of both equivalent 
conductors is presented in Fig. 10. 
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Fig. 10. Terminal load network at the extremity of both equivalent conductors 

The terminal load values of this network have the following expressions: 

 1 1 2
1 2

1 1 //ECZ Z Z
Z Z

= + =  (47) 

 2 3 4
3 4

1 1 //ECZ Z Z
Z Z

= + =  (48) 

 1 2 13 24
13 24

1 1 //dECZ Z Z
Z Z− = + =  (49) 

In the general case, the equivalent terminal loads between two equivalent conductors equal 
all the differential loads connecting conductors of the two groups in parallel. 
Consequently, the method is able to take into account all the types of terminal load 
networks made of resistive loads. 
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2.5 Example of application 
To present a concrete example of use of the method in immunity, a 4-conductor cable 
bundle of 1m length and located at a distance of 2 cm from a perfect electric ground has 
been studied. 
The following table presents the terminal loads of all the conductors having a 1 mm radius 
at both extremities: 
 

 Conductor 1 Conductor 2 Conductor 3 Conductor 4 
End 1 24 Ω 10 Ω 59 Ω 63 Ω 
End 2 50 Ω 22 Ω 38 Ω 16 Ω 

Table 2. – Values of the common mode loads connected at the ends of each conductor of the 
cable bundle 
Considering the terminal load values and the common mode characteristic impedance of the 
initial cable bundle (Zmc = 161 Ω), the reduced cable bundle only requires one equivalent 
conductor connected at both ends by loads of respective values 5.7 and 6.5 Ω. 
Fig. 11. presents the cross-section geometry of the initial cable bundle and of the 
corresponding reduced cable bundle containing one equivalent conductor. 
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Fig. 11. Cross-section geometry of the initial cable bundle and of the corresponding 
equivalent conductor 
The per-unit-length inductance and capacitance matrices of the initial cable bundle are given 
in the following (the matrices are symmetric and lower off-diagonal terms have not been 
written): 

 [ ]
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The per-unit-length inductance and capacitance of the equivalent conductor are respectively 
L=536 nH/m and C=20.8 pF/m. 
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Thanks to the admittance matrix of the terminal load network and the hypothesis of the 
method, group currents IEC1 and IEC2 can be written: 
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The per-unit-length inductance and capacitance of the equivalent conductor are respectively 
L=536 nH/m and C=20.8 pF/m. 
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Both cable bundles are supposed to be illuminated by a plane wave of 3 V/m amplitude 
propagating in the direction of the cables. The electric field component is oriented vertically 
compared to the ground reference. 
Fig. 12. presents the comparison between the common mode current (in dBA) induced at the 
first end of the initial cable bundle and the current on the corresponding equivalent 
conductor at the same end. The calculations have been performed with the FEKO software 
using the method of moments (MoM) to solve Maxwell’s equations. 
 

 
Fig. 12. Comparison of common mode current induced at the first end of both cable bundles 
(initial and reduced) by a 3V/m plane wave 
The excellent agreement between both curves shows the high accuracy of the method. 
Moreover, the total computation times required to compute the [Z] impedance matrix in 
MoM has been divided by a factor higher than 10 for this simple modelling. 

3. The “Equivalent Cable Bundle Method” for emission problems 
3.1 Specificity of the EM emission problem 
In EM immunity problems, all the conductors are excited by the same EM incident field 
whereas in EM emission problems, each conductor of a cable bundle can be excited by 
sources of different amplitudes and internal impedances in different frequency ranges (or 
for different time domain spectrums). Consequently, the application of the method requires 
specific adjustments to be applied for EM emission problems.  
In the following sub-section, the procedure required to define the electric and geometric 
characteristics of a reduced cable bundle for an emission problem (Andrieu et al., 2009) is 
presented. As in the previous section, the method is described on a point-to-point cable link. 
To be applied on a tree-like cable network, the procedure has to be repeated on each path of 
conductors inside the network. 
The authors make precise that the whole problem is considered in the frequency domain 
and the excitation sources are restricted to voltage sources localized at conductor ends. 
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3.2 Presentation of the modified procedure 
For EM emission problems, the procedure required to constitute the groups of conductors is 
decomposed in two phases to take into account the second degree of freedom due to the fact 
that each conductor of the cable bundle can be excited by its own source. 
After a first classification of all the conductors of the initial cable bundle in four groups as it 
is made for an EM immunity problem, a second phase is made inside the groups according 
to the magnitude of the voltage source applied on each conductor belonging to the same 
group.  The objective is to avoid that two conductors belonging to the same group are 
excited by sources having significant amplitude difference. Indeed, this configuration could 
lead to important differential currents between both conductors of a same group not taken 
into account by only one equivalent conductor. As it has been explained in section 2, the 
method assumes that the EM emissions of a cable bundle mainly come from the common 
mode current. Thus, the differential mode currents are neglected. The ratio of the voltage 
source magnitude applied on two conductors belonging to the same group must not be 
higher than a factor 3, 5 or 10 according to the accuracy aimed in the calculation. 
Then, the three steps presented in sub-sections 2.2, 2.3 and 2.4 are performed identically.  
Finally, a fifth additional step is required to determine the equivalent voltage sources used 
to excite each equivalent conductor. Fig. 13. presents an example of a N-conductor group 
where each conductor is lumped by a resistance Zi and excited by a voltage source Vi. The 
equivalent voltage source VEC and terminal load ZEC to connect at the end of the 
corresponding equivalent conductor are also presented in the figure. 
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Fig. 13. Equivalent voltage source and impedance of an equivalent conductor corresponding 
to a 4-conductor group 
According to Fig. 13, the current Ii flowing along conductor i belonging to the group of 4 
conductors and the current IEC on the corresponding equivalent conductor can be written: 

 tot i
i
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V VI
Z
−
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 tot EC
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Z
−
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With (52), the common mode current IEC of the 4-conductor group can be expressed in this 
simple form: 
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Thus, the equivalent source voltage VEC to be inserted on the equivalent conductor model is: 

 ( ) 1 2

1 2
. ... N

EC EC
N

VV VV Z
Z Z Z

⎛ ⎞
= + + +⎜ ⎟

⎝ ⎠
 (55) 

where ZEC equals all the termination loads of each group of conductors set in parallel: 

 1 2// //... /EC NZ Z Z Z=  (56) 

3.3 Example of application 
To present a concrete application of the method for an EM emission problem, the initial 
cable bundle presented in section 2.5 has been studied. In this case, each conductor of the 
cable bundle has been excited at the first end by a voltage source respectively equals to 1 V 
for wire 1, 2 V for wire 2, 3 V for wire 3 and 4 V for wire 4. As for the immunity problem, the 
reduced cable bundle contains one equivalent conductor according to the terminal load and 
voltage source configurations. 
The equivalent voltage source located at the first end of the equivalent conductor and 
corresponding to this configuration equals 2.04 V as it is demonstrated with the following 
equation: 

 1 2 3 45,73. 2,04
24 10 59 63eqV V⎛ ⎞= + + + =⎜ ⎟

⎝ ⎠
 (57) 

The total radiated power by both initial and reduced cable bundles has been calculated by 
the FEKO 3D MoM software on the half-superior sphere (above the infinite ground plane). 
The total radiated power is obtained by making the integration of the Poynting vector on 
numerous points of the halp superior sphere after the calculation of the electric and 
magnetic fields emitted at these points. Fig. 14 presents the comparison of the total radiated 
power (in dBW) of both cable bundle models: 
 

 
Fig. 14. Comparison of the total radiated power (in dBW) of both cable bundle models when 
introduced in a 3D MoM simulation 
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As for the EM immunity problem, the results show on this example the high accuracy of the 
method for EM emission problem. From the computation time point of view, the use of the 
reduced cable bundle has been reduced by a factor 14 the time necessary to compute all the 
terms of the [Z] impedance matrix with the MoM technique. 

4. Example of application on a representative automotive case 
This section presents some results of a measurement campaign performed on a realistic 
automotive structure which is a half scale simplified car model, 180cm long, 80cm large and 
70cm high presented in Fig. 15. 
 

 
Fig. 15. Picture of the simplified car structure 
The experiment has been performed in an anechoïc chamber to ensure free space conditions. 
The measurement setup is presented in Fig. 16. 
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Fig. 16. Schematic description of the measurement setup 
An emitting antenna illuminates with a vertical polarized electric field the front of the 
simplified car structure located approximately at 3m. In order to cover a large frequency 
range, two types of emitting antennas have been considered: a log periodic antenna up to 
1 GHz and a double ridge horn antenna from 1 to 2 GHz. One cable bundle containing 5 
conductors of 48 cm length plus one tree-like network having 4 extremities and a total of 16 
conductors have been placed in the simplified structure. SMT (Surface Mount Technology) 
termination loads have been connected to each extremity of all the conductors to a metallic 
bracket fixed on the walls of the car which are considered as the ground reference. A current 
probe measured the common mode current induced at the ends of the cables by the EM 
incident field applied by the antennas. 
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As for the EM immunity problem, the results show on this example the high accuracy of the 
method for EM emission problem. From the computation time point of view, the use of the 
reduced cable bundle has been reduced by a factor 14 the time necessary to compute all the 
terms of the [Z] impedance matrix with the MoM technique. 

4. Example of application on a representative automotive case 
This section presents some results of a measurement campaign performed on a realistic 
automotive structure which is a half scale simplified car model, 180cm long, 80cm large and 
70cm high presented in Fig. 15. 
 

 
Fig. 15. Picture of the simplified car structure 
The experiment has been performed in an anechoïc chamber to ensure free space conditions. 
The measurement setup is presented in Fig. 16. 
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Fig. 16. Schematic description of the measurement setup 
An emitting antenna illuminates with a vertical polarized electric field the front of the 
simplified car structure located approximately at 3m. In order to cover a large frequency 
range, two types of emitting antennas have been considered: a log periodic antenna up to 
1 GHz and a double ridge horn antenna from 1 to 2 GHz. One cable bundle containing 5 
conductors of 48 cm length plus one tree-like network having 4 extremities and a total of 16 
conductors have been placed in the simplified structure. SMT (Surface Mount Technology) 
termination loads have been connected to each extremity of all the conductors to a metallic 
bracket fixed on the walls of the car which are considered as the ground reference. A current 
probe measured the common mode current induced at the ends of the cables by the EM 
incident field applied by the antennas. 
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The corresponding 3D  model has been built thanks to the FEKO software. The MoM model 
of the simplified car structure containing the reduced cable bundle and the reduced tree-like 
cable network are presented in Fig. 17. 
 

 
Fig. 17. MoM modelling of the test structure 
The first result presented in Fig. 18 corresponds to the comparison of the common mode 
current at an extremity of the cable measured and calculated in MoM with a reduced cable 
bundle containing one equivalent conductor. Indeed, all the termination loads connected at 
both ends of all the conductors are small compared to the common mode characteristic 
impedance Zmc. 
 

 
Fig. 18. Comparison of the common mode current measured and calculated at one extremity 
of the cable bundle 
The second result presented in Fig. 19 concerns the comparison of the current measured and 
calculated at one extremity of the tree-like cable bundle network placed on the floor of the 
simplified car structure. 
 

 
Fig. 19. Comparison of the common mode current measured and calculated at one extremity 
of the tree-like cable bundle network 
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Both figures present two very satisfying comparisons between measurements and modelling 
results on a large frequency range (100 MHz – 2 GHz). The average level is very close and 
the fundamental resonances of the bundles are quite well reproduced by the calculation. 
These results are very encouraging due to the fact that the tested structure is very oversized 
according to the wavelength. 
To conclude, thanks to the use of the Fast Multipole Method (FMM) (Engheta et al., 1992), 
our method provides reasonable computation times compatible with an industrial 
application. For example, at the frequency of 1 GHz and on a 2.66 GHz processor with a 
memory of 1.5 Go, only 4 minutes are required to solve the MoM problem which contains 
more than 15 000 unknowns. 
Applying the four-step procedure, our method has decreased the complexity of the reduced 
cable bundle and network by a 50 % factor. 

5. Conclusion 
This chapter has presented the so-called “equivalent cable bundle method” allowing to 
highly reduce the complexity of a real automotive cable bundle network. Consequently, the 
modelling of the simplified cable bundle network can be made with a strong reduction of 
involved computation times both for immunity and emission problems for any simulation 
method able to take into account the couplings between coupled conductors and for a large 
frequency range. 
This work presents a lot of interesting future axis of work. The first one is to compute the 
current on each conductor of the initial cable bundle after the use of the reduced cable 
bundle. Another important one is to take into account real passive loads as inductive and 
capacitive ones to represent with a more important accuracy real loads encountered at the 
input of automotive electronic equipments. 
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1. Introduction      
Most rubber components in the automotive industry are subjected to static and dynamic 
loading. Research on fatigue analysis and ways to enhance fatigue life is constantly done as 
it is directly related to the safety and reliability of a product. Fatigue life determination 
carried out experimentally has the best accuracy however these methods are not feasible 
when the components are constantly being renewed. In this study, experimental fatigue test 
and simulation via Abaqus were carried out to determine the fatigue life of the jounce 
bumper and pinpoint the failure location. Scanning electron microscopy (SEM) embedded 
with Energy Dispersive Spectroscopy (EDS) was used to determine the characteristic of 
crack propagation in the rubber jounce bumper. Results indicate crack propagation has a 
tendency to initiate and propagate from flaws that pre-exist in materials. 

2. Background 
Rubber components deteriorate much faster under fatigue loading compared to static 
loading. This is due to the fact that repetitive fatigue loading accumulates more damage and 
causes components to fail at a faster rate. This study was undertaken on a rubber jounce 
bumper which is a part of the McPherson strut assembly in chassis suspension system. It 
acts as a damper making the suspension progressive by allowing a smooth transition to full 
compression (Harza & Nallasamy, 2007). Figure 1 shows a typical jounce bumper use in 
light vehicles. There are two approaches commonly used to predict the fatigue life of rubber, 
the crack nucleation approach and the crack growth approach. Crack nucleation approach 
defines the failure as the number of cycles needed to cause a noticeable crack of a new 
component. Crack growth approach monitors the growth of a pre-existing crack (Mars & 
Fatemi, 2002; Saintier et al., 2006). Other than appearance of crack, load drop is used to 
acknowledge the existence of fatigue. Stiffness base approach is defined as the failure of a 
specimen at the point where the load drops at a significant amount usually 15 – 20 %. 
Researchers including Harbour and Kim use the load drop method as a failure criterion to 
acknowledge fatigue failure (Kim et al., 2004; Kim & Jeong, 2005; Harbour et al., 2008). 
Investigations on the cause of failure due to fatigue can be further explored using Scanning 
Electron Microscopy (SEM) embedded with Energy Dispersive X-ray Spectroscopy (EDS).  
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Previous researchers (Mathew & De, 1983; Kurian et al., 1989; Wang et al., 2002; Saintier et al., 
2006) pointed out failures in components using SEM. Nucleation and growth of initial defects 
such as inclusions, microvoids, decohesions and cavitations are examples of fatigue damage 
found in fatigue rubber specimens (Wang et al., 2002). Traces of inclusions can be detected 
using EDS. Inclusions are foreign material trapped inside components during formation.  
 

 
Fig. 1. Jounce Bumper in light automotive vehicles 

3. Objective of study 
The objectives of this study are to determine the maximum load that the jounce bumper can 
withstand, fatigue life under displacement control and characterization of the jounce bumper 
before and after fatigue. By achieving the objectives, we can improve the quality and design of 
the jounce bumper hence prolonging its durability. The jounce bumpers used for this study are 
the product of a Malaysian car, the Proton Saga (P2-11A) which consists of Natural rubber 
(90%) and Butadiene rubber (10%). It has a hardness of 60 IRHD (International Rubber 
Hardness Degrees). Table 1 shows the composition of the jounce bumper.  
 

No Test Parameter Value 

1 Polymer Type Natural Rubber 90 % 
Butadiene Rubber 10 %

2 Polymer Content (%) 39.4 
3 Calcium Carbonate (%) 39.8 
4 Carbon Black (%) Nil 
5 Ash (%) 5.7 
6 Acetone extract (%) 15.1 
7 MBT (%) 0.8 
8 Zinc Oxide (%) 1.7 
9 Total Sulphur 2.1 

Table 1. Jounce Bumper composition 
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A jig made out of mild steel is design to accommodate the loading condition by allowing the 
air to flow out while the jounce bumper is compressed. It also mimics the shock rod where it 
keeps the jounce bumper in line and prevents slips. The jig is shown in Figure 2.  
 

 
Fig. 2. Jig 

4. Experiment 
The monotonic compression test was conducted using the Instron 3382 Floor Model 
Universal Testing System as shown in Figure 3. The test was done at a rate of 10mm/min to 
determine the maximum force of the jounce bumper and to obtain the Load versus 
Deflection response (L-D). For the fatigue compression test, twelve samples with different 
displacements were tested in an ambient temperature of 20 oC. The tests were carried out 
using the Instron 8871 table top model fatigue systems (Figure 4) with a sine waveform at 
frequency of 2 Hz at a load ratio of 0.  
The jounce bumpers were cycled for 30 rounds to eliminate the Mullins effect before the 
number of cycles to failure is taken into consideration. Mullins Effects can be described as 
an initial softening that occurs at the start of the fatigue test (Diani et al., 2009). The 
determination of fatigue failure is based on the 15 % load drop. For the SEM and EDS 
testing, the samples were cut from the failure surface (after fatigue) and also a controlled 
surface (before fatigue) and placed onto specimen stub with carbon double-sided tape. 
Then the specimens were coated by evaporative coating with ultra-thin layers of Platinum 
under high vacuum. This process creates a conducting layer that permits SEM 
examination to take place. The JEOL FE-SEM JSM-6701F as shown in Figure 5, was 
operated at 20 kV with 15 mm working distance. For elemental analysis, Energy 
dispersive x-ray (EDS) was used. 
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Fig. 3. Instron 3382 Floor Model Universal Testing System 

 

 
Fig. 4. Instron 8871 table top model fatigue systems 
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Fig. 5. JEOL FE-SEM JSM-6701F 

5. Results and discussion 
A load versus deflection curve was plotted from the compression test and shown in Figure 
6. The test recorded a maximum force of 7 KN at 60 mm deflection. This shows that the 
jounce bumper is able to withstand a maximum load of 7 KN. Even though the jounce 
bumper is capable of handling high loads, it’s unlikely for it to experience such loads in 
normal driving conditions. The optimum load experience by the jounce bumper is in the 
range of 0.5 - 2 KN (Harza & Nallasamy, 2007) as highlighted in Figure 6.  
 
 
 

 
 
 
Fig. 6. Compression result 
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Figure 7 shows the strain versus fatigue life curve. The fatigue curve can be categorized into 
three zones. Zone one has the highest strain range between 0.88 - 1.14 mm/mm. Strains in 
this zone should be avoided at all cost as it yields very low fatigue life. Jounce bumper 
undergoing strains in zone two (0.53 - 0.79 mm/mm) will have a much longer fatigue life. 
However a regular replacement is necessary since it would not last for more than a 100000 
cycles. Zone three is the safest zone with strains below 0.43 mm/mm. Strain values in this 
zone have fatigue life ranging from 675000 cycles and goes above 1.5 million cycles. Tests 
conducted on strains above 0.8 reveals significant fracture in the jounce bumper. The cracks 
originate from the lower part of the jounce bumper as highlighted in Figure 8.   
 
 

 
 

Fig. 7. Strain - Life (ε-N) 

 

 
 

Fig. 8. Cracked jounce bumper 
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To pin point the exact location of the crack initiation, simulation was done using Abaqus. 
Reverse engineering method was used to obtain the jounce bumper’s dimensions. The 
process involves the use of Coordinate Measuring Machine (CMM) and a 3D Scanner. The 
Neo-Hookean hyperelasticity model was chosen as the constitutive model for this analysis 
and constant was based on the experiment. Figure 9 shows the results of the simulation. 
The simulation predicted the exact point of failure as the experimental results. The SEM 
micrographs are shown in Figures 10. Figure 10 (a) and (b) shows the control specimens at 
the crack location at x 150 and x 400 respectively while Figure 10(c) and (d) shows the failed 
specimen at the same location and magnification. The result from the elemental analysis 
using Energy dispersive x-ray (EDS) is shown in Table 2. 
 

sample/element C O S Ci Ca Al Zn 

Area 1 60.36 37.49 - - 1.42 0.59 0.14

Area 2 57.05 39.28 0.38 - 2.54 0.63 0.12

Area 3 61.81 35.76 - - 1.66 0.51 0.27

Table 2. Elements of Sample 
Figure 10 a) and b) indicates the presence of decohesion in the virgin specimen. Crack tends 
to initiate from pre-existing flaws. In this case inclusions in the material, causes decohesion 
(Saintier et al., 2006; Oshima et al., 2007). Decohesion causes crack to propagate much faster 
and speeds up the crack growth under fatigue loading. Decohesion is predominant in SiO2 
and CaCo3 based materials. Since the rubber jounce bumper is made out of 39.8 % CaCo3 
and there were traces of aluminium found in the EDS analysis, it explains the formation of 
decohesions which results poor build in quality of the jounce bumper. Figure 10 c) and d) 
indicates that the fatigue failure occurred at high strains. This is due to the fact that major 
cracks throughout and area restrains the formation of microvoids and microcracks in that 
same area (Wang et al., 2002). 
 

 
Fig. 9. Simulation of jounce bumper 
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using Energy dispersive x-ray (EDS) is shown in Table 2. 
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Figure 10 a) and b) indicates the presence of decohesion in the virgin specimen. Crack tends 
to initiate from pre-existing flaws. In this case inclusions in the material, causes decohesion 
(Saintier et al., 2006; Oshima et al., 2007). Decohesion causes crack to propagate much faster 
and speeds up the crack growth under fatigue loading. Decohesion is predominant in SiO2 
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6. Conclusion 
The fatigue characterization of the automotive jounce bumper was successfully determined. 
The compression test reveals that the jounce bumper is able to withstand a maximum force 
of 7 KN. From the fatigue test conducted, we were able to characterize the jounce bumper 
depending on the strain acted upon it. Three zones were established to separate the safe 
zone from the potential danger zone. FEA simulation using Abaqus successfully predicted 
the point of failure which matches the experimental results.  Pre-existing flaws accelerates 
the initiation of cracks under fatigue loading. The SEM result proves that the virgin jounce 
bumper have decohesions. Type of material used to fabricate rubber components as well as 
the process of producing the component plays an important role in determining the quality 
of a product. In this case, the use of CaCo3 and the mysterious existence of Aluminium 
compound reflect the poor quality of the rubber jounce bumper. 
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1. Introductin

A fuel cell (FC) is an electro-chemical device that converts chemical energy to electrical
energy by combining a gaseous fuel and oxidizer. Lately, new advances in membrane
material, reduced usage of noble metal catalysts, and efficient power electronics have
put the fuel cell system under the spotlight as a direct generator for electricity
(Pukrushpan, Stefanopoulou & Peng, 2004a). Because they can reach efficiencies of above
60% (Brinkman, 2002),(Davis et al., 2003) at normal operating conditions, Proton Exchange
Membrane (PEM) fuel cells may represent a valid choice for automotive applications in the
near future (Thijssen & Teagan, 2002), (Bernay et al., 2002).
Compared to internal combustion engines (ICEs) or batteries, fuel cells (FCs) have several
advantages. The main advantages are efficiency, low emissions, and dual use technology.
FCs are more efficient than ICEs, since they directly convert fuel energy to electrical energy,
whereas ICEs need to convert the fuel energy to thermal energy first, then to mechanical
energy. Due to the thermal energy involved, the ICE conversion of energy is limited by the
Carnot Cycle, not the case with FCs (Thomas & Zalbowitz, 2000). Fuel cells are considered
zero emission power generators if pure hydrogen is used as fuel.
The PEM fuel cell consists of two electrodes, an anode and a cathode, separated by a polymeric
electrolyte membrane. The ionomeric membrane has exclusive proton permeability and it is
thus used to strip electrons fromhydrogen atoms on the anode side. The protons flow through
the membrane and react with oxygen to generate water on the cathode side, producing a
voltage between the electrodes (Larminie & Dicks, 2003). When the gases are pressurized, the
fuel cell efficiency is increased, and favorable conditions result for smooth fluid flow through
the flow channels (Yi et al., 2004). Pressurized operation also allows for better power density,
a key metric for automotive applications. Furthermore, the membrane must be humidified to
operate properly, and this is generally achieved through humidification of supplied air flow
(Chen & Peng, 2004). Modern automotive fuel cell stacks operate around 80o C for optimal
performance (EG&G-Technical-Services, 2002),(Larminie & Dicks, 2003).
For such efficient operation, a compressor must supply pressurized air, a humidification
system is required for the air stream, possibly a heat exchanger is needed to feed pressurized
hot air at a temperature compatible with the stack, and a back pressure valve is required
to control system pressure. A similar setup is required to regulate flow and pressure on
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the hydrogen side. Since the power from the fuel cell is utilized to drive these systems,
the overall system efficiency drops. From a control point of view, the required net power
must be met with the best possible dynamic responsewhile maximizing system efficiency and
avoiding oxygen starvation. Therefore, the system must track trajectories of best net system
efficiency, avoid oxygen starvation (track a particular excess air ratio), whereas the membrane
has to be suitably humidified while avoiding flooding. This can only be achieved through a
coordinated control of the various available actuators, namely compressor, anode and cathode
back pressure valves and external humidification for the reactants.
Because the inherently coupled dynamics of the subsystems mentioned above create a highly
nonlinear behavior, control is typically accomplished through static off-line optimization,
appropriate design of feed-forward commands and a feedback control system. These tasks
require a high-fidelity model and a control-oriented model. Thus, the first part of this chapter
focuses on the nonlinear model development in order to obtain an appropriate structure for
control design.
After the modeling section, the remainder of this chapter focuses on control aspects.
Obtaining the desired power response requires air flow, pressure regulation, heat,
and water management to be maintained at certain optimal values according to each
operating condition. Moreover, the fuel cell control system has to maintain optimal
temperature, membrane hydration, and partial pressure of the reactants across the membrane
in order to avoid harmful degradation of the FC voltage, which reduces efficiency
(Pukrushpan, Stefanopoulou & Peng, 2004a). While stack pressurization is beneficial in terms
of both fuel cell voltage (stack efficiency) and of power density, the stack pressurization (and
hence air pressurization) must be done by external means, i.e., an air compressor. This
component creates large parasitic power demands at the system level, with 10 − 20% of
the stack power being required to power the compressor under some operating conditions
which can considerably reduce the system efficiency. Hence, it is critical to pressurize
the stack optimally to achieve best system efficiency under all operating conditions. In
addition, oxygen starvation may result in a rapid decrease in cell voltage, leading to a large
decrease in power output, and “torque holes” when used in vehicle traction applications
(Pukrushpan, Stefanopoulou & Peng, 2004b).
To avoid these phenomena, regulating the oxygen excess ratio in the FC is a fundamental goal
of the FC control system. Hence, the fuel cell system has to be capable of simultaneously
changing the air flow rate (to achieve the desired excess air beyond the stoichiometric
demand), the stack pressurization (for optimal system efficiency), as well as the membrane
humidity (for durability and stack efficiency) and stack temperature. All variables are tightly
linked physically, as the realizable actuators (compressor motor, back-pressure valve and
spray injector or membrane humidifier) are located at different locations in the systems and
affect all variables simultaneously. Accordingly, three major control subsystems in the fuel cell
system regulate the air/fuel supply, the water management, and the heat management. The
focus of this paper will be solely on the first of these three subsystems in tracking an optimum
variable pressurization and air flow for maximum system efficiency during load transients for
future automotive traction applications.
There have been several excellent studies on the application of modern control to fuel cell
systems for automotive applications; see, for example, (Pukrushpan, Stefanopoulou & Peng,
2004a), (Pukrushpan, Stefanopoulou & Peng, 2004b), (Domenico et al., 2006),
(Pukrushpan, Stefanopoulou & Peng, 2002), (Al-Durra et al., 2007), (Al-Durra et al., 2010),
and (Yu et al., 2006). In this work, several nonlinear control ideas are applied to a multi-input,
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Table 1. Model nomenclature

multi-output (MIMO) PEM FC systemmodel, to achieve good tracking responses over a wide
range of operation. Working from a reduced order, control-oriented model, the first technique
uses an observer-based linear optimum control which combines a feed-forward approach
based on the steady state plant inverse response, coupled to a multi-variable LQR feedback
control. Following this, a nonlinear gain-scheduled control is described, with enhancements
to overcome the fast variations in the scheduling variable. Finally, a rule-based, output
feedback control design is coupled with a nonlinear feed-forward approach. These designs
are compared in simulation studies to investigate robustness to disturbance, time delay, and
actuators limitations. Previous work (see, for example, (Pukrushpan, Stefanopoulou & Peng,
2004a), (Domenico et al., 2006), (Pukrushpan, Stefanopoulou & Peng, 2002) and references
therein) has seen results for single-input examples, using direct feedback control, where
linearization around certain operating conditions led to acceptable local responses. The
contributions of this work, therefore, are threefold: Control-oriented modeling of a realistic
fuel cell system, extending the range of operation of the system through gain-scheduled
control and rule-based control, and comparative studies under closed loop control for realistic
disturbances and uncertainties in typical operation.

2. PEM fuel cell system model

Having a control-oriented model for the PEM-FC is a crucial first step in understanding the
system behavior and the subsequent design and analysis of a model-based control system. In
this section the model used throughout the chapter is developed and summarized, whereas
the interested reader is referred to (Domenico et al., 2006) and (Miotti et al., 2006) for further
details. Throughout, certain nomenclature and notation (for variable subscripts) will be
adopted, summarized in Tables 1 and 2.
A high fidelity model must consist of a structure with an air compressor, humidification
chambers, heat exchangers, supply and return manifolds and a cooling system. Differential
equations representing the dynamics are supported by linear/nonlinear algebraic equations
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an Anode

ca Cathode
cmp Compressor

D Derivative
da Dry air

f c Fuel cell

H2 Hydrogen
in Inlet conditions

I Integrative

mem Membrane
N2 Nitrogen

out Outlet conditions

O2 Oxygen
P Proportional

rm Return manifold

sm Supply manifold
vap Vapor

Table 2. Subscript notation

(Kueh et al., 1998). For control design, however, only the primary critical dynamics are
considered; that is, the slowest and fastest dynamics of the system, i. e. the thermal
dynamics associated with cold start and electrochemical reactions, respectively, are neglected.
Consequently, the model developed for this study is based on the following assumptions: i)
spatial variations of variables are neglected1, leading to a lumped-parameter model; ii) all
cells are considered to be lumped into one equivalent cell; iii) output flow properties from a
volume are equal to the internal properties; iv) the fastest dynamics are not considered and
are taken into account as static empirical equations; v) all the volumes are isothermal.

Fig. 1. Fuel cell system schematic.

An equivalent scheme of the fuel cell systemmodel is shown in Figure 1, where four primary
blocks are evident: the air supply, the fuel delivery, the membrane behavior and the stack

1Note: spatial variations are explicitly accounted for in findingmaps used by this model obtained from
an extensive 1+1D model (see Section 2.3)
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voltage performance. In what follows, the primary blocks are described in more detail. The
state variables of the overall control-oriented model are chosen to be the physical quantities
listed in Table 3.

2.1 Air supply system
The air side includes the compressor, the supply and return manifolds, the cathode volume,
the nozzles betweenmanifolds and cathode and the exhaust valve. Since pressurized reactants
increase fuel cell stack efficiency, a screw compressor has been used to pressurize air into
the fuel cell stack (Guzzella, 1999). The screw type compressor provides high pressure at
low air flow rate. The compressor and the related motor have been taken into account as
a single, comprehensive unit in order to describe the lumped dynamics of the system to a
reference speed input. The approach followed for the motor-compressor model differs from
the published literature on this topic. Commonly, thermodynamics and heat transfer lead
to the description of the compressor behavior, while standard mathematical models define
the DC or AC motors inertial and rotational dynamics. The compressor/motor assembly
has been defined by means of an experimental test bench of the compressor-motor pair
including a screw type compressor, coupled to a brushless DC motor through a belt and a
pulley mechanism. Using the system Identification toolbox in MatlabTM, an optimization
routine to maintain stability and minimum phaseness, different time based techniques have
been investigated to closely match the modeled and the experimental responses. This was
accomplished with an optimization routine that explored different pole-zero combinations in
a chosen range. Finally, a two-pole, two-zero Auto Regressive Moving Average eXtended
(ARMAX) model was identified, described by

ncp

ncmd
=

−3.96 · 10−5s2 + 0.528s+ 567.5

s2 + 9.624s+ 567.8
(1)

where ncp is the speed of the compressor and ncmd is the speed commanded. Moreover,
the motor compressor assembly model simulates and computes the mass flow rate from the
compressor via a static map depending on pressure and compressor speed.
For the air side, a supply and a return manifold was represented with mass balance and
pressure calculation equations (Pukrushpan, 2003). Dry air and vapor pressure in the supply

State Variables

1. Pressure ofO2 in the cathode

2. Pressure of H2 in the anode

3. Pressure of N2 in the cathode
4. Pressure of cathode vapor

5. Pressure of anode vapor

6. Pressure of supply manifold vapor in the cathode
7. Pressure of supply manifold dry air in the cathode

8. Pressure of cathode return manifold
9. Pressure of anode return manifold

10. Pressure of anode supply manifold

11. Water injected in the cathode supply manifold
12. Angular acceleration of the compressor

13. Angular velocity of the compressor

Table 3. State variables for the control-oriented model.
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cells are considered to be lumped into one equivalent cell; iii) output flow properties from a
volume are equal to the internal properties; iv) the fastest dynamics are not considered and
are taken into account as static empirical equations; v) all the volumes are isothermal.

Fig. 1. Fuel cell system schematic.

An equivalent scheme of the fuel cell systemmodel is shown in Figure 1, where four primary
blocks are evident: the air supply, the fuel delivery, the membrane behavior and the stack

1Note: spatial variations are explicitly accounted for in findingmaps used by this model obtained from
an extensive 1+1D model (see Section 2.3)
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voltage performance. In what follows, the primary blocks are described in more detail. The
state variables of the overall control-oriented model are chosen to be the physical quantities
listed in Table 3.

2.1 Air supply system
The air side includes the compressor, the supply and return manifolds, the cathode volume,
the nozzles betweenmanifolds and cathode and the exhaust valve. Since pressurized reactants
increase fuel cell stack efficiency, a screw compressor has been used to pressurize air into
the fuel cell stack (Guzzella, 1999). The screw type compressor provides high pressure at
low air flow rate. The compressor and the related motor have been taken into account as
a single, comprehensive unit in order to describe the lumped dynamics of the system to a
reference speed input. The approach followed for the motor-compressor model differs from
the published literature on this topic. Commonly, thermodynamics and heat transfer lead
to the description of the compressor behavior, while standard mathematical models define
the DC or AC motors inertial and rotational dynamics. The compressor/motor assembly
has been defined by means of an experimental test bench of the compressor-motor pair
including a screw type compressor, coupled to a brushless DC motor through a belt and a
pulley mechanism. Using the system Identification toolbox in MatlabTM, an optimization
routine to maintain stability and minimum phaseness, different time based techniques have
been investigated to closely match the modeled and the experimental responses. This was
accomplished with an optimization routine that explored different pole-zero combinations in
a chosen range. Finally, a two-pole, two-zero Auto Regressive Moving Average eXtended
(ARMAX) model was identified, described by

ncp

ncmd
=

−3.96 · 10−5s2 + 0.528s+ 567.5

s2 + 9.624s+ 567.8
(1)

where ncp is the speed of the compressor and ncmd is the speed commanded. Moreover,
the motor compressor assembly model simulates and computes the mass flow rate from the
compressor via a static map depending on pressure and compressor speed.
For the air side, a supply and a return manifold was represented with mass balance and
pressure calculation equations (Pukrushpan, 2003). Dry air and vapor pressure in the supply

State Variables

1. Pressure ofO2 in the cathode

2. Pressure of H2 in the anode

3. Pressure of N2 in the cathode
4. Pressure of cathode vapor

5. Pressure of anode vapor

6. Pressure of supply manifold vapor in the cathode
7. Pressure of supply manifold dry air in the cathode

8. Pressure of cathode return manifold
9. Pressure of anode return manifold

10. Pressure of anode supply manifold

11. Water injected in the cathode supply manifold
12. Angular acceleration of the compressor

13. Angular velocity of the compressor

Table 3. State variables for the control-oriented model.
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manifold can be described as follows ((Kueh et al., 1998) (Pukrushpan, Stefanopulou & Peng,
2002)):

dpda
dt = RdaTsm,ca

Vsm,ca
(Wda,in−Wda,out)

dpvap
dt =

RvapTsm,ca

Vsm,ca
(Wvap,in+Wvap,inj−Wvap,out)

(2)

The inlet flows denoted by subscript in represent the mass flow rates coming from the
compressor. Outlet mass flow rates are determined by using the nonlinear nozzle equation
for compressible fluids (Heywood, 1998):

Wout =
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> ( 2
γ+1 )

γ
γ−1
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γ( 2

γ+1)
γ+1

2(γ−1)

if
pdw
pup

≤ ( 2
γ+1 )

γ
γ−1

(3)

where pdw and pup are the downstream and upstream pressure, respectively, and R is the gas
constant related to the gases crossing the nozzle.
Many humidification technologies are possible for humidifying the air (and possibly)
hydrogen streams ranging from direct water injection through misting nozzles to
membrane humidifier; their detailed modeling is beyond the scope of this work and very
technology-dependent. Hence, a highly simplified humidifier model is considered here,
where the quantity of water injected corresponds to the required humidification level for
a given air flow rate (at steady state), followed by a net first order response to mimic the
net evaporation dynamics. Similar models have been used for approximating fuel injection
dynamics in engines where the evaporation time constant is an experimentally identified
variable which depends on air flow rate and temperature. For this work, the evaporation
time constant is kept constant at τ = 1 s. The humidifier model can be summarized by the
following equations:

Winj,com = Wda,in(ωout − ωin)

Ẇinj = Winj,com−Winj

(4)

where Winj,com is the commanded water injection, ω is the specific humidity,Wda,in is the dry
air and Winj is the water injection.
The mass flow rate leaving the supply manifold enters the cathode volume, where
a mass balance for each species (water vapor, oxygen, nitrogen) has been considered
(Pukrushpan, Stefanopulou & Peng, 2004):

dpvap
dt =

RvapTca
Vca

(Wvap,in−Wvap,out+Wvap,mem+

+Wvap,gen)

dpO2
dt =

RO2
Tca

Vca
(WO2,in −WO2,out −WO2,reacted)

dpN2
dt =

RN2
Tca

Vca
(WN2,in −WN2,out)

(5)
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In the equations above, Wvap,mem indicates the vapor mass flow rate leaving or entering
the cathode through the membrane, whereas Wvap,gen and WO2,reacted are related to
the electrochemical reaction representing the vapor generated and the oxygen reacted,
respectively. Moreover, p is the partial pressure of each element and thus the cathode pressure
is given by

pca = pvap + pO2
+ pN2

(6)

The gases leaving the cathode volume are collected inside the returnmanifold which has been
modeled using an overall mass balance for the moist air:

dprm
dt =

RdaTrm,ca

Vrm,ca
(Wair,in−Wair,out) (7)

In order to control the pressure in the air side volumes, an exhaust valve has been applied
following the same approach of Equation (3) where the cross sectional area may be varied
accordingly to a control command.

2.2 Fuel side
As seen for the air side, three volumes have been taken into account: anode, supply and return
manifolds. Indeed, no humidification system has been applied to the fuel side, thus leading
to hydrogen inlet relative humidity equal to zero. Due to the lack of incoming vapor into the
hydrogen flow, the supply manifold equation is given by (Arsie et al., 2005)

dpH2
dt =

RH2
Tsm,an

Vsm,an
(WH2,in −WH2,out) (8)

where WH2,in is the hydrogen inlet flow supplied by a fuel tank which is assumed to have
an infinite capacity and an ideal control capable of supplying the required current density.
The delivered fuel depends on the stoichiometric hydrogen and is related to the utilization
coefficient in the anode (uH2

) according to

WH2,in = Af cN
i · MH2

neF
μH2

(9)

In Equation (9), Af c is the fuel cell active area and N is the number of cells in the stack; the fuel
utilization coefficient μH2

is kept constant and indicates the amount of reacted hydrogen. The
outlet flow from the supply manifold,WH2,out, is determined through the nozzle Equation (3).
As previously done for the cathode, the mass balance equation is implemented for the anode:

dpvap
dt =

RvapTan
Van

(Wvap,in −Wvap,mem−Wvap,out)

dpH2
dt =

RH2
Tan

Van
(WH2,in −WH2,out −WH2,reacted)

(10)

where Wvap,in is the inlet vapor flow set to zero by assumption, Wvap,mem is the vapor
flow crossing the membrane and Wvap,out represents the vapor flow collecting in the return
manifold through the nozzle (Equation 3). For the return manifold, the same approach of
Equation (7) is followed.

2.3 Embedded membrane and stack voltage model
Because the polymeric membrane regulates and allows mass water transport toward the
electrodes, it is one of the most critical elements of the fuel. Proper membrane hydration
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where pdw and pup are the downstream and upstream pressure, respectively, and R is the gas
constant related to the gases crossing the nozzle.
Many humidification technologies are possible for humidifying the air (and possibly)
hydrogen streams ranging from direct water injection through misting nozzles to
membrane humidifier; their detailed modeling is beyond the scope of this work and very
technology-dependent. Hence, a highly simplified humidifier model is considered here,
where the quantity of water injected corresponds to the required humidification level for
a given air flow rate (at steady state), followed by a net first order response to mimic the
net evaporation dynamics. Similar models have been used for approximating fuel injection
dynamics in engines where the evaporation time constant is an experimentally identified
variable which depends on air flow rate and temperature. For this work, the evaporation
time constant is kept constant at τ = 1 s. The humidifier model can be summarized by the
following equations:

Winj,com = Wda,in(ωout − ωin)

Ẇinj = Winj,com−Winj

(4)

where Winj,com is the commanded water injection, ω is the specific humidity,Wda,in is the dry
air and Winj is the water injection.
The mass flow rate leaving the supply manifold enters the cathode volume, where
a mass balance for each species (water vapor, oxygen, nitrogen) has been considered
(Pukrushpan, Stefanopulou & Peng, 2004):

dpvap
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In the equations above, Wvap,mem indicates the vapor mass flow rate leaving or entering
the cathode through the membrane, whereas Wvap,gen and WO2,reacted are related to
the electrochemical reaction representing the vapor generated and the oxygen reacted,
respectively. Moreover, p is the partial pressure of each element and thus the cathode pressure
is given by

pca = pvap + pO2
+ pN2

(6)

The gases leaving the cathode volume are collected inside the returnmanifold which has been
modeled using an overall mass balance for the moist air:

dprm
dt =

RdaTrm,ca

Vrm,ca
(Wair,in−Wair,out) (7)

In order to control the pressure in the air side volumes, an exhaust valve has been applied
following the same approach of Equation (3) where the cross sectional area may be varied
accordingly to a control command.

2.2 Fuel side
As seen for the air side, three volumes have been taken into account: anode, supply and return
manifolds. Indeed, no humidification system has been applied to the fuel side, thus leading
to hydrogen inlet relative humidity equal to zero. Due to the lack of incoming vapor into the
hydrogen flow, the supply manifold equation is given by (Arsie et al., 2005)

dpH2
dt =

RH2
Tsm,an

Vsm,an
(WH2,in −WH2,out) (8)

where WH2,in is the hydrogen inlet flow supplied by a fuel tank which is assumed to have
an infinite capacity and an ideal control capable of supplying the required current density.
The delivered fuel depends on the stoichiometric hydrogen and is related to the utilization
coefficient in the anode (uH2

) according to

WH2,in = Af cN
i · MH2

neF
μH2

(9)

In Equation (9), Af c is the fuel cell active area and N is the number of cells in the stack; the fuel
utilization coefficient μH2

is kept constant and indicates the amount of reacted hydrogen. The
outlet flow from the supply manifold,WH2,out, is determined through the nozzle Equation (3).
As previously done for the cathode, the mass balance equation is implemented for the anode:

dpvap
dt =

RvapTan
Van

(Wvap,in −Wvap,mem−Wvap,out)

dpH2
dt =

RH2
Tan

Van
(WH2,in −WH2,out −WH2,reacted)

(10)

where Wvap,in is the inlet vapor flow set to zero by assumption, Wvap,mem is the vapor
flow crossing the membrane and Wvap,out represents the vapor flow collecting in the return
manifold through the nozzle (Equation 3). For the return manifold, the same approach of
Equation (7) is followed.

2.3 Embedded membrane and stack voltage model
Because the polymeric membrane regulates and allows mass water transport toward the
electrodes, it is one of the most critical elements of the fuel. Proper membrane hydration
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and control present challenges to be solved in order to push fuel cell systems toward mass
commercialization in automotive applications.
Gas and water properties are influenced by the relative position along both the electrodes and
the membrane thickness. Although a suitable representation would use partial differential
equations, the requirement for fast computation times presents a significant issue to consider.
Considering also the difficulties related to the identification of relevant parameters in
representing the membrane mass transport and the electrochemical phenomena, static maps
are preferred to the physical model.
Nevertheless, in order to preserve the accuracy of a dimensional approach, a static map is
utilized with a 1+1-dimensional, isothermal model of a single cell with 112 Nafion membrane.
The 1+1D model describes system properties as a function of the electrodes length, accounting
for an integrated one dimensional map, built as a function of the spatial variations of
the properties across the membrane. The reader is referred to (Ambühl et al., 2005) and
(Mazunder, 2003) for further details.
For the model described here, two 4-dimensional maps have been introduced: one describing
the membrane behavior, the other one performing the stack voltage. The most critical
variables affecting system operation and its performance have been taken into account as
inputs for the multi-dimensional maps:

– current density;

– cathode pressure;

– anode pressure;

– cathode inlet humidity.

A complete operating range of the variables above has been supplied to the 1+1-dimensional
model, in order to investigate the electrolyte and cell operating conditions and to obtain
the corresponding water flow and the single cell voltage, respectively, starting from each
set of inputs. Thus, the membrane map outputs the net water flow crossing the electrolyte
towards the anode or toward the cathode and it points out membrane dehydration or flooding
during cell operation. Figure 2 shows the membrane water flow behavior as a function of the
current density and the pressure difference between the electrodes, fixing cathode pressure
and relative humidity.
On the other side, the stack performancemap determines the single cell voltage and efficiency,
thus also modeling the electrochemical reactions. As previously done, the cell voltage
behavior may be investigated, keeping constant two variables and observing the dependency
on the others (Figure 3).

2.4 Model parameters
A 60 kW fuel system model is the subject of this work, with parameters and geometrical data
obtained from the literature (Rodatz, 2003),(Pukrushpan, 2003) and listed in Table 4.

2.5 Open loop response
The fuel cell model of this study is driven by the estimated current rendered from demanded
power. Based on the current profile, different outputs will result from themembrane and stack
voltage maps. However, to see the overall effect of the current, a profile must be specified for
the compressor and manifold valves on both sides. In order to test the model developed,
simple current step commands are applied to the actuators, which are the return manifolds
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and control present challenges to be solved in order to push fuel cell systems toward mass
commercialization in automotive applications.
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the membrane thickness. Although a suitable representation would use partial differential
equations, the requirement for fast computation times presents a significant issue to consider.
Considering also the difficulties related to the identification of relevant parameters in
representing the membrane mass transport and the electrochemical phenomena, static maps
are preferred to the physical model.
Nevertheless, in order to preserve the accuracy of a dimensional approach, a static map is
utilized with a 1+1-dimensional, isothermal model of a single cell with 112 Nafion membrane.
The 1+1D model describes system properties as a function of the electrodes length, accounting
for an integrated one dimensional map, built as a function of the spatial variations of
the properties across the membrane. The reader is referred to (Ambühl et al., 2005) and
(Mazunder, 2003) for further details.
For the model described here, two 4-dimensional maps have been introduced: one describing
the membrane behavior, the other one performing the stack voltage. The most critical
variables affecting system operation and its performance have been taken into account as
inputs for the multi-dimensional maps:

– current density;

– cathode pressure;

– anode pressure;

– cathode inlet humidity.

A complete operating range of the variables above has been supplied to the 1+1-dimensional
model, in order to investigate the electrolyte and cell operating conditions and to obtain
the corresponding water flow and the single cell voltage, respectively, starting from each
set of inputs. Thus, the membrane map outputs the net water flow crossing the electrolyte
towards the anode or toward the cathode and it points out membrane dehydration or flooding
during cell operation. Figure 2 shows the membrane water flow behavior as a function of the
current density and the pressure difference between the electrodes, fixing cathode pressure
and relative humidity.
On the other side, the stack performancemap determines the single cell voltage and efficiency,
thus also modeling the electrochemical reactions. As previously done, the cell voltage
behavior may be investigated, keeping constant two variables and observing the dependency
on the others (Figure 3).

2.4 Model parameters
A 60 kW fuel system model is the subject of this work, with parameters and geometrical data
obtained from the literature (Rodatz, 2003),(Pukrushpan, 2003) and listed in Table 4.

2.5 Open loop response
The fuel cell model of this study is driven by the estimated current rendered from demanded
power. Based on the current profile, different outputs will result from themembrane and stack
voltage maps. However, to see the overall effect of the current, a profile must be specified for
the compressor and manifold valves on both sides. In order to test the model developed,
simple current step commands are applied to the actuators, which are the return manifolds
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Variables Values

Active cell area [cm2] 312

Membrane thickness [μm] 51

Number of cells 385
Desired cathode relative humidity 0.6

Inlet anode relative humidity 0

Max current demand 230
Fuel cell temperature [K] 353

Fuel utilization 0.9
Excess of air 2

Table 4. Fuel cell parameters.

valves on both sides and the compressor command. Figure 4 shows open-loop results under
three different loads (see Figure 4(a)).
From the open-loop results, it is worth noting that both electrode pressures increase when the
current demand approaches higher value, thus ensuring a higher mass flow rate as expected.
In particular, note that oxygen mass guarantees the electrochemical reaction for each value
of current demand chosen, avoiding stack starvation. Moreover, because the compressor
increases its speed, a fast second order dynamic results in the air mass flow rate delivered,
whereas a slower first order dynamic corresponds to the electrodes pressures. These results
indicate that the model captures the critical dynamics, producing results as expected.

2.6 Control strategy and reference inputs
Because the fuel cell system must satisfy the power demand, oxygen starvation is an issue
and must be avoided. In fact, the air mass flow rate decreases for each load change and the
control system must avoid fast cell starvation during the transient. Thus, increasing power
requirements lead to higher mass flow rates fed by the compressor and higher pressures in
the volumes. Moreover, Figure 5 indicates that as long as pressurized gases are supplied, the
fuel cell improves its performance, providing higher voltage at high current density, without
reaching the region of high concentration losses.
Pressurized gases increase cell efficiency, but since the stack experiences a nontrivial energy
consumption to drive the motor of the compressor, the overall system efficiency drops,
described by

ηsys =
Pst − Pcmp

Win,H2
LHVH2

(11)

where Pst is the electrical power generated by the stack, Pcmp is the power absorbed by the
compressor, Win,H2

is the amount of hydrogen provided and LHVH2
is lower heating value

for the fuel. In order to achieve the best system efficiency, the entire operating range in terms
of requested power and air pressure is investigated. Using a simple optimization tool, for
each value of current demand a unique value of optimal pressure can be derived, maximizing
the system efficiency. Thus, the map showed in Figure 6 interpolates the results of the
optimization and plots the optimal pressures as functions of the desired current. Furthermore,
since the membrane should not experience a significant pressure difference between the
electrodes, the pressure set points related to the anode side have been chosen to have values
of 0.1 bar lower than the optimal cathode pressure.
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valves on both sides and the compressor command. Figure 4 shows open-loop results under
three different loads (see Figure 4(a)).
From the open-loop results, it is worth noting that both electrode pressures increase when the
current demand approaches higher value, thus ensuring a higher mass flow rate as expected.
In particular, note that oxygen mass guarantees the electrochemical reaction for each value
of current demand chosen, avoiding stack starvation. Moreover, because the compressor
increases its speed, a fast second order dynamic results in the air mass flow rate delivered,
whereas a slower first order dynamic corresponds to the electrodes pressures. These results
indicate that the model captures the critical dynamics, producing results as expected.

2.6 Control strategy and reference inputs
Because the fuel cell system must satisfy the power demand, oxygen starvation is an issue
and must be avoided. In fact, the air mass flow rate decreases for each load change and the
control system must avoid fast cell starvation during the transient. Thus, increasing power
requirements lead to higher mass flow rates fed by the compressor and higher pressures in
the volumes. Moreover, Figure 5 indicates that as long as pressurized gases are supplied, the
fuel cell improves its performance, providing higher voltage at high current density, without
reaching the region of high concentration losses.
Pressurized gases increase cell efficiency, but since the stack experiences a nontrivial energy
consumption to drive the motor of the compressor, the overall system efficiency drops,
described by

ηsys =
Pst − Pcmp

Win,H2
LHVH2

(11)

where Pst is the electrical power generated by the stack, Pcmp is the power absorbed by the
compressor, Win,H2

is the amount of hydrogen provided and LHVH2
is lower heating value

for the fuel. In order to achieve the best system efficiency, the entire operating range in terms
of requested power and air pressure is investigated. Using a simple optimization tool, for
each value of current demand a unique value of optimal pressure can be derived, maximizing
the system efficiency. Thus, the map showed in Figure 6 interpolates the results of the
optimization and plots the optimal pressures as functions of the desired current. Furthermore,
since the membrane should not experience a significant pressure difference between the
electrodes, the pressure set points related to the anode side have been chosen to have values
of 0.1 bar lower than the optimal cathode pressure.
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Fig. 4. Results for the open loop model.

319On the Control of Automotive Traction PEM Fuel Cell Systems



12 Trends and Developments in Automotive Engineering

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0

0.2

0.4

0.6

0.8

1

1.2

Current density [A/cm2]

C
el

l v
ol

ta
ge

 [V
]

Polarization curves at φca=0.6 and φan=0

pair=pH2=1 bar

pair=pH2=1.5 bar

pair=pH2=2 bar

pair=pH2=2.5 bar

increasing
pressure

Fig. 5. Fuel cell polarization curves for different pressures.

0 0.5 1 1.5
1

1.2

1.4

1.6

1.8

2

2.2

2.4

2.6

Current density [A/cm2]

C
at

ho
de

 p
re

ss
ur

e 
[b

ar
]

Fig. 6. Cathode optimal pressure as function of the current demand.

320 New Trends and Developments in Automotive System Engineering On the Control of Automotive Traction PEM Fuel Cell Systems 13

The current demand translates into a requested air mass flow rate, choosing the excess air
equal to 2, i.e. air flow twice the required by stoichiometry (Bansal et al., 2004):

Wcp,req =
IstMO2

λdesN

4F0.233
(12)

where λdes is the excess of air ratio. The low level control showed must operate the fuel cell
stack at his best efficiency point while meeting the demanded current.

2.7 Feed-forward component
The main advantage of using a feed-forward control component is to obtain an immediate
effect on the system response. Since there are three different actuators in this system, three
static maps have been built. A 2-D map was built for the compressor speed based on the
air flow and the cathode pressure. The anode and cathode back-pressure valves have been
adjusted by two different static maps based on the optimal pressure for each volume.
Figure 7 shows that simple feed-forward control alone is not adequate to achieve a fast and
accurate response; the plots are for various quantities of interest for the feed-forward control
alone applied to the full nonlinear truth model. Being essentially an open-loop action, the
feed-forward control is certainly not robust during transient operation, because it is obtained
based on steady state responses of the available model. Consequently, there is a need for a
more complicated system control that can produce a faster response with less steady state
error, and one that is robust to modeling uncertainties, sensor noise, and variations.

3. Linear control

3.1 Model reduction and linearization
Linearization of the complex nonlinear truth model requires specification of an operating
point, obtained here as open loop steady-state response with the nominal values given in
Table 5. This nominal operating point represents a reasonable region of operation where all
parameters are physically realizable.
Since the compressor airflow and pressure in the cathode return manifold affect the power
produced, they are chosen to be the system outputs. Moreover, these variables are available
and easy to measure in an actual application. Their values, corresponding to the operating
condition in Table 5, are 0.023 kg/sec and 1.7 bar for the compressor air flow and return
manifold cathode pressure, respectively.
For the purpose of specifying the control inputs, the inlet humidity level is considered
constant at 0.6. From the physical fuel cell system configuration, the anode control valve
is virtually decoupled from the cathode side of the fuel cell system, and the same static
feedforward map used in the feedforward scheme is used here to control the anode
control valve (Domenico et al., 2006). Therefore, the two control inputs are chosen to be
the compressor speed command and the cathode return manifold valve command. The
linearization therefore produces a control-oriented model with two inputs and two outputs.

Variable Operating point

Current 80 A
Compressor speed command 2800 RPM

Cathode valve opening 38%

Anode valve opening 48%
Humidity 60%

Table 5. Operating values for linearization.
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feed-forward control is certainly not robust during transient operation, because it is obtained
based on steady state responses of the available model. Consequently, there is a need for a
more complicated system control that can produce a faster response with less steady state
error, and one that is robust to modeling uncertainties, sensor noise, and variations.

3. Linear control
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Linearization of the complex nonlinear truth model requires specification of an operating
point, obtained here as open loop steady-state response with the nominal values given in
Table 5. This nominal operating point represents a reasonable region of operation where all
parameters are physically realizable.
Since the compressor airflow and pressure in the cathode return manifold affect the power
produced, they are chosen to be the system outputs. Moreover, these variables are available
and easy to measure in an actual application. Their values, corresponding to the operating
condition in Table 5, are 0.023 kg/sec and 1.7 bar for the compressor air flow and return
manifold cathode pressure, respectively.
For the purpose of specifying the control inputs, the inlet humidity level is considered
constant at 0.6. From the physical fuel cell system configuration, the anode control valve
is virtually decoupled from the cathode side of the fuel cell system, and the same static
feedforward map used in the feedforward scheme is used here to control the anode
control valve (Domenico et al., 2006). Therefore, the two control inputs are chosen to be
the compressor speed command and the cathode return manifold valve command. The
linearization therefore produces a control-oriented model with two inputs and two outputs.
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(a) Current trajectory (b) Excess of air

(c) Air mass flow rate (d) Cathode pressure

Fig. 7. Response for feed-forward control, applied to nonlinear truth model.

The time-based linearization block in Simulink is used to linearize the model using the
LINMOD command over a specific simulation time interval (Domenico et al., 2006). The
resulting continuous-time linearized model is given in standard state-variable form as

ẋ = Ax+ Bu
y = Cx+ Du

(13)

where x is the state vector, y is the system output, u is the system input, and A, B, C, and D
are matrices of appropriate dimension.
The 13-state linear system obtained in this way is highly ill-conditioned. To mitigate this
problem, a reduced-order 5-state model is derived by returning to the nonlinear simulation
and reducing the order of the nonlinear model. Based on the frequency range most important
to andmost prominently affected by the system controller, namely, for the compressor and the
back pressure valve, some states are targeted for removal in model-order reduction. That is,
the states associated with the cathode and anode (states 1-5 and 9-11 in Table 3) possess much
faster dynamics relative to the other five states. Therefore, static relationships to describe
those states are represented in the form of simple algebraic equations. This results in a
5-state reduced order model that preserves the main structural modes that we wish to control
(Domenico et al., 2006). The remaining states for the 5th order model are: i) Vapor pressure
cathode SM; ii) Dry air pressure cathode SM; iii) Air pressure cathode RM; iv) Compressor
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Fig. 8. State command structure.

acceleration; v) Compressor speed, where SM refers to supply manifold and RM refers to
return manifold.
The analysis of the full nonlinear model, and subsequent linearization (with validation) for
this system were reported in (Domenico et al., 2006). Analysis of the resulting linear models
reveals that the 13-state model is stable and controllable, but not completely observable;
however, the unobservable state is asymptotically stable. The reduced-order 5-state model
is stable, controllable and observable.

3.2 Control design
3.2.1 The state-command structure
The linear control scheme chosen for this application is full state feedback for tracking control
with a feed-forward steady-state correction term. For the feed-forward part, a state command
structure is used to produce the desired reference states from the reference input tracking
command. A steady-state correction term, also a function of the reference, augments the
control input computed from the state feedback (Franklin et al., 1990). The controlled-system
configuration is depicted as the block diagram in Figure 8.
The control scheme consists of two main parts: the feed-forward and the state feedback
control. For the feedback part, a state command matrix Nx is used to calculate the desired
values of the states xr . Nx should take the reference input r and produce reference states xr .
We want the desired output yr to be at the desired reference value, where Hr determines the
quantities we wish to track. Also, the proportionality constant Nu is used to incorporate the
steady state, feedforward portion of the control input (uss). Calculation of Nx and Nu is a
straightforward exercise; the task remaining is to specify the matrix K, which is the subject of
the next section.
For our structure, the controller objective is to track the optimum compressor supply air
flow (r1) and the optimum cathode return manifold pressure (r2). We will assume that the
compressor supply air flow and the cathode return manifold pressure are measured and are
outputs of the system (yr). The plant input vector consists of the compressor speed and
the cathode return manifold valve opening (u). Clearly, the system will be a multi-input,
multi-output system (MIMO).

3.2.2 LQR design
Because there are many feasible configurations for the state feedback gain matrix, the method
we will use herein is the Linear Quadratic Regulator (LQR) control method which aims
at realizing desirable plant response while using minimal control effort. The well-known
objective of the LQRmethod is to find a control law of the form that minimizes a performance
index of the general form
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command. A steady-state correction term, also a function of the reference, augments the
control input computed from the state feedback (Franklin et al., 1990). The controlled-system
configuration is depicted as the block diagram in Figure 8.
The control scheme consists of two main parts: the feed-forward and the state feedback
control. For the feedback part, a state command matrix Nx is used to calculate the desired
values of the states xr . Nx should take the reference input r and produce reference states xr .
We want the desired output yr to be at the desired reference value, where Hr determines the
quantities we wish to track. Also, the proportionality constant Nu is used to incorporate the
steady state, feedforward portion of the control input (uss). Calculation of Nx and Nu is a
straightforward exercise; the task remaining is to specify the matrix K, which is the subject of
the next section.
For our structure, the controller objective is to track the optimum compressor supply air
flow (r1) and the optimum cathode return manifold pressure (r2). We will assume that the
compressor supply air flow and the cathode return manifold pressure are measured and are
outputs of the system (yr). The plant input vector consists of the compressor speed and
the cathode return manifold valve opening (u). Clearly, the system will be a multi-input,
multi-output system (MIMO).

3.2.2 LQR design
Because there are many feasible configurations for the state feedback gain matrix, the method
we will use herein is the Linear Quadratic Regulator (LQR) control method which aims
at realizing desirable plant response while using minimal control effort. The well-known
objective of the LQRmethod is to find a control law of the form that minimizes a performance
index of the general form
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J =
∫

∞

0
(xTQx+ uTRu)dt (14)

For ease in design, we choose diagonal structures for the Q and R matrices in (14), with
elements based on simple rules of thumb: (i) the bandwidth of the system increases as the
values of the Q elements increases (Franklin et al., 1990); (ii) some systemmodes can be made
faster by increasing the corresponding elements in the Q matrix; (iii) input weights in the R
matrix can be used to force the inputs to stay within limits of control authority. In addition to
these rules, intuition about the system is needed to be able to specify the Q and R matrices.
In our model, we know from the eigenvalues that the second and third states are the slowest,
so we can put high penalty on the corresponding Q elements in order to force the state to
converge to zero faster. Also, for design of the R matrix, it is important to maintain the
valve input to be within [0− 1]. That is, the corresponding element in R should be chosen
so as to force the input to stay within this range. Otherwise, if for example the control signal
were truncated, saturation incorporated into the nonlinear system model would truncate the
control signal provided by the valve input, which could ultimately result in instability.

3.2.3 Simulation results
The full nonlinear truth model is used in all control result simulations to follow. The LQR
controller described above is implemented based on the structure depicted in Figure 8,
assuming full state feedback. Figure 9 shows the various responses obtained from application
to the full nonlinear simulation, for a trajectory current input consisting of a sequence of steps
and ramps emulating a typical user demand in the vehicle.
The response is adequate, especially in a neighborhood of the nominal point (current demand
I= 80A). However, if the input demand goes over 130A, assumptions of linearity are violated,
and the responses diverge. Thus, to illustrate these results we use a trajectory which keeps the
system in a reasonable operating range.
For these results, the air excess ratio is almost at the desired value of 2 when the system stays
close to the nominal point. But that value increases rapidly if the demand goes higher, which
will lower the efficiency of the system (supplyingmore air than the FC needs). For the air mass
flow rate and the cathode return manifold pressure responses, we obtain a good response in
the vicinity of the linearization region (0.023 kg/sec and 1.697 bar for the compressor air flow
rate and the cathode return manifold pressure, respectively). Even though these results are
adequate for operation within the neighborhood of the nominal point of linearization, we
have assumed that all states are available for feedback. In reality, we would not have sensors
to measure all five states. Therefore, we move to schemes wherein the control uses feedback
from measurable outputs.

3.3 Observer-Based Linear Control Design
The control law designed in section 3.2 assumed that all needed states are available for
feedback. However, it is typically the case that in practice, the various pressures within the
fuel cell system are not all measured. Therefore, state estimation is necessary to reconstruct
the missing states using only the available measurements.
For the system of this study, an observer is designed for the reduced-order (5-state) model,
where the available measurements are taken to be the system outputs: compressor airflow
rate and cathode returnmanifold pressure. The observer is designed to produce the estimated
state, x̂, according to

324 New Trends and Developments in Automotive System Engineering On the Control of Automotive Traction PEM Fuel Cell Systems 17

0 20 40 60 80 100 120 140
40

50

60

70

80

90

100

110

120

130

Time [sec]

C
ur

rn
t [

A
]

(a) Current trajectory

0 20 40 60 80 100 120
1

1.5

2

2.5

3

3.5

Time [sec]

E
xc

es
s 

of
 a

ir 
[−

]

(b) Excess of air

0 20 40 60 80 100 120 140
0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

Time [sec]

A
ir 

m
as

s 
flo

w
 ra

te
 [k

g/
se

c]

actual W
air

desired W
air

(c) Air mass flow rate

0 20 40 60 80 100 120

1.6

1.65

1.7

1.75

1.8

1.85

Time [sec]

C
at

ho
de

 re
tu

rn
 m

an
ifo

ld
 P

r [
ba

r]

actual Pr
desired Pr

(d) Cathode pressure

Fig. 9. Response using full-state feedback, applied to nonlinear truth model.

˙̂x = Ax̂+ Bu+ L(y− ŷ)
ŷ= Cx̂+ Du

(15)

where, L is the observer gain matrix, and x̂ and ŷ represent the estimated state and output,
respectively. The observer-based control design structure is depicted by the block diagram
in Figure 10. In this design, the observer poles are placed so as to achieve a response
which is three times faster than the closed-loop response (determined by the control poles),
guaranteeing that the estimated states converge sufficiently fast (to their true values) for this
application.
Almost the same current input demand used for the responses in Figure 9(a) is used in this
simulation, except that we shortened the range of operation because of unstable behavior
outside this range. Figure 11 shows that the air mass flow rate and the cathode return
manifold pressure responses are very good except when we deviate from the nominal point
of linearization (very clear from the peak at t = 35 sec). Nonetheless, their responses are very
quick and accurate in a small neighborhood of the nominal point. The air excess ratio is almost
at the desired value of 2, except during the transients.
Compared to the feedforward response alone, these results are an improvement when the
system operates close to the nominal point at which we linearized the system. The more the
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fuel cell system are not all measured. Therefore, state estimation is necessary to reconstruct
the missing states using only the available measurements.
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where, L is the observer gain matrix, and x̂ and ŷ represent the estimated state and output,
respectively. The observer-based control design structure is depicted by the block diagram
in Figure 10. In this design, the observer poles are placed so as to achieve a response
which is three times faster than the closed-loop response (determined by the control poles),
guaranteeing that the estimated states converge sufficiently fast (to their true values) for this
application.
Almost the same current input demand used for the responses in Figure 9(a) is used in this
simulation, except that we shortened the range of operation because of unstable behavior
outside this range. Figure 11 shows that the air mass flow rate and the cathode return
manifold pressure responses are very good except when we deviate from the nominal point
of linearization (very clear from the peak at t = 35 sec). Nonetheless, their responses are very
quick and accurate in a small neighborhood of the nominal point. The air excess ratio is almost
at the desired value of 2, except during the transients.
Compared to the feedforward response alone, these results are an improvement when the
system operates close to the nominal point at which we linearized the system. The more the
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Fig. 10. Control structure with observer.

system deviated from this point, the worse the response was. In fact, if we demanded more
than 95A, the response diverged. To overcome this problem,we move to the next phase of this
study, which is to investigate a more sophisticated control technique that will allow a wider
range of operation.
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Fig. 11. Response to observer-based feedback, applied to nonlinear truth model.
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4. Gain scheduled control

In this sectionwe investigate a nonlinear control approach, referred to as gain scheduling. The
basic idea behind gain-scheduled control is to choose various desired operating points, model
the system at these points, and apply an appropriate controller (in this case, linear) for each of
these ranges.
Gain scheduling is a common engineering practice used to control nonlinear systems in many
engineering applications, such as flight control and process control (Shamma & Athans, 1992).
The main idea is that one algorithm from several different control designs is chosen based
on some operating conditions. The control algorithms are designed off-line with a priori
information, so themain job of gain scheduling is to identify the proper control algorithm to be
used. Herein, the design is broken into exclusive regions of operation. In each region, a fixed
control design is applied about a nominal point that is included in that region. Then, a global
nonlinear control is obtained by scheduling the gains of the local operating point designs. The
controller parameter that determines selection of the appropriate operating region is called
the scheduling variable.
Despite the popularity of gain scheduling techniques, they are sometimes considered in a class
of ad hoc methodologies, since the robustness, performance, or even stability properties of the
overall design are not explicitly addressed (Shamma & Athans, 1992). However, we can infer
these properties via extensive simulations. Many heuristic rules-of-thumb have emerged in
guiding successful gain scheduled design; however, the most important guideline is to ensure
“slow” variation in the scheduling variable. In (Shamma & Athans, 1992), “slow” is defined
for situations wherein the scheduling variable changes slower than the slowest time constant
of the closed loop system.

4.1 Scheduling regions
The electrical current demand is chosen to be the scheduling variable that determines the
instantaneous operating region. With each different current demand level, the desired
reference inputs are picked from the feedforward open-loop system given earlier. To cover
the region from I = 0A to I = 150A, the domain is divided into six exclusive regions as shown
in Table 6.
The criteria for choosing these regions is ad hoc in nature, and based on the results obtained in
the last section. We noticed from the linear control results that the low current demand (below
50 A) has less-pronounced nonlinear behavior, so the first region covers the larger domain (see
Table 6). The rationale for making the range of the other domains of length 20A is the rapidly
unstable behavior noticed when the demand exceeded 90A, while the nominal point was 80A.
To proceed with the gain scheduled implementation, the 5-state nonlinear fuel cell model is
linearized at each of the operating points specified in Table 6. Thus, we obtain six different
state matrices, one for each operating point. Then, six linear controllers are designed offline,

Region I I I I I I IV V VI
Range of current
demanded [A]

[0,50) [50,70) [70,90) [90,110) [110,130) [130,150]

Nominal current [A] 40 60 80 100 120 140
Compressor

airflow rate [g/s]
11.4 16.2 22.9 27.3 32.9 38.4

Cathode return
manifold pressure [bar]

1.53 1.67 1.70 1.77 1.80 1.89

Table 6. Operating regions based on the current demand level.
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system deviated from this point, the worse the response was. In fact, if we demanded more
than 95A, the response diverged. To overcome this problem,we move to the next phase of this
study, which is to investigate a more sophisticated control technique that will allow a wider
range of operation.
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4. Gain scheduled control

In this sectionwe investigate a nonlinear control approach, referred to as gain scheduling. The
basic idea behind gain-scheduled control is to choose various desired operating points, model
the system at these points, and apply an appropriate controller (in this case, linear) for each of
these ranges.
Gain scheduling is a common engineering practice used to control nonlinear systems in many
engineering applications, such as flight control and process control (Shamma & Athans, 1992).
The main idea is that one algorithm from several different control designs is chosen based
on some operating conditions. The control algorithms are designed off-line with a priori
information, so themain job of gain scheduling is to identify the proper control algorithm to be
used. Herein, the design is broken into exclusive regions of operation. In each region, a fixed
control design is applied about a nominal point that is included in that region. Then, a global
nonlinear control is obtained by scheduling the gains of the local operating point designs. The
controller parameter that determines selection of the appropriate operating region is called
the scheduling variable.
Despite the popularity of gain scheduling techniques, they are sometimes considered in a class
of ad hoc methodologies, since the robustness, performance, or even stability properties of the
overall design are not explicitly addressed (Shamma & Athans, 1992). However, we can infer
these properties via extensive simulations. Many heuristic rules-of-thumb have emerged in
guiding successful gain scheduled design; however, the most important guideline is to ensure
“slow” variation in the scheduling variable. In (Shamma & Athans, 1992), “slow” is defined
for situations wherein the scheduling variable changes slower than the slowest time constant
of the closed loop system.

4.1 Scheduling regions
The electrical current demand is chosen to be the scheduling variable that determines the
instantaneous operating region. With each different current demand level, the desired
reference inputs are picked from the feedforward open-loop system given earlier. To cover
the region from I = 0A to I = 150A, the domain is divided into six exclusive regions as shown
in Table 6.
The criteria for choosing these regions is ad hoc in nature, and based on the results obtained in
the last section. We noticed from the linear control results that the low current demand (below
50 A) has less-pronounced nonlinear behavior, so the first region covers the larger domain (see
Table 6). The rationale for making the range of the other domains of length 20A is the rapidly
unstable behavior noticed when the demand exceeded 90A, while the nominal point was 80A.
To proceed with the gain scheduled implementation, the 5-state nonlinear fuel cell model is
linearized at each of the operating points specified in Table 6. Thus, we obtain six different
state matrices, one for each operating point. Then, six linear controllers are designed offline,

Region I I I I I I IV V VI
Range of current
demanded [A]

[0,50) [50,70) [70,90) [90,110) [110,130) [130,150]

Nominal current [A] 40 60 80 100 120 140
Compressor

airflow rate [g/s]
11.4 16.2 22.9 27.3 32.9 38.4

Cathode return
manifold pressure [bar]

1.53 1.67 1.70 1.77 1.80 1.89

Table 6. Operating regions based on the current demand level.
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Fig. 12. Gain scheduling scheme.

based on each linearized model. Consequently, we obtain six matrices for each control matrix
(Nx, Nu, and K) as well as six observer gain matrices (L). The diagram in Figure 12 is similar
to that of Figure 10, but is adapted to the gain scheduling scheme.
Figure 13 gives the response of the gain-scheduled control with a current demand input
similar to that in Section 3, but with wider range. The air mass flow rate and the cathode
return manifold pressure responses are very good, except for a few jumps and very small
steady state errors (under 1% in either case). However, the overshoot of the cathode return
manifold pressure at t = 35 seconds almost reaches 10%, which in theory is undesirable (but
in practice may not actually be realized). The air excess ratio is very near the desired value of
2, except for the drop at t = 120 seconds, which is due to operation away from the nominal
value of region-I.
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Fig. 13. Response for Gain-Scheduled Control, Applied to Nonlinear Truth Model.
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4.2 Controller renement
The results of the gain scheduling controller are quite good, except during the transients;
this behavior is characteristic of this type of control scheme. That is, the most important
design constraint for gain scheduling is the requirement for slow variation of the scheduling
variable. The input current trajectory that we are using has very fast frequency components
because of the nature of the steps (in actual implementation, however, such harsh steps can
often be avoided by appropriate input shaping). This fast switching causes a rapid change in
the controller as well as the observer gains, which results in the spike behavior. This is true
even for some steps of smaller amplitude, such as in the cases for t = 60 seconds or t = 80
seconds; in those cases, the system “quickly” switches across regions. To mitigate the effects
of fast switching in the gains, we will introduce a technique combining two components: (i)
interpolation of the gain matrices, and (ii) shaping the current input trajectory.

4.2.1 Interpolating the gain matrices
In this method, some of the gain matrices are interpolated with respect to the gain scheduling
variable. Interpolation of state feedback and observer gains is used to obtain a smooth
transition from one region to another (Rugh & Shamma, 2000). There are many different
methods of interpolation; however, the simplest method is linear interpolation.
Recall that we have six matrices (one for each region) of each type of the gain matrices (K,
Nx , Nu, and L) resulting from the observer-based control design that can be interpolated as
depicted in Figure 14 to render the six sets of matrices into one sit for the overall range. The
elements of each of the resulting matrices, for example K, are a function of the scheduling
variable (current demand). As the current demand trajectory changes, the gain matrices
change more smoothly, as compared to fast switching used in the previous subsection. An
interpolation of K, Nx, and L, but not Nu, provided the best results (Al-Durra et al., 2007), and
are used in conjunction with the second component, input shaping.

4.2.2 Input shaping
The idea of input shaping has shown an advantage in reducing vibration and subsequent
excitations caused by rapid changes in reference command (Fortgang & Singhose, 2002),
(Tzes & Yurkovich, 1993). Asmentioned earlier, to have an effective gain scheduled controller,
the scheduling variable should not change faster than the slowest dynamic in the system. This
restriction was violated in the control results given to this point, since the scheduling variable
(current input trajectory) is characterized by step functions. We now investigate the concept
of shaping the current trajectory by passing it through a low pass filter. However, since we
still want to see the response to fast transients, we design the corner frequency of the filter to
be at 10 Hz; this choice is relatively fast by drivability standards, and would not noticeably
change vehicle responsiveness.
Figure 15 shows the results achieved by refining the gain-scheduled control using input
shaping with the interpolated gain concept of the last section. Comparing the results of Figure
13 and Figure 15 and using the same current input as in 13(a), we see improvement in the
excess of air ratio, now between 1.75 and 2.2, compared to 1.5 and 2.8 without the refinement.
Overall, we notice fewer variations, but the response still suffers from the transients (spikes).

5. Rule-based control

Controlling a nonlinear system using a sophisticated nonlinear control technique, such
as feedback linearization or sliding mode control, requires knowledge of the nonlinear
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Fig. 12. Gain scheduling scheme.

based on each linearized model. Consequently, we obtain six matrices for each control matrix
(Nx, Nu, and K) as well as six observer gain matrices (L). The diagram in Figure 12 is similar
to that of Figure 10, but is adapted to the gain scheduling scheme.
Figure 13 gives the response of the gain-scheduled control with a current demand input
similar to that in Section 3, but with wider range. The air mass flow rate and the cathode
return manifold pressure responses are very good, except for a few jumps and very small
steady state errors (under 1% in either case). However, the overshoot of the cathode return
manifold pressure at t = 35 seconds almost reaches 10%, which in theory is undesirable (but
in practice may not actually be realized). The air excess ratio is very near the desired value of
2, except for the drop at t = 120 seconds, which is due to operation away from the nominal
value of region-I.
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Fig. 13. Response for Gain-Scheduled Control, Applied to Nonlinear Truth Model.

328 New Trends and Developments in Automotive System Engineering On the Control of Automotive Traction PEM Fuel Cell Systems 21

4.2 Controller renement
The results of the gain scheduling controller are quite good, except during the transients;
this behavior is characteristic of this type of control scheme. That is, the most important
design constraint for gain scheduling is the requirement for slow variation of the scheduling
variable. The input current trajectory that we are using has very fast frequency components
because of the nature of the steps (in actual implementation, however, such harsh steps can
often be avoided by appropriate input shaping). This fast switching causes a rapid change in
the controller as well as the observer gains, which results in the spike behavior. This is true
even for some steps of smaller amplitude, such as in the cases for t = 60 seconds or t = 80
seconds; in those cases, the system “quickly” switches across regions. To mitigate the effects
of fast switching in the gains, we will introduce a technique combining two components: (i)
interpolation of the gain matrices, and (ii) shaping the current input trajectory.

4.2.1 Interpolating the gain matrices
In this method, some of the gain matrices are interpolated with respect to the gain scheduling
variable. Interpolation of state feedback and observer gains is used to obtain a smooth
transition from one region to another (Rugh & Shamma, 2000). There are many different
methods of interpolation; however, the simplest method is linear interpolation.
Recall that we have six matrices (one for each region) of each type of the gain matrices (K,
Nx , Nu, and L) resulting from the observer-based control design that can be interpolated as
depicted in Figure 14 to render the six sets of matrices into one sit for the overall range. The
elements of each of the resulting matrices, for example K, are a function of the scheduling
variable (current demand). As the current demand trajectory changes, the gain matrices
change more smoothly, as compared to fast switching used in the previous subsection. An
interpolation of K, Nx, and L, but not Nu, provided the best results (Al-Durra et al., 2007), and
are used in conjunction with the second component, input shaping.

4.2.2 Input shaping
The idea of input shaping has shown an advantage in reducing vibration and subsequent
excitations caused by rapid changes in reference command (Fortgang & Singhose, 2002),
(Tzes & Yurkovich, 1993). Asmentioned earlier, to have an effective gain scheduled controller,
the scheduling variable should not change faster than the slowest dynamic in the system. This
restriction was violated in the control results given to this point, since the scheduling variable
(current input trajectory) is characterized by step functions. We now investigate the concept
of shaping the current trajectory by passing it through a low pass filter. However, since we
still want to see the response to fast transients, we design the corner frequency of the filter to
be at 10 Hz; this choice is relatively fast by drivability standards, and would not noticeably
change vehicle responsiveness.
Figure 15 shows the results achieved by refining the gain-scheduled control using input
shaping with the interpolated gain concept of the last section. Comparing the results of Figure
13 and Figure 15 and using the same current input as in 13(a), we see improvement in the
excess of air ratio, now between 1.75 and 2.2, compared to 1.5 and 2.8 without the refinement.
Overall, we notice fewer variations, but the response still suffers from the transients (spikes).

5. Rule-based control

Controlling a nonlinear system using a sophisticated nonlinear control technique, such
as feedback linearization or sliding mode control, requires knowledge of the nonlinear
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Fig. 14. Linear interpolation.
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Fig. 15. Gain scheduling using interpolation and input shaping, applied to nonlinear truth
model.

differential equations describing the system. Our PEM fuel cell model contains several
maps and lookup tables which limit our ability to use such model-based nonlinear control.
Linearization of the system and application of linear control gave an adequate response only
in the vicinity of the point of linearization. Expansion to a gain-scheduled control widened
the range of operation, but the response still suffered somewhat from transient spikes when
switching from one operating region to another. In this section, another nonlinear control
technique is explored, rule-based control, which does not require full knowledge of the
dynamical equations of the system. The results and experience gained in the control schemes
of the preceding sections are used here for synthesis of the controller.

5.1 Rule-based control implementation on the PEM-FC model
A rule-based controller can be characterized as an expert system which employs experience
and knowledge to arrive at heuristic decisions. Most often, the design process is a result of
experience with system operation (Passino & Yurkovich, 1998).

5.1.1 Choosing the rule-based controller inputs and outputs
The input to the controller should be rich enough to lead to decisions that produce the system
input (output of the controller); those decisions are based on the knowledge base made
up of cause and effect rules. In order to ascertain which signals are relevant as controller
inputs, we study the coupling between the inputs and the outputs of the PEM-FC model, and
control results from the previous sections. From the linearized models obtained in various
regions, frequency response information (Bode plots) can be utilized. For example, this
characterization for region-III shows that the gain from input-1 to output-2 is at most −70dB,
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Fig. 14. Linear interpolation.
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Fig. 15. Gain scheduling using interpolation and input shaping, applied to nonlinear truth
model.

differential equations describing the system. Our PEM fuel cell model contains several
maps and lookup tables which limit our ability to use such model-based nonlinear control.
Linearization of the system and application of linear control gave an adequate response only
in the vicinity of the point of linearization. Expansion to a gain-scheduled control widened
the range of operation, but the response still suffered somewhat from transient spikes when
switching from one operating region to another. In this section, another nonlinear control
technique is explored, rule-based control, which does not require full knowledge of the
dynamical equations of the system. The results and experience gained in the control schemes
of the preceding sections are used here for synthesis of the controller.

5.1 Rule-based control implementation on the PEM-FC model
A rule-based controller can be characterized as an expert system which employs experience
and knowledge to arrive at heuristic decisions. Most often, the design process is a result of
experience with system operation (Passino & Yurkovich, 1998).

5.1.1 Choosing the rule-based controller inputs and outputs
The input to the controller should be rich enough to lead to decisions that produce the system
input (output of the controller); those decisions are based on the knowledge base made
up of cause and effect rules. In order to ascertain which signals are relevant as controller
inputs, we study the coupling between the inputs and the outputs of the PEM-FC model, and
control results from the previous sections. From the linearized models obtained in various
regions, frequency response information (Bode plots) can be utilized. For example, this
characterization for region-III shows that the gain from input-1 to output-2 is at most −70dB,
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indicating mild coupling. The same results appeared for the correlation between input-2 and
output-1 where the gain is at most −125dB. From this we conclude that we can regulate the
system inputs using a single-input, single-output approach for two separate subsystems (air
and pressure), neglecting the mild coupling.

5.1.2 Rule-based controller characteristics
In this design, a typical fuzzy control scheme (Passino & Yurkovich, 1998) is used. The number
of triangular membership functions for each controller input and output is nine; a higher
number could lead to greater precision, but at the expense of increased computations. The
shape of each membership function is chosen to be triangular, since this will reduce the
computations needed (compared to, for example, Gaussian-shaped membership functions). A
typical process in design is to shift the centers of these functions, to be closer to or further away
from the origin on the input scale, in order to result in a certain effect. For example, if shifted
closer to the origin, the intent is to stress the effect of that particular membership function for
smaller values of the input, and vice versa. It should also be noted that separations between
the membership functions were tuned empirically, based on prior experience in such designs.
However, the general trend for the separation is linear; that is, the positions are closer for the
memberships close to the origin and the separation is wider for those away from the origin.
Another important characteristic in the design of rule-based controllers is the domains
(universes of discourse) of each controller input and output. For this problem, these are
chosen based on the experiences reaped from the gain-scheduled control design described
earlier, indicating the range of values for the controller input and output shown in Table 7. For
the inference operation, the min function (truncation) is chosen it requires fewer calculations
when compared to the prod (scaling) function; the max operation is used for aggregation.
Finally, to produce a crisp controller output (the defuzzification step), the centroid method is
used.

5.2 Control design and simulation
Because there are few systematic designmethods for constructing a rule-based control system,
several control schemes were investigated in this work. Two schemes are compared in this
section.

5.2.1 Baseline design
The controller inputs (vi) for each separate controller (air and pressure) are the error between
the reference inputs (ri) and the system outputs (yi). However, to avoid transient spikes in the
control inputs to the system, a concept of “memory” in the control will be needed to remember
the previous error received. Therefore, integrators are added, limited to avoid exceeding each
controller authority; the resulting lag introduced into the system response can be mitigated
by adding a gain to the output of the rule-based controller. Figure 16(a) shows the Baseline
control scheme with integrators and gains; by increasing the gains (gi), the system response
time can be decreased in a tradeoff with other characteristics (such as overshoot and settling

Input (v) / Output (u) Universe of Discourse

v1 [−0.03,0.03]
u1 [−3000,3000]
v2 [−4,4]
u2 [−1,1]

Table 7. Domains for controller inputs and outputs.
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(a) Baseline rule-based control system

(b) Baseline rule-based control with feedforward component.

Fig. 16. Rule-based schemes.

time). The fuzzy surfaces that characterize each of the two controllers (controller input-output
maps) behave similarly to an inverse tangent curve, designed in order to diminish the effect of
rapid changes in the errors (vi) to avoid the transient spike effects seenwith the gain scheduled
controller.
The response of this Baseline scheme, for the same current trajectory (Figure 13(a)), is shown
in Figure 17 (a,b, and c). Compared to the results of the gain scheduled control, the air mass
flow rate has improved (less transient effect with less steady state errors). However, lag is
noticeable in the response due to the integrator; note, for example, in the transient at t = 40
seconds, more than a half second is needed to reach a 5% settling time. The cathode return
manifold pressure responses improve, but still suffer from transient spikes. The air excess
ratio is now almost at 2 most of the time; however, spikes are still noticeable, particularly at
t = 120 seconds, which could damage the fuel cell.

5.2.2 Addition of feedforward component
The two deficiencies of the Baseline design can be remedied with simple feedforward
components. The first deficiency is the slow response of the compressor air mass flow rate.
This can be improved by adding a nonlinear feedforward term that is based on the steady
state plant inverse response. In so doing, we remove the first integrator to further increase the
speed of the response. The second deficiency of the Baseline controller is presence of transient
spikes in the cathode return manifold pressure. Decreasing the gain of the integrator has a
positive effect, but a proportional gain is needed to obtain a faster response. Figure 16(b)
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section.
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the reference inputs (ri) and the system outputs (yi). However, to avoid transient spikes in the
control inputs to the system, a concept of “memory” in the control will be needed to remember
the previous error received. Therefore, integrators are added, limited to avoid exceeding each
controller authority; the resulting lag introduced into the system response can be mitigated
by adding a gain to the output of the rule-based controller. Figure 16(a) shows the Baseline
control scheme with integrators and gains; by increasing the gains (gi), the system response
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time). The fuzzy surfaces that characterize each of the two controllers (controller input-output
maps) behave similarly to an inverse tangent curve, designed in order to diminish the effect of
rapid changes in the errors (vi) to avoid the transient spike effects seenwith the gain scheduled
controller.
The response of this Baseline scheme, for the same current trajectory (Figure 13(a)), is shown
in Figure 17 (a,b, and c). Compared to the results of the gain scheduled control, the air mass
flow rate has improved (less transient effect with less steady state errors). However, lag is
noticeable in the response due to the integrator; note, for example, in the transient at t = 40
seconds, more than a half second is needed to reach a 5% settling time. The cathode return
manifold pressure responses improve, but still suffer from transient spikes. The air excess
ratio is now almost at 2 most of the time; however, spikes are still noticeable, particularly at
t = 120 seconds, which could damage the fuel cell.

5.2.2 Addition of feedforward component
The two deficiencies of the Baseline design can be remedied with simple feedforward
components. The first deficiency is the slow response of the compressor air mass flow rate.
This can be improved by adding a nonlinear feedforward term that is based on the steady
state plant inverse response. In so doing, we remove the first integrator to further increase the
speed of the response. The second deficiency of the Baseline controller is presence of transient
spikes in the cathode return manifold pressure. Decreasing the gain of the integrator has a
positive effect, but a proportional gain is needed to obtain a faster response. Figure 16(b)
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(a) Excess of air (b) Air mass flow rate

(c) Cathode pressure (d) Excess of air

(e) Air mass flow rate (f) Cathode pressure

Fig. 17. Response of Baseline rule-based controller (a, b, and c) and Baseline with
feedforward component (d, e, and f).

shows a schematic for the addition of feedforward component, with proportional gain.
Figure 17 (d, e, and f) shows the results obtained using this final control architecture.
Compared to the Baseline scheme, the air mass flow rate response is now faster, since it takes
0.1 seconds for 5% settling time. Also, the transient spikes in the cathode return manifold
pressure response have been successfully eliminated; this was a particularly difficult issue
for all of the techniques used in this study. The air excess ratio response for this scheme is
particularly good, essentially achieving a value of 2 throughout, with a maximum excursion
of 0.2 at t = 120 seconds.
In addition to the desirable performance on the nonlinear truth model, one of the major
advantages of using the rule-based controller is the fact that an observer (to estimate system
states) is not needed. On the other hand, a drawback is that more calculations are needed
in computing the implied fuzzy sets and the final control input value (Passino & Yurkovich,
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1998); this effect is evident if we compare the time needed for these simulations compared to
the simulations of the gain scheduled controller (roughly a factor of three different). Another
disadvantage is the add-hoc nature of this technique, requiring the designer to be familiar
with the system in order to efficiently tune the membership functions to achieve the best
performance. However, experience gained in the linear and gain-scheduled control designs is
useful here.

6. Performance comparison

Although the controllers developed heretofore performedwell in simulation on the nonlinear
truth model, which contains a variety of nonlinearities and maps, an important consideration
is the capability of the controllers to perform adequately in the presence of realistic
disturbances and uncertainties that may be experienced in typical operation. In this
section, we consider three types of uncertainties that are typically not predicted by a model:
disturbances, unmodeled dynamics (time delay), actuator limits, and input noise. In the
analysis of this section, we compare the final (observer-based) gain-scheduled-interpolated
controller with the final rule-based controller. Although there are several quantities of interest
in the fuel cell system as a whole, these comparative studies will focus on the response of the
compressor air mass flow, the cathode returnmanifold pressure, and the excess of air, because
these are the most important variables in this PEM-FC model.

6.1 Disturbances
It is well known that the ionic conductivity of the membrane in a PEM-FC system is dependent
upon its water content (McKay et al., 2005). Recall that for the model of this study, the
inlet humidity level was considered constant at 0.6. Thus, a critical disturbance to consider
for this model and the subsequent control design is uncertainty (disturbance) in the inlet
humidity level, which directly affects the plant input. The response to significantly increased
(or decreased) humidity levels, from the value assumed in the model-based control design,
would be expected to degrade somewhat; the degree of degradation for each control scheme
developed is of concern in this section.
First for the gain-scheduled control scheme developed earlier, we investigate the effect of
changing the humidity inlet input to the FC-Model response by examining two values, 0.4
and 0.8, representing a 33% decrease and increase, respectively. Figure 18 (a, b, and c) shows
the response of the systemwith 0.4 and 0.8 inlet humidity input (in separate traces on the same
sizes). Clearly, the air mass flow rate was not affected by changing the inlet humidity because
the compressor air mass flow rate is measured before the humidification process. However,
an effect is evident on the cathode return manifold pressure. When the relative humidity
is less than the value for which the control was designed (0.4 versus 0.6), a pressure lower
than the desired response results; the effect is opposite for the higher humidification case.
This is expected, since the cathode return manifold pressure mainly depends on the cathode
pressure, which is affected by the inlet humidity level. The effect is manifested in steady state
errors that reach 1.5%, as well as in a pronounced increase in transient spikes. Furthermore,
the overshoot in the return manifold pressure reaches 11.3% in some transients. The excess
air ratio is not affected since it depends on the response of the air mass flow rate. The same
arguments apply when the inlet humidity level is increased to 0.8, except that the steady state
errors are smaller, but higher overshoot occurs in both the return manifold pressure and the
excess of air response.
The rule-based control copes with an inlet humidity level disturbance much better than the
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Fig. 17. Response of Baseline rule-based controller (a, b, and c) and Baseline with
feedforward component (d, e, and f).
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Figure 17 (d, e, and f) shows the results obtained using this final control architecture.
Compared to the Baseline scheme, the air mass flow rate response is now faster, since it takes
0.1 seconds for 5% settling time. Also, the transient spikes in the cathode return manifold
pressure response have been successfully eliminated; this was a particularly difficult issue
for all of the techniques used in this study. The air excess ratio response for this scheme is
particularly good, essentially achieving a value of 2 throughout, with a maximum excursion
of 0.2 at t = 120 seconds.
In addition to the desirable performance on the nonlinear truth model, one of the major
advantages of using the rule-based controller is the fact that an observer (to estimate system
states) is not needed. On the other hand, a drawback is that more calculations are needed
in computing the implied fuzzy sets and the final control input value (Passino & Yurkovich,
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with the system in order to efficiently tune the membership functions to achieve the best
performance. However, experience gained in the linear and gain-scheduled control designs is
useful here.

6. Performance comparison

Although the controllers developed heretofore performedwell in simulation on the nonlinear
truth model, which contains a variety of nonlinearities and maps, an important consideration
is the capability of the controllers to perform adequately in the presence of realistic
disturbances and uncertainties that may be experienced in typical operation. In this
section, we consider three types of uncertainties that are typically not predicted by a model:
disturbances, unmodeled dynamics (time delay), actuator limits, and input noise. In the
analysis of this section, we compare the final (observer-based) gain-scheduled-interpolated
controller with the final rule-based controller. Although there are several quantities of interest
in the fuel cell system as a whole, these comparative studies will focus on the response of the
compressor air mass flow, the cathode returnmanifold pressure, and the excess of air, because
these are the most important variables in this PEM-FC model.

6.1 Disturbances
It is well known that the ionic conductivity of the membrane in a PEM-FC system is dependent
upon its water content (McKay et al., 2005). Recall that for the model of this study, the
inlet humidity level was considered constant at 0.6. Thus, a critical disturbance to consider
for this model and the subsequent control design is uncertainty (disturbance) in the inlet
humidity level, which directly affects the plant input. The response to significantly increased
(or decreased) humidity levels, from the value assumed in the model-based control design,
would be expected to degrade somewhat; the degree of degradation for each control scheme
developed is of concern in this section.
First for the gain-scheduled control scheme developed earlier, we investigate the effect of
changing the humidity inlet input to the FC-Model response by examining two values, 0.4
and 0.8, representing a 33% decrease and increase, respectively. Figure 18 (a, b, and c) shows
the response of the systemwith 0.4 and 0.8 inlet humidity input (in separate traces on the same
sizes). Clearly, the air mass flow rate was not affected by changing the inlet humidity because
the compressor air mass flow rate is measured before the humidification process. However,
an effect is evident on the cathode return manifold pressure. When the relative humidity
is less than the value for which the control was designed (0.4 versus 0.6), a pressure lower
than the desired response results; the effect is opposite for the higher humidification case.
This is expected, since the cathode return manifold pressure mainly depends on the cathode
pressure, which is affected by the inlet humidity level. The effect is manifested in steady state
errors that reach 1.5%, as well as in a pronounced increase in transient spikes. Furthermore,
the overshoot in the return manifold pressure reaches 11.3% in some transients. The excess
air ratio is not affected since it depends on the response of the air mass flow rate. The same
arguments apply when the inlet humidity level is increased to 0.8, except that the steady state
errors are smaller, but higher overshoot occurs in both the return manifold pressure and the
excess of air response.
The rule-based control copes with an inlet humidity level disturbance much better than the
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(a) Excess of air (b) Air mass flow rate

(c) Cathode pressure (d) Excess of air

(e) Air mass flow rate (f) Cathode pressure

Fig. 18. Response of gain-scheduled control (a, b, and c) and rule-based control (d, e, and f)
with disturbance

gain scheduled control. Figure 18 (d, e, and f) shows the response for both cases, 0.4 and 0.8
inlet humidity levels. The increased performance of this scheme is evident in terms of the
cathode return manifold pressure response. The steady state error is less than 0.1% and the
overshoot is less than 3%, which is very good considering the size of the disturbance. The
excess air ratio was not affected, since it depends on the response of the air mass flow rate.

6.2 Unmodeled dynamics (time delay)
Unmodeled dynamics represented by a time delay due in the sensor dynamics will now be
introduced and simulated. In this implementation, the time delay has been added to both
outputs (compressor air flow rate and cathode return manifold pressure) before being fed to
the observer (in the case of the gain scheduling scheme) and before being fed to the control
decision blocks (in the case of the rule-based control scheme).
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(a) Excess of air (b) Air mass flow rate

(c) Cathode pressure (d) Excess of air

(e) Air mass flow rate (f) Cathode pressure

Fig. 19. Response of gain-scheduled control (a, b, and c) and rule-based control (d, e, and f)
with sensor time delay.

The delay is gradually increased until the gain schedule controller scheme started to exhibit
unstable behavior. The maximum sensor delay reached, while still exhibiting a reasonable
response, is 10 milliseconds. The controller is sluggish, and noticeable transient spikes can
be observed in Figure 19 (a, b, and c). On the other hand, for the rule-based controller, the
same time delay applied to the sensors once again results in comparatively good behavior in
the presence of this uncertainty. Figure 19 (d, e, and f) shows the response, where only small
fluctuations in the pressure response are evident, which does not exceed 1% of the steady state
value.

6.3 Actuator limits
The final robustness test in this study investigates controller performance when the actuators
undergo some limitation in authority. Two experiments are performed; the first assumes that
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cathode return manifold pressure response. The steady state error is less than 0.1% and the
overshoot is less than 3%, which is very good considering the size of the disturbance. The
excess air ratio was not affected, since it depends on the response of the air mass flow rate.

6.2 Unmodeled dynamics (time delay)
Unmodeled dynamics represented by a time delay due in the sensor dynamics will now be
introduced and simulated. In this implementation, the time delay has been added to both
outputs (compressor air flow rate and cathode return manifold pressure) before being fed to
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The delay is gradually increased until the gain schedule controller scheme started to exhibit
unstable behavior. The maximum sensor delay reached, while still exhibiting a reasonable
response, is 10 milliseconds. The controller is sluggish, and noticeable transient spikes can
be observed in Figure 19 (a, b, and c). On the other hand, for the rule-based controller, the
same time delay applied to the sensors once again results in comparatively good behavior in
the presence of this uncertainty. Figure 19 (d, e, and f) shows the response, where only small
fluctuations in the pressure response are evident, which does not exceed 1% of the steady state
value.

6.3 Actuator limits
The final robustness test in this study investigates controller performance when the actuators
undergo some limitation in authority. Two experiments are performed; the first assumes that
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(a) Excess of air (b) Air mass flow rate

(c) Cathode pressure (d) Excess of air

(e) Air mass flow rate (f) Cathode pressure

Fig. 20. Response of gain-scheduled control (a, b, and c) and rule-based control (d, e, and f)
with actuator limits.

the compressor response is slower than the modeled speed-driven screw compressor, where
the acceleration of the compressorwas limited to 200 RPM/s. The second experiment assumes
that the valve opening rate is limited to 25% per second.
Consider first the observer based gain-scheduled controller. Figure 20 (a, b, and c) are
reasonable, where two traces (one for limited compressor response, CMP, and the other for
valve opening rate). As we mentioned earlier, the compressor air flow and the cathode
return manifold pressure both have a mild coupling. Therefore, we notice that when we
limited the compressor acceleration, the air mass flow rate was affected much more than the
return manifold pressure. Limiting the valve opening acceleration affected the compressor
air flow rate, but only slightly. Nevertheless, it did clearly affect the return manifold pressure,
especially at the transients where we see spikes that did not exist before. Notice also the spikes
observed in the excess air ratio response; the compressor is not able to provide the air needed

338 New Trends and Developments in Automotive System Engineering On the Control of Automotive Traction PEM Fuel Cell Systems 31

as fast as the FC desires, and effect which could harm the stack and reduce the durability of
the FC.
Applying the same two parametric uncertainty experiments to the system controlled by a
rule-based controller results in the traces shown in Figure 20 (d, e, and f). When limiting the
compressor acceleration, a slow response in the air flow results as in the case of gain-scheduled
control system. However, limiting the valve opening acceleration results in fewer transient
spikes compared to the gain-scheduled controller. The excess air ratio behavior is reasonable
under this uncertainty, althoughwe should point out that limiting the compressor acceleration
will affect the air flow rate and therefore the excess air ratio. In fact, neither controller
completely overcame this uncertainty.

6.4 Input noise
The last robustness test is to check the effect of the noise. To achieve this, random number
generators are added to the FC system input signals. The parameters of the noise generated
are chosen to be zeromeanwith the variance equal to 3% of input steady state values at I=80A.
This time, the responses for both control techniques are plotted on the same axes to make the
comparison easier. From Figure 21, it is clear that the rule-based controller is more robust to
input noise than the gain-scheduling controller. This is clear in all of the responses, especially
the cathode return manifold pressure and the excess air. For the rule-based response, we do
not see large spikes and the variance of the response from the desired trajectory is not large
compared to the response of the gain-scheduled controller.

7. Conclusion

Beginning with a highly nonlinear model, a simplified, reduced-order control-oriented model
was obtained by linearizing about a nominal operating point. We then investigated linear

(a) Excess of air (b) Air mass flow rate

(c) Cathode pressure

Fig. 21. The response of both controllers with input noise.
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Fig. 20. Response of gain-scheduled control (a, b, and c) and rule-based control (d, e, and f)
with actuator limits.

the compressor response is slower than the modeled speed-driven screw compressor, where
the acceleration of the compressorwas limited to 200 RPM/s. The second experiment assumes
that the valve opening rate is limited to 25% per second.
Consider first the observer based gain-scheduled controller. Figure 20 (a, b, and c) are
reasonable, where two traces (one for limited compressor response, CMP, and the other for
valve opening rate). As we mentioned earlier, the compressor air flow and the cathode
return manifold pressure both have a mild coupling. Therefore, we notice that when we
limited the compressor acceleration, the air mass flow rate was affected much more than the
return manifold pressure. Limiting the valve opening acceleration affected the compressor
air flow rate, but only slightly. Nevertheless, it did clearly affect the return manifold pressure,
especially at the transients where we see spikes that did not exist before. Notice also the spikes
observed in the excess air ratio response; the compressor is not able to provide the air needed
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as fast as the FC desires, and effect which could harm the stack and reduce the durability of
the FC.
Applying the same two parametric uncertainty experiments to the system controlled by a
rule-based controller results in the traces shown in Figure 20 (d, e, and f). When limiting the
compressor acceleration, a slow response in the air flow results as in the case of gain-scheduled
control system. However, limiting the valve opening acceleration results in fewer transient
spikes compared to the gain-scheduled controller. The excess air ratio behavior is reasonable
under this uncertainty, althoughwe should point out that limiting the compressor acceleration
will affect the air flow rate and therefore the excess air ratio. In fact, neither controller
completely overcame this uncertainty.

6.4 Input noise
The last robustness test is to check the effect of the noise. To achieve this, random number
generators are added to the FC system input signals. The parameters of the noise generated
are chosen to be zeromeanwith the variance equal to 3% of input steady state values at I=80A.
This time, the responses for both control techniques are plotted on the same axes to make the
comparison easier. From Figure 21, it is clear that the rule-based controller is more robust to
input noise than the gain-scheduling controller. This is clear in all of the responses, especially
the cathode return manifold pressure and the excess air. For the rule-based response, we do
not see large spikes and the variance of the response from the desired trajectory is not large
compared to the response of the gain-scheduled controller.

7. Conclusion

Beginning with a highly nonlinear model, a simplified, reduced-order control-oriented model
was obtained by linearizing about a nominal operating point. We then investigated linear
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Fig. 21. The response of both controllers with input noise.
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quadratic regulator control, with observer, for the reduced-order model, where shortcomings
due to the limited range of the linearization were evident. This led to the concept of gain
scheduling control, introduced for this architecture to allow operation in a wider range.
Simulation results showed that this technique does, indeed, allow a wider range of operation;
however, as expected, transient spikes appeared due to the fast switching in the region of
operation. Two methods were used to reduce theses spikes: interpolating the controller
gains, and reshaping the input trajectory. The two techniques reduce the undesirable
behavior considerably, but the response still has overshoot during the transients because
of the fast switching between regions of operation. A rule-based, output feedback control,
was implemented with fuzzy logic and coupled with a nonlinear feed-forward approach.
The resulting control system was examined under the same conditions applied to the first
two techniques. The rule-based controller achieved the best results in terms of the speed of
response and overall performance during the transients. Robustness of the gain-scheduled
control and the rule-based control to disturbance, time delay, actuators limits, and input noise
was investigated. Overall, the rule-based controller performed very well when the system
was subjected to these effects.
The contributions of this study include a high fidelity nonlinear model of a typical
fuel cell system (intended for automotive applications), formulation of a reduced order,
control-orientedmode suitable formodern control design, nonlinear control designs offered in
comparison, and a performance study for a range of uncertainties expected in typical system
operation. The control design methodologies chosen for comparison are straightforward and
effective, in keeping with the over riding intent of the work to maintain designs which would
be readily applied to an actual system.

8. References

Al-Durra, A., Yurkovich, S. & Guezennec, Y. (2007). Gain-Scheduled Control for
an Automotive Traction PEM Fuel Cell System, Proceedings of the 2007 ASME
International Mechanical Engineering Congress and Exposition .

Al-Durra, A., Yurkovich, S. & Guezennec, Y. (2010). Study of Nonlinear Control Schemes
for an Automotive Traction PEM Fuel Cell System, International Journal of Hydrogen
Energy (doi:10.1016/j.ijhydene.2010.07.046).
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quadratic regulator control, with observer, for the reduced-order model, where shortcomings
due to the limited range of the linearization were evident. This led to the concept of gain
scheduling control, introduced for this architecture to allow operation in a wider range.
Simulation results showed that this technique does, indeed, allow a wider range of operation;
however, as expected, transient spikes appeared due to the fast switching in the region of
operation. Two methods were used to reduce theses spikes: interpolating the controller
gains, and reshaping the input trajectory. The two techniques reduce the undesirable
behavior considerably, but the response still has overshoot during the transients because
of the fast switching between regions of operation. A rule-based, output feedback control,
was implemented with fuzzy logic and coupled with a nonlinear feed-forward approach.
The resulting control system was examined under the same conditions applied to the first
two techniques. The rule-based controller achieved the best results in terms of the speed of
response and overall performance during the transients. Robustness of the gain-scheduled
control and the rule-based control to disturbance, time delay, actuators limits, and input noise
was investigated. Overall, the rule-based controller performed very well when the system
was subjected to these effects.
The contributions of this study include a high fidelity nonlinear model of a typical
fuel cell system (intended for automotive applications), formulation of a reduced order,
control-orientedmode suitable formodern control design, nonlinear control designs offered in
comparison, and a performance study for a range of uncertainties expected in typical system
operation. The control design methodologies chosen for comparison are straightforward and
effective, in keeping with the over riding intent of the work to maintain designs which would
be readily applied to an actual system.

8. References

Al-Durra, A., Yurkovich, S. & Guezennec, Y. (2007). Gain-Scheduled Control for
an Automotive Traction PEM Fuel Cell System, Proceedings of the 2007 ASME
International Mechanical Engineering Congress and Exposition .

Al-Durra, A., Yurkovich, S. & Guezennec, Y. (2010). Study of Nonlinear Control Schemes
for an Automotive Traction PEM Fuel Cell System, International Journal of Hydrogen
Energy (doi:10.1016/j.ijhydene.2010.07.046).
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1. Introduction

In this paper, the experimental results for the design and operation of a special linear
electromagnetic motor as a variable engine valve actuator are presented. A detailed
description is given on the design procedure aimed at meeting the requirements of a high
dynamic range and low power consumption, including determinations of the actuator’s
topology and parameters, the force and the dynamic and power loss calculations. Moreover,
based on a nonlinear model, an adaptive two-stage observer is presented to tackle
unobservable points and achieve sensorless control. Further, this paper presents feasible
real-time self-tuning of an approximated velocity estimator based on measurements of
current and input voltage. The robustness of the velocity tracking is addressed using a
minimum variance approach. The effect of the noise is minimised, and the position can
be achieved through a two-stage structure between this particular velocity estimator and
an observer based on the electromechanical system. This approach avoids a more complex
structure for the observer and yields an acceptable performance and the elimination of bulky
position-sensor systems. A control strategy is presented and discussed as well. Computer
simulations of the sensorless control structure are presented in which the positive effects of
the observer with optimised velocity are visible in the closed-loop control.

2. Background and state of the art

With the recent rapid progress in permanent-magnet technology, especially through the
use of high-energy-density rare-earth materials, very compact and high-performance
electromagnetic linear actuators are now available. They open new possibilities for high-force
motion control in mechatronic applications, for which great flexibility, highly controlled
dynamics and precise positioning are required at the same time. In the last years, variable
engine valve control has attracted a lot of attention because of its ability to reduce pumping
losses (work required to draw air into the cylinder under part-load operation) and to increase
torque performance over a wider rage than conventional spark-ignition engines. Variable
valve timing also allows the control of internal exhaust gas recirculation, thereby improving
fuel economy and reducing NOx emissions. Besides mechanical and hydraulic variable
valvetrain options, electromagnetic valve actuators have been reported in the past, see Refs.
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(Ahmed & Theobald (1999)) and (Schlechter & Levin (1996)). Recent works mark technical
progress in this area, in particular, Refs. (Tai & Tsao (2003)), (Hoffmann & Stefanopoulou
(2001)) and (Peterson (2005)). Theoretically, electromagnetic valve actuators offer the highest
potential to improve fuel economy due to their control flexibility. In real applications,
however, the electromechanical valve actuators developed so far mostly suffer from high
power consumption and other control problems. Therefore, innovative concepts are required
to reduce the losses while keeping the actuator dynamic. In the first part of this paper,
the theoretical and experimental results for the design of a novel permanent-magnet linear
valve actuator are presented, allowing short-stroke high-dynamic operations combined with
low power losses. In the second part of the paper, a sensorless control is shown. In
such applications, sensorless control has always been a challenging problem when trying
to avoid bulky position-sensor systems. To realise this goal, it is necessary to create an
observer structure. The paper presents a two-stage observer. In particular, an approximated
velocity observer is proposed. The parameters of this velocity observer are optimised using
a technique similar to that presented in Ref. (Mercorelli (2009)). A second observer is
considered, through measurement of the current and the velocity estimated by the first
observer, to estimate the position of the valve. The paper is organised as follows. In Section
3, a new actuator design is shown. Section 4 is devoted to the analysis of the model. Next, an
observability analysis is performed in Section 5. Section 6 shows the approximated velocity
observer (first-stage) and its optimisation. Section 7 shows the design position observer
(second-stage). In Section 8, a control strategy is presented and discussed. Section 9 presents
computer simulations of the sensorless control structure, in which the positive effects of the
optimised velocity observer are visible in the closed-loop control. The conclusions and future
work close the paper.

3. Design specications and actuator design

A sketch of an electromagnetic valve shaft is shown in the left part of Fig. 1 and its typical
valve movement required by engine operation is show in the right part of Fig. 1. The
variable stroke needed is between 0 and 8 mm and is to be realised within a time interval
of about 4 ms. Thus, high accelerations up to 4,000 m/s2 have to be achieved, even in the
case of large disturbances due to a strong cylinder pressure acting against the exhaust valve
opening. For this reason, high forces coupled with a low moving mass are essential for
actuator design. Furthermore, copper loss and the physical size of the actuator are also very
important parameters to be considered.
Most electromechanical valve actuators reported so far are based on the principle of
electromagnets see Refs. (Furlani (2001) & Butzmann et al. (2000)), utilising Maxwell
attracting forces at both ends of the motion range. This operation principle is simple to
implement, difficult to control and specifically lacks the ability to influence the valve motion
in the middle range. Thus, variable opening strokes, which have recently been proven to be
efficient for engine operation, are rarely possible. For this reason, we considered linear motors
as valve actuators to allow for the ability to control the motion in the total range, including
positioning the valve at every specified stroke. Due to the limited mounting space in the
focused application, we chose perpendicularly formed linear motors. The actuator width was
restricted to around 36 mm. As the main design goal was to have a high acceleration and low
power loss at the same time, we used the following quality function Q as the design criterion
to be minimised:
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Fig. 1. Left: Electromagnetic actuators. Right: Opening and closing loop for valve operation
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F
, (1)

where Pv is the copper loss, a is the possible acceleration, m is the mass (moving part of the
actuator and the valve), and F is the actuator force. Different permanent-magnet actuator
topologies using NdFeB magnets were considered for the design. In this paper, we present
a design study based on the following moving-magnet reluctance DC-actuator, whose basic
element is shown in the left part of Fig. 2. One of the shortages of conventional linear motors
in this application is the linear dependence between the desired force and the required current
density (the Maxwell attracting force is quadratic to the current and inversely quadratic to
the distance between the valve armature and the electromagnets). Thus, one needs high
currents to generate high forces. Therefore, to reduce maximally the electrical power loss
during normal valve operation, we use a spring oscillator supporting the periodic motion.
The initial considerations for our actuator design are therefore based on a spring-mass system.
The start and end positions of the system have high spring forces to give the moving part
high accelerations. On the other hand, in conventional electromechanical valve actuators, it is
usually necessary to have a constant hold current generating an electromagnetic force against
the spring force at the end positions to keep the valve unmoved during the closed and opened
phases (most of the time). This causes additional non-negligible power loss. In our design,
we combine the linear motor with a reluctance armature using permanent magnets, such that
the actuator can be kept at the end positions without a holding current. Furthermore, the
reluctance force can be influenced by a coil current in such a way that a very high acceleration
is possible. The principle topology of the novel-reluctance linear motor is depicted in the left
part of Fig. 2. The stator of the actuator consists of a laminated iron core divided into two
parts with a copper coil embedded in it. The armature sitting between the stator packages
is built of thin permanent-magnet plates mechanically connected to each other. To produce
a small moving mass, NdFeB magnets with a high energy density are used. Our basic idea
is to utilise the position-dependent reluctance force to generate forces of different signs. In
the case where the permanent magnets are in the position shown in the left part of Fig. 2
(valve closed), a magnetic flux is generated in the iron poles. This flux leads to a negative
(i.e., valve opening) reluctance force in the y-direction without a current flowing in the coil.
When the magnets are in the position at the opposite end, the same functional mechanism
enables a reluctance force with a positive sign (valve opened). With an actively controlled
current with different directions in the coils, it is possible to increase, reduce or reverse the
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Fig. 2. Left: Basic element of the linear reluctance motor. Right: Calculated force depending
of position and current (bl - neg. current, rd - no current, viol. - pos. current)

force. Obviously, this effect is determined by the geometry of the permanent magnets and
iron poles with respect to each other and by the electrical current used. One important design
criterion is the following. In the totally closed or opened valve position, the electromagnetic
force (holding force) must be of the opposite sign and slightly stronger than the spring force to
achieve low power consumption. In the right part of Fig. 2, the calculated position-dependent
characteristics of the force generation using different current densities are presented. The
calculation was
done using the finite-element tool ANSYS. It can be easily seen that if we put the holding
position at −5 mm, there will be a reasonable negative holding force available. On the other
hand, in the range of about −4 to −3 mm, a large acceleration force can be generated. Thus,
by applying some suitable strategy, it is possible to combine both properties for an optimal
motion. For this particular purpose, we designed a special system with separated hold
and start positions for the valve. There are two different springs within the system: one
valve spring connected with the valve shaft and one motor spring connected with the motor
armature. They are identically built but have opposite unstressed points. In total, they act
as a resulting spring in the motion range between 4 and −4 mm. After having seated the
valve at 4 mm: however, the permanent-magnet armature with the motor spring continues
to move to the hold position at 5 mm controlled by electronics. To open the valve, one must
apply a proper current to release the motor from the hold position, travel to the top end of the
valve shaft and make the valve move by generating the maximum reluctance force. In this
way, the motor-spring system can be used at a very high efficiency, and an overall reduced
power consumption can be achieved. Of course, a smooth motion is only possible using
a sophisticated control strategy. The base element shown in the left part of Fig. 2 can be
connected in series to obtain higher forces. Generally, due to the weight of the valve shaft, it is
theoretically better to have more poles, enabling a higher acceleration. However, there are also
tight limits for both the actuator volume and the material costs. We determined during our
design process that some optimum can be reached using a four-pole or a six-pole topology.
The left par of Fig. 3 shows such an actuator arrangement with its calculated force in position
and current dependence depicted in the right part of Fig. 3. Clearly, combinedwith the spring,
acceleration forces of 600 N or even larger values are possible. Such high forces are needed to
open the exhaust valve against the gas pressure coming from the combustion chamber.
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Fig. 3. Left: Actuator with 6 poles (valve position at −4 mm, i.e. in the opened position).
Right: Reluctance force depending on position and current densities in a 6-pole motor
(negative force - moving down).

Having determined the proper topology, we extensively used finite-element calculation to
optimise the dimensions of the actuator. The actuator’s outer width, height and depth are
limited by the available mounting space and are very restrictive. The maximum width
allowed is about 36 mm. Thus, subtracting the air gap of 0.5 mm on both sides of the armature,
the remaining width is available for the stator and armature magnet systems. The operating
point of the iron parts is defined to have a slight saturation, resulting in an effective use of
the iron material and good performance. Based on these considerations, adjustments of the
dimensions were made to ensure optimal operating points of the magnets and iron parts.
While the actuator geometry parameters in the width direction are important for the reachable
magnetic flux density in the air gaps, the parameters in the height are also essential for the
form of the force curves (position dependence). One of the design goals is to have distinctive
high forces using a negative current at the beginning of the valve opening phase (position
4− 2 mm )and, on the other hand, to obtain a reasonable holding force without current. This
is because if there is a high gas pressure (some hundred Newtons) acting against the valve
opening, it will decrease very rapidly after the opening phase has begun. Therefore, the higher
the available reluctance force at the beginning, the faster the reduction of the gas
pressure that will follow, leading to a better motion dynamic and reduced copper loss.
That is, we did not look for an as-constant-as-possible motor but for a nonlinear force
curve adapted to the motion conditions. This is one of the special design aspects for
the presented actuator. After having fixed some basic design parameters, the forces were
calculated by finite-element calculation, and the quality function Q was evaluated to assess
the performance. Subsequently, iterative calculations based on an optimisation strategy
were carried out to optimise the design step-by-step, also taking into account the nonlinear
saturation and leakage effects. As above mentioned, this optimisation procedure started
using the finite-element tool ANSYS. In the left part of Fig. 4, a diagram used inside
this optimization procedure excerpted from ANSYS program is shown. The iteration was
also supported by dynamic simulations to determine the overall power loss during a total
engine operation cycle at different speeds. For this purpose, a complex dynamic simulation
model including the actuator, power electronics and simple control loops was developed and
coupled with the FEM calculations. At the end of this process, a novel linear reluctance
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force. Obviously, this effect is determined by the geometry of the permanent magnets and
iron poles with respect to each other and by the electrical current used. One important design
criterion is the following. In the totally closed or opened valve position, the electromagnetic
force (holding force) must be of the opposite sign and slightly stronger than the spring force to
achieve low power consumption. In the right part of Fig. 2, the calculated position-dependent
characteristics of the force generation using different current densities are presented. The
calculation was
done using the finite-element tool ANSYS. It can be easily seen that if we put the holding
position at −5 mm, there will be a reasonable negative holding force available. On the other
hand, in the range of about −4 to −3 mm, a large acceleration force can be generated. Thus,
by applying some suitable strategy, it is possible to combine both properties for an optimal
motion. For this particular purpose, we designed a special system with separated hold
and start positions for the valve. There are two different springs within the system: one
valve spring connected with the valve shaft and one motor spring connected with the motor
armature. They are identically built but have opposite unstressed points. In total, they act
as a resulting spring in the motion range between 4 and −4 mm. After having seated the
valve at 4 mm: however, the permanent-magnet armature with the motor spring continues
to move to the hold position at 5 mm controlled by electronics. To open the valve, one must
apply a proper current to release the motor from the hold position, travel to the top end of the
valve shaft and make the valve move by generating the maximum reluctance force. In this
way, the motor-spring system can be used at a very high efficiency, and an overall reduced
power consumption can be achieved. Of course, a smooth motion is only possible using
a sophisticated control strategy. The base element shown in the left part of Fig. 2 can be
connected in series to obtain higher forces. Generally, due to the weight of the valve shaft, it is
theoretically better to have more poles, enabling a higher acceleration. However, there are also
tight limits for both the actuator volume and the material costs. We determined during our
design process that some optimum can be reached using a four-pole or a six-pole topology.
The left par of Fig. 3 shows such an actuator arrangement with its calculated force in position
and current dependence depicted in the right part of Fig. 3. Clearly, combinedwith the spring,
acceleration forces of 600 N or even larger values are possible. Such high forces are needed to
open the exhaust valve against the gas pressure coming from the combustion chamber.
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Having determined the proper topology, we extensively used finite-element calculation to
optimise the dimensions of the actuator. The actuator’s outer width, height and depth are
limited by the available mounting space and are very restrictive. The maximum width
allowed is about 36 mm. Thus, subtracting the air gap of 0.5 mm on both sides of the armature,
the remaining width is available for the stator and armature magnet systems. The operating
point of the iron parts is defined to have a slight saturation, resulting in an effective use of
the iron material and good performance. Based on these considerations, adjustments of the
dimensions were made to ensure optimal operating points of the magnets and iron parts.
While the actuator geometry parameters in the width direction are important for the reachable
magnetic flux density in the air gaps, the parameters in the height are also essential for the
form of the force curves (position dependence). One of the design goals is to have distinctive
high forces using a negative current at the beginning of the valve opening phase (position
4− 2 mm )and, on the other hand, to obtain a reasonable holding force without current. This
is because if there is a high gas pressure (some hundred Newtons) acting against the valve
opening, it will decrease very rapidly after the opening phase has begun. Therefore, the higher
the available reluctance force at the beginning, the faster the reduction of the gas
pressure that will follow, leading to a better motion dynamic and reduced copper loss.
That is, we did not look for an as-constant-as-possible motor but for a nonlinear force
curve adapted to the motion conditions. This is one of the special design aspects for
the presented actuator. After having fixed some basic design parameters, the forces were
calculated by finite-element calculation, and the quality function Q was evaluated to assess
the performance. Subsequently, iterative calculations based on an optimisation strategy
were carried out to optimise the design step-by-step, also taking into account the nonlinear
saturation and leakage effects. As above mentioned, this optimisation procedure started
using the finite-element tool ANSYS. In the left part of Fig. 4, a diagram used inside
this optimization procedure excerpted from ANSYS program is shown. The iteration was
also supported by dynamic simulations to determine the overall power loss during a total
engine operation cycle at different speeds. For this purpose, a complex dynamic simulation
model including the actuator, power electronics and simple control loops was developed and
coupled with the FEM calculations. At the end of this process, a novel linear reluctance
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Fig. 4. Left: Flux density and magnetic field distribution (position 3mm, current density
−15 A/mm2). Right: Mechanical structure with valve coupling.

actuator with excellent dynamic parameters and low power losses was derived. The right
part of Fig. 4 shows the mechanical structure of the actuator connected with the engine valve.
In Table 1, some of the most interesting parameters of the developed actuator are given. It is
easy to recognise that the specified technical characteristics were fully reached.

4. Description of the model

The electromagnetic actuator depicted in the left part of Fig. 3 can bemodelledmathematically
in the following way:

diCoil(t)

dt
= −RCoil

LCoil
iCoil(t) +

uin(t)− uq(t)

LCoil
, (2)

dy(t)

dt
= v(t), (3)

Moving mass: 157 g
(including an 50 g valve)

maximum opening force 625 N
(for −20 A/mm2)

maximum acceleration 3981 m/s2

loss per acceleration 0.015
quality function QWs2/m

Dimensions: 36 * 61.5 *100
W ∗H ∗Dmm

volume: 222 mm3

magnet mass: 60 g
copper wire: 48 m (ca. 0.4 kg)

stator iron package: 490 g

Table 1. Parameters of the actuator (6 poles)
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dv(t)

dt
=

f (iCoil(t),y(t))

m
iCoil(t) +

−kdv(t)− k f y(t) + F0(t)

m
, (4)

where

f (iCoil(t),y(t)) = Flin(y(t), iCoil(t)) + Fsin(y(t), iCoil(t)), (5)

uq(t) = k1
(
y(t) + sign(y(t))k2

)
v(t), (6)

and f (iCoil(t),y(t)) = iCoil(t)k1
(
y(t) + sign(y(t))k2

)
+ Fsin(y(t), iCoil(t)), (7)

where k1 and k2 are physical constants. The non-linear electromagnetic force generation can
be separated into two parallel blocks, Fsin(y(t)) and Flin(y(t), iCoil(t)), corresponding to the
reluctance effect and the Lorentz force, respectively:

f (y(t), iCoil(t)) = Fsin(y(t)) + Flin(y(t), iCoil(t)) (8)

with the following approximation equations

Fsin(y(t)) = F0,max sin(2πy(t)/d) (9)

and Flin(y(t), iCoil(t)) = k1
(
y(t) + sign(y(t))k2

)
iCoil(t). (10)

RCoil and LCoil are the resistance and the inductance, respectively, of the coil windings, uin(t)
is the input voltage and uq(t) is the induced emf. iCoil(t), y(t), v(t) and m are the coil
current, position, velocity and mass of the actuator respectively, while kdv(t), k f y(t) and F0(t)
represent the viscose friction, the total spring force and the disturbance force acting on the
valve, respectively.

5. Observability analysis

Definition 1 Given the following nonlinear system:

ẋ(t) = f(x(t)) + g(x(t))u(t) (11)

y(t) = h(x(t)), (12)

where x(t) ∈ �n, u(t) ∈ �m, and y ∈ �p, a system in the form of Eqs. (11) and (12) is said to be
locally observable at a point x0 if all states x(t) can be instantaneously distinguished by a judicious
choice of input u(t) in a neighbourhood U of x0 (Hermann & Krener (1997)), (Kwatny & Chang
(2005)). �

Definition 2 For a vector x ∈ �n, a real-valued function h(x(t)), which is the derivative of h(x(t))
along f according to Ref. (Slotine (1991)) is denoted by

Lfh(x(t)) =
n

∑

i=1

dh(x(t))

dxi(t)
fi(x(t)) =

dh(x(t))

dx(t)
f(x(t)).
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part of Fig. 4 shows the mechanical structure of the actuator connected with the engine valve.
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valve, respectively.
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Function Lfh(x(t)) represents the derivative of h first along a vector field f(x(t)). Function Lifh(x(t))
satisfies the recursion relation

dLifh(x(t)) =
dLi−1

f h(x(t))

dx(t)
f(x(t)) (13)

with L0f h(x(t)) = h(x(t)). �

Test criteria can be derived according to the local observability definitions (Hermann & Krener
(1997)), (Kwatny & Chang (2005)). In particular, if u(t) = 0 the system is called ”zero input
observable,” which is also important for this application because if a system is zero input
observable, then it is also locally observable (Xia & Zeitz (1997)). In fact, the author in Ref.
Fabbrini et al. (2008) showed how an optimal trajectory, derived from a minimum power
consumption criterion, is achieved by an input voltage that is zero or very close to zero for
some finite time intervals.

Rank Condition 1 The system described in Eqs. (11) and (12) is autonomous if u(t) = 0. The
following rank condition (Hermann & Krener (1997)), (Kwatny & Chang (2005)) is used to determine
the local observability for the nonlinear system stated in Eq. (11). The system is locally observable if
and only if

dim
�
O(x0)

�
= dl(x(t))

dx(t)

���
x0
= n, where l(x(t)) =

⎡
⎣

L0f (h(x(t)))
Lf(h(x(t)))
L2f (h(x(t)))

⎤
⎦ .

�

Applying the above criterion with x(t) =

⎡
⎣

iCoil(t)
y(t)
v(t)

⎤
⎦ and h(x(t)) = iCoil(t), then

dL0f h(x(t)) =
dh

dx(t)
=

�
1 0 0

�
, (14)

Lfh(x(t)) = −RCoil

LCoil
ICoil(t)−

uq(t)

LCoil
, (15)

dLfh(x(t)) =
1

LCoil

�
−RC − duq(t)

dy(t)
− duq(t)

dv(t)

�
, (16)

where
duq(t)

dy(t)
= k1v(t)

and
duq(t)

dv(t)
= k1

�
y(t) + sign(y(t))k2

�
.

According to the definition in Eq. (2), then

L2fh(x(t)) =
dLfh(x(t))

dx(t)
f(x(t)),
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dLfh(x(t))

dx(t)
f(x(t)) = − 1

LCoil

�
RCoil

�
− RCoil

LCoil
ICoil(t)−

uq(t)

LCoil

�
+

duq(t)

dy(t)
v(t) +

duq(t)

dv(t)

dv(t)

dt

�
.

(17)
For the sake of notation,

dL2f h(x(t)) =
�
M1(t) M2(t) M3(t)

�
,

where M1(t), M2(t) and M3(t) are functions of the variables iCoil(t), y(t) and v(t). In
particular, it is useful to note that the term

M2(t) =
RCol

L2Coil

duq(t)

dy(t)
− 1

LCoil

� d2uq(t)

dy(t)2
v(t) +

duq(t)

dy(t)
v(t)+

d

dy(t)

� duq(t)

dv(t)

� dv(t)
dt

+
duq(t)

dv(t)

d

dy(t)

� dv(t)

dt

��
(18)

and

M3(t) =
RCoil

L2Coil

duq(t)

dv(t)
+

2

L2Coil

F0,maxπ

d
cos

�πy(t)

d

�
v(t) +

duq(t)

dv(t)

d

dv(t)

� dv(t)

dt

�
. (19)

Matrix O(x0) becomes

O(x0) =

⎡
⎢⎣

1 0 0

−RC − duq(t)
dy(t)

− duq(t)
dv(t)

M1(t) M2(t) M3(t)

⎤
⎥⎦ . (20)

If set x0 = {v(t) = 0,y(t) = 0} is considered, then matrix (20) has not full rank. In fact, being
duq(t)
dv(t)

= k1
�
y(t) + sign(y(t))k2

�
, then

duq(t)
dv(t)

|x0 = 0; considering Eq. (19) calculated in x0, it

follows that M3(t) = 0. So it is shown that the third column of matrix (20) is equal to zero,
thus matrix (20) has not full rank.

If set x1 = {v(t) = 0} is considered, then matrix (20) has not full rank. In fact, being
duq(t)
dy(t)

=

k1v(t), then
duq(t)
dy(t)

|x1 = 0; if y(t) �= 0, then also
dv(t)
dt = 0 and considering Eq. (18) calculated in

x1, it follows that M2(t)|x1 = 0. So it is shown that the three rows of matrix (20) are linearly
dependent, and thus matrix (20) has not full rank.

Rank Condition 2 The system described in (11) and (12) is not autonomous if u(t) �= 0. The
following condition (Hermann & Krener (1997)), (Kwatny & Chang (2005)) is used to determine the
local observability for the nonlinear system stated in (11). The system is locally observable if and only
if

dim
�
O(x0)

�
=

dl(x(t))
dx(t)

���
x0
= n, where l(x(t)) =

⎡
⎢⎢⎣

L0f (h(x(t)))
Lf(h(x(t)))
L2f (h(x(t)))

LgLf(h(x(t)))

⎤
⎥⎥⎦ . �

351
An AdaptiveyTwo-Stage Observer in the Control of a
New Electromagnetic Valve Actuator for Camless Internal Combustion Engines



8 Trends and Developments in Automotive Engineering
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Test criteria can be derived according to the local observability definitions (Hermann & Krener
(1997)), (Kwatny & Chang (2005)). In particular, if u(t) = 0 the system is called ”zero input
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dx(t)
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LCoil

�
RCoil

�
− RCoil

LCoil
ICoil(t)−

uq(t)

LCoil

�
+

duq(t)

dy(t)
v(t) +

duq(t)

dv(t)

dv(t)

dt

�
.

(17)
For the sake of notation,
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�
,
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duq(t)
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LCoil
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dy(t)2
v(t) +

duq(t)

dy(t)
v(t)+

d

dy(t)

� duq(t)

dv(t)

� dv(t)
dt

+
duq(t)

dv(t)

d

dy(t)

� dv(t)

dt

��
(18)
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M3(t) =
RCoil

L2Coil

duq(t)

dv(t)
+

2

L2Coil

F0,maxπ

d
cos

�πy(t)

d

�
v(t) +

duq(t)

dv(t)

d

dv(t)

� dv(t)

dt

�
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O(x0) =

⎡
⎢⎣
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−RC − duq(t)
dy(t)

− duq(t)
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M1(t) M2(t) M3(t)

⎤
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�
y(t) + sign(y(t))k2

�
, then

duq(t)
dv(t)

|x0 = 0; considering Eq. (19) calculated in x0, it
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dim
�
O(x0)

�
=

dl(x(t))
dx(t)

���
x0
= n, where l(x(t)) =

⎡
⎢⎢⎣

L0f (h(x(t)))
Lf(h(x(t)))
L2f (h(x(t)))

LgLf(h(x(t)))

⎤
⎥⎥⎦ . �
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It is to note that LgLf(h(x(t))) =− RCoil

L2Coil
and that dLgLf(h(x(t))) = [0 0 0]. This means that,

even for a judicious choice of input u(t), no contribution to the observability set is given if
compared with the autonomous case provided above. The rank criteria provide sufficient and
necessary conditions for the observability of a nonlinear system. Moreover, for applications it
is useful to detect those sets where the observability level of the state variables decreases; thus,
a measurement of the observability is sometimes needed. A heuristic criterion for testing the
level of unobservability of such a system is to check where the signal connection between the
mechanical and electrical system decreases or goes to zero. Although this criterion does not
guarantee any conclusions about observability, it could be useful in an initial analysis of the
system. In fact, it is well-known that the observability is an analytic concept connected with
the concept of distinguishability. In the present case, the following two terms,

uq(t) = k1
(
y(t) + sign(y(t))k2

)
v(t) and f(iCoil(t),y(t))

are responsible for the feedback mentioned above. If the term uq(t)→ 0, and f(iCoil(t),y(t)) �=
0 when v(t)→ 0, then the above tests result in unobservability. In fact, as Eq. (4) for v(t)→ 0
is satisfied by more than one point position y(t), this yields the indistinguishability of the
states and thus the unobservability. If y(t) → 0, it is noticed that both terms uq(t) → 0
and f(iCoil(t),y(t)) → 0; nevertheless, Eq. (4) is unequivocally satisfied and this yields
observability. However, the ”level of observability,” if an observability function is defined
and calculated, decreases. In fact, if the observability is calculated as a function at this point,
it assumes a minimum.
The unobservable sets should be avoided in the observer design; thus, a thorough analysis of
the observability is important. Sensorless operations tend to perform poorly in low-speed
environments, as nonlinear observer-based algorithms work only if the rotor speed is high
enough. In low-speed regions, an open loop control strategy must be considered. One of the
first attempts to develop an open loop observer for a permanent motor drive is described in
Ref. (Wu & Slemon (1991)). In a more recent work (Zhu et al (2001)), the authors proposed a
nonlinear-state observer for the sensorless control of a permanent-magnet ACmachine, based
to a great extent on the work described in Refs. (Rajamani (1998)) and (Thau (1973)). The
approach presented in Refs. (Rajamani (1998)) and (Thau (1973)) consists of an observable
linear system and a Lipschitz nonlinear part. The observer is basically a Luenenberger
observer, in which the gain is calculated through a Lyapunov approach. In Ref. (Zhu et al
(2001)), the authors used a change of variables to obtain a nonlinear system consisting of an
observable linear part and a Lipschitz nonlinear part. In the work presented here, our system
does not satisfy the condition in Ref. (Thau (1973)); thus, a Luenenberger observer is not
feasible.

6. First-stage of the state observer design: open loop velocity observer

As discussed above, the proposed technique avoids a more complex non-linear observer, as
proposed in Refs. (Dagci et al. (2002)) and (Beghi et al. (2006)). A two-stage structure is used
for the estimation. An approximated open loop velocity observer is built from equation 2;
then, a second observer is considered which, through the measurement of the current and the
velocity estimated by the first observer, estimates the position of the valve. This technique
avoids the need for a complete observer. If the electrical part of the system is considered, then
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diCoil(t)

dt
=−RCoil

LCoil
iCoil(t) +

uin(t)− Cφ(iCoil(t),y(t))v(t)

LCoil
; (21)

considering that Cφ(y(t)) = k1(y(t) + sign(y(t))k2, and that if y(t) = 0 → sign(y(t)) = +1,
then ∀ y(t) Cφ(y(t)) = k1(y(t) + sign(y(t))k2 �= 0, it is possible to write that

v(t) = − LCoil
diCoil(t)

dt + RCoiliCoil(t)− uin(t)

Cφ(y(t))
. (22)

Consider the following dynamic system

dv̂(t)

dt
= −Kv̂(t)−K kdiLCoil

diCoil(t)
dt + kpiRCoiliCoil(t)− kpuuin(t)

Cφ(y(t))
, (23)

where K, kdi, kpi and kpu are functions to be calculated. If the error on the velocity is defined
as the difference between the true and the observed velocity, then:

ev(t) = v(t)− v̂(t) (24)

and

dev(t)

dt
=

dv(t)

dt
− dv̂(t)

dt
. (25)

If the following assumption is given:

� dv(t)
dt

�<< � dv̂(t)
dt

�, (26)

then in Eq. (25), the term
dv(t)
dt is negligible. Using equation (23), Eq. (25) becomes

dev(t)

dt
= Kv̂(t) +K kdiLCoil

diCoil(t)
dt + kpiRCoiliCoil(t)− kpuuin(t)

Cφ(y(t))
. (27)

Remark 1 Assumption (26) states that the dynamics of the approximating observer should be faster
than the dynamics of the physical system. This assumption is typical for the design of observers. �

Because of Eq. (22), (27) can be written as follows:

dev(t)

dt
= Kv̂(t)−Kv(t)

and considering (24), then

dev(t)

dt
+Kev(t) = 0 (28)

K can be chosen to make Eq. (28) exponentially stable. To guarantee exponential stability, K
must be

K > 0.
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To guarantee � dv(t)
dt � << � dv̂(t)

dt �, then K >> 0. The observer defined in (23) suffers from the
presence of the derivative of the measured current. In fact, if measurement noise is present
in the measured current, then undesirable spikes are generated by the differentiation. The
proposed algorithm needs to cancel the contribution from the measured current derivative.
This is possible by correcting the observed velocity with a function of the measured current,
using a supplementary variable defined as

η(t) = v̂(t) +N (iCoil(t)), (29)

where N (iCoil(t)) is the function to be designed.
Consider

dη(t)

dt
=

dv̂(t)

dt
+

dN (iCoil(t))

dt
(30)

and let

dN (iCoil(t))

dt
=

dN (iCoil(t))

diCoil(t)

diCoil(t)

dt
= K kdiLCoil

Cφ(y(t))

diCoil(t)

dt
. (31)

The purpose of (31) is to cancel the differential contribution from (23). In fact, (29) and (30)
yield, respectively,

v̂(t) = η(t)−N (iCoil(t)) and (32)

dv̂(t)

dt
=

dη(t)

dt
− dN (iCoil(t))

dt
. (33)

Substituting (31) in (33) results in

dv̂(t)

dt
=

dη(t)

dt
−K kdiLCoil

Cφ(y(t))

diCoil(t)

dt
. (34)

Inserting Eq. (34) into Eq. (23) the following expression is obtained1:

dη(t)

dt
−K kdiLCoil

Cφ(y(t))

diCoil(t)

dt
= −Kv̂(t)−

K kdiLCoil
diCoil(t)

dt + kpiRCoiliCoil(t)− kpuuin(t)

Cφ(y(t))
; (35)

then

dη(t)

dt
= −Kv̂(t)−K kpiRCoiliCoil(t)− kpuuin(t)

Cφ(y(t))
. (36)

Letting N (iCoil(t)) = kappiCoil(t), where with kapp a parameter has been indicated, then, from

(31) ⇒ K =
kapp

kdiLCoil
Cφ(y(t)), Eq. (32) becomes

v̂(t) = η(t)− kappiCoil(t). (37)

1Expression (23) works under the assumption (26): fast observer dynamics.
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Finally, substituting (37) into (36) results in the following equation

dη(t)

dt
= − kapp

kdiLCoil
Cφ(y(t))

(
η(t)− kappiCoil(t)

)
+

kappCφ(y(t))

kdiLCoil

(
kpuuin(t)− kpiRCoiliCoil(t)

)
(38)

v̂(t) = η(t)− kappiCoil(t). (39)

Remark 2 If y(t) > 0, then Cφ(y(t)) > 0, condition limt→∞ ev(t) = v(t) − v̂(t) = 0 is always
guaranteed for kapp > 0. In fact, under condition (26), the system described in (39) satisfies condition
(28) by construction. If y(t) ≤ 0, then Cφ(y(t)) < 0, limt→∞ ev(t) = v(t) − v̂(t) = 0 is always
guaranteed for kapp < 0. �

Using the implicit Euler method, then the following velocity observer structure is obtained:

η(k) =
η(k− 1)

1+ ts
kappCφ(y(k))

kdiLCoil

+
ts

k2appCφ(y(k))

kdiLCoil
− tskpiRCoilkappCφ(y(k))

kdiLCoil

1+ ts
kappCφ(y(k))

kdiLCoil

iCoil(k)+

ts
kappCφ(y(k))

kdiLCoil
kpu

1+ ts
kappCφ(y(k))

kdiLCoil

uin(k) (40)

v̂(k) = η(k)− kappiCoil(k), (41)

where ts is the sampling period. The digital asymptotic convergence that can be expressed by
limk→∞

ev(k) = v(k)− v̂(k) = 0 is guaranteed for kapp > 0.

Remark 3 A more useful case for the presented application is where the asymptotic convergence
is oscillatory. If the transfer function of (41) is considered, to realize an oscillatory asymptotic
convergence, it is necessary that the denominator in (41) must be

(1+ ts
kapp

kdiLCoil
)< −1,

as in Ref. (Franklin et al. (1997)). In fact, the denominator in (41) must be < −1. Then,

kapp < −2
kdiLCoil

ts
. (42)

Condition (42) is important in the structure of the presented approach. In fact, the proposed observer
originates through the assumption

� dv(t)
dt

�<< � dv̂(t)
dt

�. (43)

To achieve this condition, it is helpful to combine oscillations of v̂(t) with the high speed dynamics of
the observer. High speed dynamics is obtained with a relative large value of the parameter �kapp�. �

355
An AdaptiveyTwo-Stage Observer in the Control of a
New Electromagnetic Valve Actuator for Camless Internal Combustion Engines



12 Trends and Developments in Automotive Engineering

To guarantee � dv(t)
dt � << � dv̂(t)

dt �, then K >> 0. The observer defined in (23) suffers from the
presence of the derivative of the measured current. In fact, if measurement noise is present
in the measured current, then undesirable spikes are generated by the differentiation. The
proposed algorithm needs to cancel the contribution from the measured current derivative.
This is possible by correcting the observed velocity with a function of the measured current,
using a supplementary variable defined as

η(t) = v̂(t) +N (iCoil(t)), (29)

where N (iCoil(t)) is the function to be designed.
Consider

dη(t)

dt
=

dv̂(t)

dt
+

dN (iCoil(t))

dt
(30)

and let

dN (iCoil(t))

dt
=

dN (iCoil(t))

diCoil(t)

diCoil(t)

dt
= K kdiLCoil

Cφ(y(t))

diCoil(t)

dt
. (31)

The purpose of (31) is to cancel the differential contribution from (23). In fact, (29) and (30)
yield, respectively,

v̂(t) = η(t)−N (iCoil(t)) and (32)

dv̂(t)

dt
=

dη(t)

dt
− dN (iCoil(t))

dt
. (33)

Substituting (31) in (33) results in

dv̂(t)

dt
=

dη(t)

dt
−K kdiLCoil

Cφ(y(t))

diCoil(t)

dt
. (34)

Inserting Eq. (34) into Eq. (23) the following expression is obtained1:

dη(t)

dt
−K kdiLCoil

Cφ(y(t))

diCoil(t)

dt
= −Kv̂(t)−

K kdiLCoil
diCoil(t)

dt + kpiRCoiliCoil(t)− kpuuin(t)

Cφ(y(t))
; (35)

then

dη(t)

dt
= −Kv̂(t)−K kpiRCoiliCoil(t)− kpuuin(t)

Cφ(y(t))
. (36)

Letting N (iCoil(t)) = kappiCoil(t), where with kapp a parameter has been indicated, then, from

(31) ⇒ K =
kapp

kdiLCoil
Cφ(y(t)), Eq. (32) becomes

v̂(t) = η(t)− kappiCoil(t). (37)

1Expression (23) works under the assumption (26): fast observer dynamics.

354 New Trends and Developments in Automotive System Engineering
An AdaptiveyTwo-Stage Observer in the Control of
a New ElectromagneticyValve Actuator for Camless Internal Combustion Engines 13

Finally, substituting (37) into (36) results in the following equation

dη(t)

dt
= − kapp

kdiLCoil
Cφ(y(t))

(
η(t)− kappiCoil(t)

)
+

kappCφ(y(t))

kdiLCoil

(
kpuuin(t)− kpiRCoiliCoil(t)

)
(38)

v̂(t) = η(t)− kappiCoil(t). (39)

Remark 2 If y(t) > 0, then Cφ(y(t)) > 0, condition limt→∞ ev(t) = v(t) − v̂(t) = 0 is always
guaranteed for kapp > 0. In fact, under condition (26), the system described in (39) satisfies condition
(28) by construction. If y(t) ≤ 0, then Cφ(y(t)) < 0, limt→∞ ev(t) = v(t) − v̂(t) = 0 is always
guaranteed for kapp < 0. �

Using the implicit Euler method, then the following velocity observer structure is obtained:

η(k) =
η(k− 1)

1+ ts
kappCφ(y(k))

kdiLCoil

+
ts

k2appCφ(y(k))

kdiLCoil
− tskpiRCoilkappCφ(y(k))

kdiLCoil

1+ ts
kappCφ(y(k))

kdiLCoil

iCoil(k)+

ts
kappCφ(y(k))

kdiLCoil
kpu

1+ ts
kappCφ(y(k))

kdiLCoil

uin(k) (40)

v̂(k) = η(k)− kappiCoil(k), (41)

where ts is the sampling period. The digital asymptotic convergence that can be expressed by
limk→∞

ev(k) = v(k)− v̂(k) = 0 is guaranteed for kapp > 0.

Remark 3 A more useful case for the presented application is where the asymptotic convergence
is oscillatory. If the transfer function of (41) is considered, to realize an oscillatory asymptotic
convergence, it is necessary that the denominator in (41) must be

(1+ ts
kapp

kdiLCoil
)< −1,

as in Ref. (Franklin et al. (1997)). In fact, the denominator in (41) must be < −1. Then,

kapp < −2
kdiLCoil

ts
. (42)

Condition (42) is important in the structure of the presented approach. In fact, the proposed observer
originates through the assumption

� dv(t)
dt

�<< � dv̂(t)
dt

�. (43)

To achieve this condition, it is helpful to combine oscillations of v̂(t) with the high speed dynamics of
the observer. High speed dynamics is obtained with a relative large value of the parameter �kapp�. �

355
An AdaptiveyTwo-Stage Observer in the Control of a
New Electromagnetic Valve Actuator for Camless Internal Combustion Engines



14 Trends and Developments in Automotive Engineering

State variable y(k) has a slow dynamics if it is compared with the other state ones. For that,
y(k) can be considered as a parameter. Transforming the velocity observer represented in (40)
and (41) with the Z-transform, then the following equations are obtained:

V̂(z) =
ts

kappCφ(y(k))
kdiLCoil

(−kpiRCoil + kapp)

1+ ts
kapp

kdiLCoil
Cφ(y(k))− z−1

ICoil(z)

+
ts

kappCφ(y(k))
kdiLCoil

kpu

1+ ts
kapp

kdiLCoil
Cφ(y(k))− z−1

Uin(z)− kapp ICoil(z), (44)

and

V̂(z) =
−kapp + kappz

−1 − ts
kappCφ(y(k))

kdiLCoil
kpiRCoil

1+ ts
kapp

kdiLCoil
Cφ(y(k))− z−1

ICoil(z)

+
ts

kappCφ(y(k))
kdiLCoil

kpu

1+ ts
kapp

kdiLCoil
Cφ(y(k))− z−1

Uin(z). (45)

6.1 Optimal choice of the observer parameters: real-time self-tuning
Parameters kapp, kpi, kdi and kpu are now optimised using an algorithm similar to that
presented in Ref. (Mercorelli (2009)). As described earlier, the objective of the minimum
variance control is to minimise the variation in the system output with respect to a desired
output signal, in the presence of noise. This is an optimisation algorithm, i.e., the discrete v̂(k)
is chosen to minimise

J = E{e2v(k+ d)},
where ev = v(k)− v̂(k) is the estimation velocity error, d is the delay time, and E is the expected
value. It should be noted that the velocity observer described in Eq. (45) has a relative degree
equal to zero, and that the plant can be approximated with a two-order system. In fact, the
electrical dynamics is much faster than the mechanical dynamics. Considering

V̂i(z) =
−kapp + kappz

−1 − ts
kappCφ(y(k))

kdiLCoil
kpiRCoil

1+ ts
kapp

kdiLCoil
Cφ(y(k))− z−1

ICoil(z) (46)

and

V̂u(z) =
ts

kappCφ(y(k))
kdiLCoil

kpu

1+ ts
kapp

kdiLCoil
Cφ(y(k))− z−1

Uin(z), (47)

it is obtained that:

V̂(z) = V̂i(z) + V̂u(z). (48)

Considering the estimated velocity signal v̂i(t) due to the current input and with uin(t) = 0,
then it is possible to assume an ARMAX model as follows:
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vi(k) = v̂i(k) + a1i v̂i(k− 1) + a2i v̂i(k− 2) + b1iiCoil(k− 1) + b2iiCoil(k− 2)

+ n(k) + c1in(k− 1) + c2in(k− 2), (49)

letting evi(k) be the estimation velocity error defined as follows:

evi(k) = vi(k)− v̂i(k), (50)

it follows that:

evi(k) = a1i v̂i(k− 1) + a2i v̂i(k− 2) + b1iiCoil(k− 1) + b2iiCoil(k− 2)+

n(k) + c1in(k− 1) + c2in(k− 2), (51)

where v̂i(k) = Z−1(V̂i(z)), vi(k) is the real velocity due to the current, coefficients a1i, a2i, b1i,
b2i and c1i , c2i are to be estimated, n(k) is assumed to be the white noise. The next sample is:

evi(k+ 1) = a1i v̂i(k) + a2i v̂i(k− 1) + b1iiCoil(k) + b2iiCoil(k− 1)+

n(k+ 1) + c1in(k) + c2in(k− 1). (52)

The prediction at time ”k” is:

êvi(k+ 1/k) = a1i v̂i(k)+ a2i v̂i(k− 1)+ b1iiCoil(k)+ b2iiCoil(k− 1)+ c1in(k)+ c2in(k− 1). (53)

Considering that:

J = E{e2vi(k+ 1/k)} = E{[êvi(k+ 1/k) + n(k+ 1)]2},

and assuming that the noise is not correlated to the signal êvu(k+ 1/k), it follows:

E{[êvi(k+ 1/k) + n(k+ 1)]2}= E{[êvi(k+ 1/k)]2}+ E{[n(k+ 1)]2}= E{[êvi(k+ 1/k)]2}+ σ2
n ,

(54)
where σn is defined as the variance of the white noise. The goal is to find v̂i(k) such that:

êvi(k+ 1/k) = 0. (55)

It is possible to write (51) as

n(k) = evi(k)− a1i v̂i(k− 1)− a2i v̂i(k− 2)− b1iiCoil(k− 1)−
b2iiCoil(k− 2)− c1in(k− 1)− c2in(k− 2). (56)

Considering the effect of the noise on the system as follows

c1in(k− 1) + c2in(k− 2) ≈ c1in(k− 1), (57)

and using the Z-transform, then:
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where ev = v(k)− v̂(k) is the estimation velocity error, d is the delay time, and E is the expected
value. It should be noted that the velocity observer described in Eq. (45) has a relative degree
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Considering that:

J = E{e2vi(k+ 1/k)} = E{[êvi(k+ 1/k) + n(k+ 1)]2},

and assuming that the noise is not correlated to the signal êvu(k+ 1/k), it follows:

E{[êvi(k+ 1/k) + n(k+ 1)]2}= E{[êvi(k+ 1/k)]2}+ E{[n(k+ 1)]2}= E{[êvi(k+ 1/k)]2}+ σ2
n ,
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where σn is defined as the variance of the white noise. The goal is to find v̂i(k) such that:

êvi(k+ 1/k) = 0. (55)

It is possible to write (51) as

n(k) = evi(k)− a1i v̂i(k− 1)− a2i v̂i(k− 2)− b1iiCoil(k− 1)−
b2iiCoil(k− 2)− c1in(k− 1)− c2in(k− 2). (56)

Considering the effect of the noise on the system as follows

c1in(k− 1) + c2in(k− 2) ≈ c1in(k− 1), (57)

and using the Z-transform, then:
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N(z) = V̂i(z)− a1iz
−1V̂i(z)− a2iz

−2V̂i(z)− b1iz
−1 ICoil(z)− b2iz

−2 ICoil(z)− c1iz
−1N(z) (58)

and

N(z) =
(1− a1iz

−1 − a2iz
−2)

1+ c1iz−1
V̂i(z)−

(b1iz
−1 + b2iz

−2)

1+ c1iz−1
ICoil(z). (59)

The approximation in Eq. (57) is equivalent to consider �c2i� << �c1i�. In other words this
position means that a noise model of the first order is assumed. An indirect validation of
this assumption is given by the results. In fact, the final measurements show in general good
results with the proposed method. Inserting Eq. (59) into Eq. (53) after its Z-transform, and
considering positions (57) and (55), the following expression is obtained:

V̂i(z) = − (a1i + c1i + b1iz
−1)

b1i(1+ c1iz−1) + b2i(1+ c1iz−1)
ICoil(z). (60)

Comparing (60) with (46), it is left with a straightforward diophantine equation to solve. The
diophantine equation gives the relationship between the parameters Yi = [a1i,b1i,b2i, c1i], the
parameter kapp and the parameters of the system (RCoil, LCoil) as follows:

− b1i = kapp (61)

a1i + c1i = kapp + ts
kappCφ(y(k))

kdiLCoil
kpiRCoil (62)

b1i + b2i = 1+ ts
kapp

kdiLCoil
Cφ(y(k)) (63)

b1ic1i + b2ic1i = −1. (64)

Considering the estimated velocity signal v̂u(t) due to the voltage input and with iCoil(t) = 0,
then it is possible to assume an ARMAX model as follows:

vu(k) = v̂u(k) + a1uv̂u(k− 1) + a2uv̂u(k− 2) + b1uuin(k− 1) + b2uuin(k− 2)+

n(k) + c1un(k− 1) + c2un(k− 2), (65)

letting evu(k) be the estimation velocity error defined as follows:

evu(k) = vu(k)− v̂u(k), (66)

it follows that:

evu(k) = a1uv̂u(k− 1) + a2uv̂u(k− 2) + b1uuin(k− 1) + b2uuin(k− 2)+

n(k) + c1un(k− 1) + c2un(k− 2), (67)

where v̂u(k) = Z−1(V̂u(z)), vu(k) is the real velocity due to the input voltage, coefficients a1u ,
a2u , b1u, b2u and c1u, c2u are to be estimated, n(k) is assumed to be the white noise. The next
sample is:
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evu(k+ 1) = a1uv̂u(k) + a2uv̂u(k− 1) + b1uuin(k) + b2uuin(k− 1)+

n(k+ 1) + c1un(k) + c2un(k− 1). (68)

The prediction at time ”k” is:

êvu(k+ 1/k) = a1uv̂u(k) + a2uv̂u(k− 1) + b1uuin(k) + b2uuin(k− 1) + c1un(k) + c2un(k− 1).
(69)

Considering that:

J = E{e2vu(k+ 1/k)} = E{[êvu(k+ 1/k) + n(k+ 1)]2},

and assuming that the noise is not correlated to the signal êvu(k+ 1/k), it follows:

E{[êu(k+ 1/k) + n(k+ 1)]2}= E{[êu(k+ 1/k)]2}+ E{[n(k+ 1)]2}= E{[êu(k+ 1/k)]2}+ σ2
n ,

(70)
where σn is defined as the variance of the white noise. The goal is to find v̂u(k) such that:

êu(k+ 1/k) = 0. (71)

It is possible to write (67) as

n(k) = evu(k)− a1uv̂u(k− 1)− a2uv̂u(k− 2)− b1uuin(k− 1)−
b2uuin(k− 2)− c1un(k− 1)− c2un(k− 2). (72)

Considering the effect of the noise on the system as follows

c1un(k− 1) + c2un(k− 2) ≈ c1un(k− 1), (73)

and using the Z-transform, then:

N(z) = V̂u(z)− a1uz
−1V̂u(z)− a2uz

−2V̂u(z)− b1uz
−1Uin(z)− b2uz

−2Uin(z)− c1uz
−1N(z)

(74)
and

N(z) =
(1− a1uz

−1 − a2uz
−2)

1+ c1uz−1
V̂u(z)− (b1uz

−1 + b2uz
−2)

1+ c1uz−1
Uin(z). (75)

The approximation in Eq. (73) is equivalent to consider �c2u� << �c1u�. In other words this
position means that a noise model of the first order is assumed. An indirect validation of
this assumption is given by the results. In fact, the final measurements show in general good
results with the proposed method. Inserting Eq. (75) into Eq. (69) after its Z-transform, and
considering positions (73) and (71), the following expression is obtained:

V̂u(z) = − (a1u + c1u + b1uz
−1)

b1u(1+ c1uz−1) + b2u(1+ c1uz−1)
Uin(z). (76)
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Considering that:

J = E{e2vu(k+ 1/k)} = E{[êvu(k+ 1/k) + n(k+ 1)]2},

and assuming that the noise is not correlated to the signal êvu(k+ 1/k), it follows:

E{[êu(k+ 1/k) + n(k+ 1)]2}= E{[êu(k+ 1/k)]2}+ E{[n(k+ 1)]2}= E{[êu(k+ 1/k)]2}+ σ2
n ,

(70)
where σn is defined as the variance of the white noise. The goal is to find v̂u(k) such that:

êu(k+ 1/k) = 0. (71)

It is possible to write (67) as
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The approximation in Eq. (73) is equivalent to consider �c2u� << �c1u�. In other words this
position means that a noise model of the first order is assumed. An indirect validation of
this assumption is given by the results. In fact, the final measurements show in general good
results with the proposed method. Inserting Eq. (75) into Eq. (69) after its Z-transform, and
considering positions (73) and (71), the following expression is obtained:
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Comparing (76) with (47), it is left with a straightforward diophantine equation to solve. The
diophantine equation gives the relationship between the parameters Yu = [a1u,b1u,b2u, c1u],
the parameters kapp, kpu and the parameters of the system (RCoil, LCoil) as follows:

− b1u = 0 (77)

a1u + c1u = ts
kappCφ(y(k))

kdiLCoil
kpu (78)

b1u + b2u = 1+ ts
kapp

kdiLCoil
Cφ(y(k)) (79)

b1uc1u + b2uc1u = −1. (80)

Procedure:
Heuristic value for parameters kapp, kdi, kpi, kpu are calculated in order to estimate the state
variable according to the desired dynamic performance. This yields initial values for the
parameters Yi = [a1i,b1i,b2i, c1i ] and Yu = [a1u,b1u,b2u, c1u]. New values for the vector Yi and Yu
are calculated using the recursive least squaresmethodwith the constraints b1ic1i+ b2ic1i =−1
and b1uc1u + b2uc1u = −1. The technique is described in the following steps:

– Step 0 Set heuristic values for kapp, kd, and kp. kapp is a big enough value to guarantee the
asymptotic approximation of the velocity signal.

– Step 1: Calculate the new Yi, Yu and parameters of the ARMAX model using the recursive
least squares method with the constraints b1ic1i + b2ic1i = −1 and b1uc1u + b2uc1u = −1.

– Step 2: Calculate a new kapp, kdi, kpi, and kpu from the parameterization of the velocity
observer.

– Step 3: Calculate the new signals.

– Step 4: Update the regressor, iCoil(k)→ iCoil(k − 1), v̂i(k − 1)→ v̂i(k − 2), v̂u(k − 1)→
v̂u(k− 2),. . .

Steps 1-4 are repeated for each sampling period.

7. Second-stage of the state observer design: open loop position observer

If the magneto-mechanical part of the system is considered, then

ẏ(t) = v(t) (81)

v̇(t) =
f (y(t), iCoil(t))

m
− kvv(t)

m
− k f y(t)

m
, (82)

where f (y(t), i(t)) = F0,max sin(2πy(t)/d) + k1
(
y(t) + sign(y(t))k2

)
i(t) as above defined. If

the system is written in the following form
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[
ẏ(t)
v̇(t)

]
=

[
0 1

− k f

m − kv
m

][
y(t)
v(t)

]
+

[
0

f (y(t),iCoil(t))
m

]
, (83)

and if h(x) = v(t), then the observability matrix is the following:

(
O(x0,u

�)
)
=

[
0 1

F0,max2π/d
m cos(2πy(t)/d)− k f

m − kv
m

]
. (84)

Matrix (84) indicates a local uniform observability of the considered system except at the point

in which cos(2πy(t)/d) =
dk f

F0,max2π . This means that, if the velocity is known, then the outputs

of the systems are uniformly (∀u(t)) distinguishable except for two isolated points. In fact,
according to the data of the developed actuator it results that dk f < F0,max2π. Equation (85) is
written in the following way:

[
ẏ(t)
v̇(t)

]
= A

[
y(t)
v(t)

]
+

[
0

f (y(t),iCoil(t))
m

]
, (85)

while the output equation

v(t) =
[
0 1

][ y(t)
v(t)

]
= C

[
y(t)
v(t)

]
. (86)

It can be clearly seen that (A,C) is an observable pair, then, according to (Thau (1973)), the
observer can be designed as

[
˙̂y(t)
˙̂vL(t)

]
= A

[
ŷ(t)
v̂L(t)

]
+

[
0

f (ŷ(t),iCoil(t))
m

]
+

[
Ky

Kv

]
(v̂(t)− v̂L(t)), (87)

where v̂(t) = Z−1V̂(z) calculated above. The corresponding estimation error dynamics are
given by

ė(t) = (A−KC)e(t) + Δ f (t) = A0e(t) + Δ f (t), (88)

where

e(t) =

[
ey(t)
ev(t)

]
=

[
y(t)− ŷ(t)
v(t)− v̂(t)

]
, (89)

with
A0 = A−K0C,

K0 =

[
Ky

Kv

]
,

and

Δ f (t) =

[
0

f (y(t),iCoil(t))
m − f (ŷ(t),iCoil(t))

m

]
.

Because of (A,C) is an observable pair, matrix A0 for a suitable choice of the observer gainK0

is a Hurwitz matrix. This yields that there exist symmetric and positive matrices P0 and Q0

which satisfy the so called Lyapunov equation
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Comparing (76) with (47), it is left with a straightforward diophantine equation to solve. The
diophantine equation gives the relationship between the parameters Yu = [a1u,b1u,b2u, c1u],
the parameters kapp, kpu and the parameters of the system (RCoil, LCoil) as follows:

− b1u = 0 (77)

a1u + c1u = ts
kappCφ(y(k))

kdiLCoil
kpu (78)

b1u + b2u = 1+ ts
kapp

kdiLCoil
Cφ(y(k)) (79)

b1uc1u + b2uc1u = −1. (80)

Procedure:
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parameters Yi = [a1i,b1i,b2i, c1i ] and Yu = [a1u,b1u,b2u, c1u]. New values for the vector Yi and Yu
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and b1uc1u + b2uc1u = −1. The technique is described in the following steps:
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asymptotic approximation of the velocity signal.
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Steps 1-4 are repeated for each sampling period.

7. Second-stage of the state observer design: open loop position observer

If the magneto-mechanical part of the system is considered, then

ẏ(t) = v(t) (81)

v̇(t) =
f (y(t), iCoil(t))

m
− kvv(t)

m
− k f y(t)

m
, (82)

where f (y(t), i(t)) = F0,max sin(2πy(t)/d) + k1
(
y(t) + sign(y(t))k2

)
i(t) as above defined. If

the system is written in the following form
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=
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�)
)
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]
. (84)
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AT
0 P0 + P0A0 = −Q0. (90)

In order to show the asymptotic stability of (88), the following Lyapunov function is
introduced:

V(e(t)) = eT(t)P0e(t). (91)

The time derivative is given by

dV(e(t))

dt
= ėT(t)P0e(t) + eT(t)P0ė(t) and (92)

from (88) it follows that

dV(e(t))

dt
= (A0e(t) + Δ f (t)))TP0e(t) + eT(t)P0ė(t) + eT(t)P0e(t) + eT(t)P0(A0e(t) + Δ f (t))).

(93)
This yields the following equation:

dV(e(t))

dt
= (eT(t)AT

0 +(Δ f (t))T)P0e(t)+ eT(t)P0 ė(t)+ eT(t)P0e(t)+ eT(t)P0(A0e(t)+Δ f (t))).

(94)
At the end, considering Eq. (90) it follows that

dV(e(t))

dt
= (2eT(t)Q0e(t) + (Δ f (t))TP0e(t) + et(t)P0(Δ f ). (95)

Being Δ f (t) a Lipschitz function, then exists a positive constant L such that, for all points x1
and x2 in the domain of the function Δ f (t)

Δ f (x1,x2) ≤ L�x1 − x2�.

If λQ0m
is the small eigenvalue of matrix Q0 and λP0M the biggest eigenvalue of matrix P0, if

λQ0m
> λP0M , (96)

then

dV(e(t))

dt
= −2�λQ0m

− LλP0M�e2(t). (97)

The last equation says that e(t) = 0 is an asymptotically stable equilibrium point. The
presented demonstration is constrictive in order order to build an observer. In other words, it
is enough to choice matrices K0 and Q0 such that, through Eq. (90), condition (96) is satisfied.

8. Actuator control

Figure 5 shows the control structure applied to the actuator. The actuator consists of three
parts from the control point of view: an electrical system (motor coil), an electromagnetic
system (generation reluctance force) and amechanical system (mass-spring-damper), with the
back emf as an internal voltage feedback for the electrical system. Under normal operating
conditions, the electrical subsystem is linear and can be represented by the transfer function
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Fig. 5. Control structure

Gel =
1/R

Ts+ 1
(98)

where R is the resistance, and T is the time-constant of the coil. The non-linear electromagnetic
force generation can be separated into two parallel blocks, Fsin(y(t)) and Flin(y(t), iCoil(t))
corresponding to the reluctance effect and the Lorentz force, respectively:

F(y(t), iCoil(t)) = Fsin(y(t)) + Flin(y(t), iCoil(t)), (99)

with the following approximative equations

Fsin(y(t)) = F0,max sin(2πy(t)/d) and (100)

Flin(y(t), iCoil(t)) = k1
(
y(t) + sign(y(t))k2

)
iCoil(t), (101)

where k1 and k2 are physical constants. Finally, the mechanical subsystem is characterized by

Gm(s) =
Y(s)

F(s)
=

1

ms2 + drs+ k f
, (102)

with the moving mass m, the viscose damping factor dr and the spring constant k f . Y(s)
and F(s) are the Laplace transformations of the position y(t) and of the force defined by
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Eq. (99) respectively. Because the system damping is very weak, it is obviously up to the
control to enable a well-damped overall system. The control structure basically consists
of two PD controllers organised in a cascade scheme. PD regulators are often utilised in
control problems where a high dynamic range is required. The internal loop is devoted to
the current control and provides a compensation of the electrical system, which is the fastest
time constant of the physical system. This current controller has an inner loop for back-emf
compensation. As the back-emf is difficult to sense, a nonlinear estimator is used for on-line
observation. Due to the very high dynamic range required by the valve actuation, the current
control loop was realised in an analogue technique, while the trajectory generation and the
position control were implemented on a DSP. A common problem of PD-type controllers
is the existence of steady-state error. As shown in Fig. 5, a nonlinear feed-forward block,
containing the inverse reluctance characteristics, was used to compensate for the nonlinear
effects of the actuator and to ensure the stationary accuracy. In fact, having compensated for
the nonlinearities, the overall system behaviour can be approximated by a linear third-order
system. In particular, the nonlinear compensation is performed while generating the desired
current from the inversion of the linear part of the motor characteristic, as described in the
following:

ipre(t) =
Flin(t)

k1(yd(t) + sign(yd(t))k2)
. (103)

The inversion of the force-position characteristic of the motor leads to the total actuator force,
from which its non-linear part is then subtracted:

Flin(t) = kyd(t) + dẏd(t) +mÿd(t)− F0,max sin(2πyd(t)/d) (104)

Finally the following equation is obtained:

ipre(t) =
k f yd(t) + drẏd(t) +mÿd(t)− F0,max sin(2πyd(t)/d)

k1(yd(t) + sign(yd(t))k2)
. (105)

Based on the desired position signal coming out of the trajectory generator and the measured
valve position, a PD-type position controller (lead compensator) is applied. Contrary to the
conventional position control in drive systems, where PI-type controllers are mostly used, in
this special case we need to increase substantially the exiting phase margin to achieve the
desired system damping.

9. Experimental measurements and simulations

The actuator was realised and tested (see the left part of Fig. 6) in our laboratory. Further
investigations under real engine conditions were planned. In the right part of Fig. 6,
measured reluctance forces for different current densities and armature positions are depicted.
Again, the current density was chosen to be −20, −10, 0, 10 or 20 A/mm2, respectively.
Compared to the calculated values the measurements show deviations up to ∼ 8% except
for that for the current density of −20 A/mm2 (here around 13%). The deviation is due
to iron saturation, which could not be modelled exactly in the FEM calculation because the
material characteristics contained missing data for this region. In other cases, the agreement is
obviously better. Here, some typical simulation results using the control structure described
above are presented in Fig. 5. The positive effects of the optimised velocity observer are
visible in the closed loop control. For the opening phase, a strong but rapidly decreasing gas
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Fig. 6. Left: Actuator experimental set-up. Right: Comparison of calculated and measured
characteristic of the motor.
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Fig. 7. Left: Closed loop input voltage without optimized observer. Right: Input voltage with
optimized observer.
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Fig. 8. Left: Closed loop coil current without optimized observer. Right: Coil current with
optimized observer.
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Eq. (99) respectively. Because the system damping is very weak, it is obviously up to the
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control problems where a high dynamic range is required. The internal loop is devoted to
the current control and provides a compensation of the electrical system, which is the fastest
time constant of the physical system. This current controller has an inner loop for back-emf
compensation. As the back-emf is difficult to sense, a nonlinear estimator is used for on-line
observation. Due to the very high dynamic range required by the valve actuation, the current
control loop was realised in an analogue technique, while the trajectory generation and the
position control were implemented on a DSP. A common problem of PD-type controllers
is the existence of steady-state error. As shown in Fig. 5, a nonlinear feed-forward block,
containing the inverse reluctance characteristics, was used to compensate for the nonlinear
effects of the actuator and to ensure the stationary accuracy. In fact, having compensated for
the nonlinearities, the overall system behaviour can be approximated by a linear third-order
system. In particular, the nonlinear compensation is performed while generating the desired
current from the inversion of the linear part of the motor characteristic, as described in the
following:
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The inversion of the force-position characteristic of the motor leads to the total actuator force,
from which its non-linear part is then subtracted:

Flin(t) = kyd(t) + dẏd(t) +mÿd(t)− F0,max sin(2πyd(t)/d) (104)

Finally the following equation is obtained:
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. (105)

Based on the desired position signal coming out of the trajectory generator and the measured
valve position, a PD-type position controller (lead compensator) is applied. Contrary to the
conventional position control in drive systems, where PI-type controllers are mostly used, in
this special case we need to increase substantially the exiting phase margin to achieve the
desired system damping.

9. Experimental measurements and simulations

The actuator was realised and tested (see the left part of Fig. 6) in our laboratory. Further
investigations under real engine conditions were planned. In the right part of Fig. 6,
measured reluctance forces for different current densities and armature positions are depicted.
Again, the current density was chosen to be −20, −10, 0, 10 or 20 A/mm2, respectively.
Compared to the calculated values the measurements show deviations up to ∼ 8% except
for that for the current density of −20 A/mm2 (here around 13%). The deviation is due
to iron saturation, which could not be modelled exactly in the FEM calculation because the
material characteristics contained missing data for this region. In other cases, the agreement is
obviously better. Here, some typical simulation results using the control structure described
above are presented in Fig. 5. The positive effects of the optimised velocity observer are
visible in the closed loop control. For the opening phase, a strong but rapidly decreasing gas
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Fig. 7. Left: Closed loop input voltage without optimized observer. Right: Input voltage with
optimized observer.
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Fig. 8. Left: Closed loop coil current without optimized observer. Right: Coil current with
optimized observer.
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Fig. 9. Left: Closed loop velocity without optimized observer. Right: Velocity with optimized
observer.
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Fig. 10. Left: Closed loop position without optimized observer. Right: Position with
optimized observer.

pressure is assumed to be present and is simulated as an unknown disturbance. Even though
the presented control strategy does not consider this disturbance condition, the system shows
excellent control behaviour. In the simulation, a realistic white noise in the measurement of
the current is considered. The typical control behaviour is demonstrated in Fig. 10, where
a full-range operation cycle at an engine speed of 3,000 rpm (rounds per minute) is shown.
Here, high tracking accuracy is demonstrated, and a reduction of the noise effect is visible.
Figure 9 shows also the improvement in the velocity control in the closed loop. The positive
effects on the velocity and position control in the closed loop can be justified by the de-noised
current and input voltage (see Figs. 8 and 7). Theoretically and in computer simulations,
control precision can be further improved by increasing the gain of the controllers. However,
measurement noises can cause serious oscillations, which may lead to local stability problems
in practical situations.

10. Conclusions and Future Works

The design of a novel linear reluctance motor using permanent-magnet technology is
presented. The developed actuator is specifically intended to be used as an electromagnetic
engine valve drive. Besides a design analysis, the structure and properties of the applied
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control strategy are also discussed. Dynamic simulation results of a sensorless control strategy
are presented and show good performance. In particular, based on a nonlinear model, an
adaptive two-stage observer is presented that addresses unobservable points and achieves
sensorless control. This paper presents feasible real-time self-tuning of an approximated
velocity estimator based on measurements of current and input voltage. The robustness of
the velocity tracking is addressed using a minimum variance approach. The effect of the
noise is minimised, and the position can be achieved through a two-stage structure between
this particular velocity estimator and an observer based on the electromechanical system. A
control strategy is presented and discussed as well. Computer simulations of the sensorless
control structure are presented, in which the positive effects of the optimised velocity observer
are visible in the closed-loop control.

10.1 Future Works
Future works could be oriented towards analysis of the stability of the whole closed-loop
structure (plant-observer-controller). This analysis could provide useful indications in the
determination of the parameters of the PD controller and also in the parameters of the two
proposed observers. Future work should also include investigations of further improvements
of dynamic range and accuracy using more sophisticated control methods (e.g., sliding-mode
control) and experimental measurements under real engine conditions.
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Fig. 9. Left: Closed loop velocity without optimized observer. Right: Velocity with optimized
observer.
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Fig. 10. Left: Closed loop position without optimized observer. Right: Position with
optimized observer.

pressure is assumed to be present and is simulated as an unknown disturbance. Even though
the presented control strategy does not consider this disturbance condition, the system shows
excellent control behaviour. In the simulation, a realistic white noise in the measurement of
the current is considered. The typical control behaviour is demonstrated in Fig. 10, where
a full-range operation cycle at an engine speed of 3,000 rpm (rounds per minute) is shown.
Here, high tracking accuracy is demonstrated, and a reduction of the noise effect is visible.
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control precision can be further improved by increasing the gain of the controllers. However,
measurement noises can cause serious oscillations, which may lead to local stability problems
in practical situations.

10. Conclusions and Future Works

The design of a novel linear reluctance motor using permanent-magnet technology is
presented. The developed actuator is specifically intended to be used as an electromagnetic
engine valve drive. Besides a design analysis, the structure and properties of the applied
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are visible in the closed-loop control.
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determination of the parameters of the PD controller and also in the parameters of the two
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1. Introduction  
Semi active suspension control systems have recently been utilized to improve ride 
comfort of vehicles and their effectiveness has also been demonstrated (Ohsaku et al., 
2000). However, it is not easy to improve simultaneously both ride comfort and steering 
stability when steering. To achieve it, several control methods have been proposed 
(Hrovat, 1993)-(Yoshida et al., 2006). In addition, because both ride comfort and steering 
stability greatly depend on the sensitivity of the human body to vibration, vehicle design 
that takes this and visual sensitivity into consideration is expected to be introduced. 
Furthermore, it has been reported that the phase difference in motion by pitching and 
rolling has an influence on steering stability and passenger ride comfort (Sakai et al., 
2006)-(Kawagoe et al., 1997). 
To improve both ride comfort and steering stability, this study proposes a controller 
design method for semi-active suspension system taking into consideration the most 
sensitive frequency range of the human body and vehicle behavior when steering. A 
method that can improve both the ride comfort and the vehicle stability is proposed by 
separating the control range in terms of the frequency domain, where the frequency 
weighting in controlled variables is used. Furthermore, the controller is scheduled in the 
time domain to attain a positive pitch angle during slaloms. The dynamics of road 
disturbance is assumed and is accommodated into the controller to make control more 
effective. In order to verify the effectiveness of the proposed method, a full-vehicle model 
that has variable stiffness and a damping semi-active suspension system is constructed 
and the numerical simulations are carried out. From the simulation results, it is 
demonstrated that the proposed method can improve ride comfort in the frequency 
domain that humans feel uncomfortable, reduce vehicle motion, and synchronize the roll 
and pitch angles caused by steering. 

2. Modeling 
A full-vehicle model which has variable stiffness and a damping semi-active suspension 
system is shown in Fig.1. The equations of motion are as follows: 
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1. Introduction  
Semi active suspension control systems have recently been utilized to improve ride 
comfort of vehicles and their effectiveness has also been demonstrated (Ohsaku et al., 
2000). However, it is not easy to improve simultaneously both ride comfort and steering 
stability when steering. To achieve it, several control methods have been proposed 
(Hrovat, 1993)-(Yoshida et al., 2006). In addition, because both ride comfort and steering 
stability greatly depend on the sensitivity of the human body to vibration, vehicle design 
that takes this and visual sensitivity into consideration is expected to be introduced. 
Furthermore, it has been reported that the phase difference in motion by pitching and 
rolling has an influence on steering stability and passenger ride comfort (Sakai et al., 
2006)-(Kawagoe et al., 1997). 
To improve both ride comfort and steering stability, this study proposes a controller 
design method for semi-active suspension system taking into consideration the most 
sensitive frequency range of the human body and vehicle behavior when steering. A 
method that can improve both the ride comfort and the vehicle stability is proposed by 
separating the control range in terms of the frequency domain, where the frequency 
weighting in controlled variables is used. Furthermore, the controller is scheduled in the 
time domain to attain a positive pitch angle during slaloms. The dynamics of road 
disturbance is assumed and is accommodated into the controller to make control more 
effective. In order to verify the effectiveness of the proposed method, a full-vehicle model 
that has variable stiffness and a damping semi-active suspension system is constructed 
and the numerical simulations are carried out. From the simulation results, it is 
demonstrated that the proposed method can improve ride comfort in the frequency 
domain that humans feel uncomfortable, reduce vehicle motion, and synchronize the roll 
and pitch angles caused by steering. 

2. Modeling 
A full-vehicle model which has variable stiffness and a damping semi-active suspension 
system is shown in Fig.1. The equations of motion are as follows: 
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where Hp and Hr show the distance from the pitch rotation axis to the ground and the 
distance from the body center of gravity to the roll center respectively. fsi is the force that 
acts on the suspension of each wheel and is shown the following equation including the 
variable stiffness ksi and the variable damping csi. fai is an output of the semi-active 
suspension system. 
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where ( )siz t  is the suspension stroke.  
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fxi and fyi show the longitudinal and lateral forces that act on the tire respectively and are 
derived from a nonlinear tire model of magic formula (Bakker et al., 1987), (Bakker et al., 
1989). From the motion of equation in Eq. (1), the following bilinear system of 7 degree of 
freedom model for controller design is derived. 
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symbol parameter  value 

M total mass 1598 kg 

Mb mass of body 1424 kg 

Mt1, Mt2 mass of front tire 45 kg 

Mt3, Mt4 mass of rear tire 42 kg 

Ip pitch moment of inertia 3500 kgm2 

Ir roll moment of inertia 1019 kgm2 

Iy yaw moment of inertia 3270 kgm2 

Kt1, Kt2 stiffness coefficient of front tire 190000 N/m 

Kt3, Kt4 stiffness coefficient of rear tire 190000 N/m 

Kf stiffness coefficient (front, passive) 27000 N/m 

Kr stiffness coefficient (rear, passive) 28000 N/m 

Ct1, Ct2 damping coefficient of front tire 0 Ns/m 

Ct3, Ct4 damping coefficient of rear tire 0 Ns/m 

Cf damping coefficient (front, passive) 1500 Ns/m 

Cr damping coefficient (rear , passive) 1750 Ns/m 

Lf length from C.G. to axle (front) 1.22 m 

Lr length from C.G. to axle (rear) 1.46 m 

Tf, Tr length of track 1.52 m 

Hp pitch height 0.715 m 

Hr roll height 0.620 m 

Kfmin minimum value of variable stiffness coefficient (front) 11000 N/m 

Kfmax maximum value of variable stiffness coefficient (front) 100000 N/m 

Krmin maximum value of variable stiffness coefficient (rear) 11000 N/m 

Krmax maximum value of variable stiffness coefficient (rear) 102000 N/m 

Cfmin maximum value of variable damping coefficient (front) 100 Ns/m 

Cfmax maximum value of variable damping coefficient (front) 8000 Ns/m 

Crmin maximum value of variable damping coefficient (rear) 450 Ns/m 

Crmax maximum value of variable damping coefficient (rear) 8250 Ns/m 

Table 1. Model Specification 
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Krmax maximum value of variable stiffness coefficient (rear) 102000 N/m 

Cfmin maximum value of variable damping coefficient (front) 100 Ns/m 

Cfmax maximum value of variable damping coefficient (front) 8000 Ns/m 

Crmin maximum value of variable damping coefficient (rear) 450 Ns/m 

Crmax maximum value of variable damping coefficient (rear) 8250 Ns/m 

Table 1. Model Specification 
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Fig. 1. Full Vehicle Model 
In Eq. (4), the second term is the force which semi active suspension generates, the third 
term is the road surface disturbance, and fdp and fdr of the forth term show the inertia force 
and the centrifugal force. Table 1 shows the parameter which are used for the numerical 
simulation (Hrovat, 1997), (Takahashi, 2003). 

3. Controller design 
Figure 2 shows the control system. The robustness of the system is guaranteed in the 
frequency domain in which it is assumed that the impact of road disturbance is small 
utilizing an H∞ controller. Furthermore, it is possible to change the frequency weight 
according to the circumstance the vehicle is traveling under by designing gain scheduling 
control. In this chapter, the concrete control design method is shown. 

3.1 Disturbance-accommodation control  
It is known that typical irregularities on road surface are inversely proportional to the 
square of frequency in the low-frequency domain and they have the kind of power spectral 
density that is inversely proportional to four powers or more in the high-frequency domain. 
The effectiveness of designing control that can be merged with the feedforward control of 
the disturbance has been demonstrated (Nishimura et al., 1989). Techniques of control that 
accommodate disturbances in which power spectral density flattens in the limited frequency 
domain have been used to deal with various disturbances. The road disturbance model in 
this study has been assumed to be colored disturbances and input from four tires. The 
augmented system of the disturbance model and the controlled system model is as follows: 
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Fig. 2. Generalized plant 

where v(t) is white noise. In this study, dynamics of the disturbance is represented as the 
low-pass characteristics. 
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From Eqs. (4) and (5), the augmented system is derived.  
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The cutoff frequency of the low-pass filter is ω π= ×50 2 rad/sd  and the damping ratio is 
ζ = 1 2d . An optimal control input in the augmented system is 

 1 1
11 12( ) ( ) ( )o T T

wiu t t t− −= − −R B P x R B P x  (8) 

P11 and P12 are unique positive definite solution of the following Riccati equation. 
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In Eq. (4), the second term is the force which semi active suspension generates, the third 
term is the road surface disturbance, and fdp and fdr of the forth term show the inertia force 
and the centrifugal force. Table 1 shows the parameter which are used for the numerical 
simulation (Hrovat, 1997), (Takahashi, 2003). 
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The cutoff frequency of the low-pass filter is ω π= ×50 2 rad/sd  and the damping ratio is 
ζ = 1 2d . An optimal control input in the augmented system is 
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P11 and P12 are unique positive definite solution of the following Riccati equation. 
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Fig. 3. Frequency Weights for Controlled Values 
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From Eq.(8), it is confirmed that the feedback gain is decided unrelated to the quality of the 
disturbance and the feedforward gain is decided according to the quality of the disturbance. 

3.2 Bilinear disturbance-accommodation H∞ control 
It has been pointed out that the response level deteriorates in the frequency domain in 
which the estimated disturbance level is small when an unexpected disturbance is input 
(Nishimura et al., 1989). Improved robustness in the frequency domain is regarded as 
uncertainty in an augmented system (Kang et al., 1992).  
In addition, to separate the control range in terms of the frequency domain, the frequency 
weighting in controlled variables is used. The frequency weightings Wr and Wr2 are shown 
in Fig. 3. To improve ride comfort, these frequency weightings which have peaks near the 
body resonance frequency and near the frequency domain of 4 - 8 Hz, which make humans 
feel uncomfortable, are designed (Janeway, 1948).  
Changes in body attitude should be decreased to improve steering stability. The controlled 
variable is the roll angle. The frequency weight Ws for the roll angle is designed in the low-
frequency domain. Furthermore, the controlled variable is the relative angle of pitch and 
roll, and the pitch and roll angles caused by steering need to be synchronized to reduce the 
feeling of rolling. For both controlled variables, the frequency weight Wsp is designed in the 
low-frequency domain. In this study, H∞ control theory (Umehara, 2005) and the 
disturbance accommodation control theory which are expanded to the bilinear system are 
applied to control of the semi-active suspension. To design of the generalized plant, the 
frequency weights for the controlled variable and control input are designed. 
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where xz represents the variable of the augmented system. zc is the controlled variable and zi 
is the output of the frequency weight for control input. The controlled model, the 
disturbance model, and the frequency weight are merged and the state-space representation 
of the generalized plant is as follows: 
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g wi c itx x x x x , =( ) ( , )g c it diagz z z  and = ⎡ ⎤⎣ ⎦( ) T

g d ntw v f w . gw  
represents the vector which includes road disturbances, the inertial forces, the centrifugal force 
vectors and measurement noise. The output vector y is the sprung mass velocity of each 
suspension. The H∞ norm of transfer function Gzw from disturbance wg of the generalized plant 
to evaluation output z is expressed making use of the L2 gain of the time domain. 
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where γ  is the minimum H∞ norm. The performance function is expressed by arbitrary γ . 
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The problem in Eq. (13) can be replaced with that in Eq. (14). 

 ( , ) : min max ( , )o o

u w
J J=u w u wg  (15) 

 

where ow  is the worst disturbance. ou  represents the optimal control input. 
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The problem in Eq. (13) becomes that of calculating the saddle point solution, u w( , )o oJ , 
which is acquired by actualizing optimal control input uo  under the worst disturbance, wo . 
Next, the following compensator is designed as an output feedback control problem. 
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From Eq.(8), it is confirmed that the feedback gain is decided unrelated to the quality of the 
disturbance and the feedforward gain is decided according to the quality of the disturbance. 
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which the estimated disturbance level is small when an unexpected disturbance is input 
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uncertainty in an augmented system (Kang et al., 1992).  
In addition, to separate the control range in terms of the frequency domain, the frequency 
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feel uncomfortable, are designed (Janeway, 1948).  
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The solution to this compensator is the center solution to a robust stabilization compensator 
for a bilinear system using solution Y of the Riccati algebraic equation. The details of each 
matrix are as follows: 
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3.3 Gain schduling control 
It has been reported that the feel of rolling reduces when the pitch angle always takes a 
positive value (Kawagoe et al., 1997). From the viewpoint of feeling by humans, we need to 
find a nonlinear relationship between roll and pitch angles (Sakai et al., 2006), (Yamamoto, 
2006). The controller is scheduled in the time domain to achieve a positive pitch angle 
during slaloms. A gain scheduling controller that adapts the frequency weight, ap(t), of the 
frequency-shaped filter according to the variable parameter, p(t), is introduced. 

 min max( ) ( ) ( ( ) )pp t a t p p t p= ≤ ≤  (20) 

The generalized plant which includes variable parameter, p(t), is as follows: 
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The parameter variable system which includes variable parameter, p(t), in Eq. (21) is 
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At the top of the parameter box, Ani，Bni，Cni，Dni are given 
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The gain scheduling controller, ( , )t pF , is as follows: 
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More concretely, the third power of the roll angle is used as variable parameter p(t), to 
achieve nonlinearity and positive value conversion of the pitch. 

 3( ) 1000 ( ) 2.2rp t tφ= +  (27) 

To achieve a nonlinear relationship between the roll and pitch angles, relative angle of the 
roll to the pitch is scheduled by using the matrix Ccsp shown in Fig. 2.  

 min

max

0 40 1 0 0 0

0 40 1 0 0 0
sp

sp

= − −⎡ ⎤⎣ ⎦
= −⎡ ⎤⎣ ⎦

C

C
 (28) 

The control input is calculated based on bilinear disturbance-accommodation H∞ control 
and gain schduling control.  

4. Simulation result 
In order to verify the effectiveness of the proposed method, the numerical simulations were 
carried out. Figure 4 has the results of numerical simulation for the slalom. The road width 
in the simulation was about 3 m, and the velocity of the vehicle was 15 m/s (=54 km/h) and 
a road disturbance of ISO standard C level was used. 
The time history of the scheduling parameter in case 1 is shown in Fig. 5. It was confirmed that 
the scheduling parameter is changed according to the roll angle caused by steering. The time 
histories of the body roll and pitch angles are shown in Figs. 6 and 7 respectively. From the 
results, it was confirmed that the roll angle is reduced by comparison with passive control.  
Figure 8 shows the relationship between the roll and pitch angles. The results confirmed that 
the proposed method achieves the nonlinear relationship between the pitch and roll angles.  
Figure 9 shows the PSD of vertical acceleration. The result confirmed that the vertical 
acceleration near the body resonance frequency and in the frequency domain of 4 - 8 Hz, 
which make humans feel uncomfortable, can be reduced. In addition, ride comfort that takes 
into consideration human sensitivity to vibrations in the slalom can be improved.  
Figure 10 shows the maximum reduction ratio of RMS. The results confirmed that the 
proposed method can reduce the body vertical acceleration as well as skyhook control and 
the soft fixed model. In addition, the body roll angle, which cannot be decreased with these 
controls, can be reduced as well as the hard fixed model. 
Figure 11 shows the simulation course in case 2. The simulation results in case 2 are shown 
in Figs. 12 to 17. All results verified control could be accomplished that was equal to case 1. 
The results in Fig.16 especially confirmed that the body attitude, which changes more 
drastically in the slalom, can be reduced. In addition, the nonlinear relationship between the 
pitch and roll angles can be achieved. 
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The solution to this compensator is the center solution to a robust stabilization compensator 
for a bilinear system using solution Y of the Riccati algebraic equation. The details of each 
matrix are as follows: 
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3.3 Gain schduling control 
It has been reported that the feel of rolling reduces when the pitch angle always takes a 
positive value (Kawagoe et al., 1997). From the viewpoint of feeling by humans, we need to 
find a nonlinear relationship between roll and pitch angles (Sakai et al., 2006), (Yamamoto, 
2006). The controller is scheduled in the time domain to achieve a positive pitch angle 
during slaloms. A gain scheduling controller that adapts the frequency weight, ap(t), of the 
frequency-shaped filter according to the variable parameter, p(t), is introduced. 
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The generalized plant which includes variable parameter, p(t), is as follows: 
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The parameter variable system which includes variable parameter, p(t), in Eq. (21) is 
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At the top of the parameter box, Ani，Bni，Cni，Dni are given 
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The gain scheduling controller, ( , )t pF , is as follows: 
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More concretely, the third power of the roll angle is used as variable parameter p(t), to 
achieve nonlinearity and positive value conversion of the pitch. 

 3( ) 1000 ( ) 2.2rp t tφ= +  (27) 

To achieve a nonlinear relationship between the roll and pitch angles, relative angle of the 
roll to the pitch is scheduled by using the matrix Ccsp shown in Fig. 2.  
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The control input is calculated based on bilinear disturbance-accommodation H∞ control 
and gain schduling control.  

4. Simulation result 
In order to verify the effectiveness of the proposed method, the numerical simulations were 
carried out. Figure 4 has the results of numerical simulation for the slalom. The road width 
in the simulation was about 3 m, and the velocity of the vehicle was 15 m/s (=54 km/h) and 
a road disturbance of ISO standard C level was used. 
The time history of the scheduling parameter in case 1 is shown in Fig. 5. It was confirmed that 
the scheduling parameter is changed according to the roll angle caused by steering. The time 
histories of the body roll and pitch angles are shown in Figs. 6 and 7 respectively. From the 
results, it was confirmed that the roll angle is reduced by comparison with passive control.  
Figure 8 shows the relationship between the roll and pitch angles. The results confirmed that 
the proposed method achieves the nonlinear relationship between the pitch and roll angles.  
Figure 9 shows the PSD of vertical acceleration. The result confirmed that the vertical 
acceleration near the body resonance frequency and in the frequency domain of 4 - 8 Hz, 
which make humans feel uncomfortable, can be reduced. In addition, ride comfort that takes 
into consideration human sensitivity to vibrations in the slalom can be improved.  
Figure 10 shows the maximum reduction ratio of RMS. The results confirmed that the 
proposed method can reduce the body vertical acceleration as well as skyhook control and 
the soft fixed model. In addition, the body roll angle, which cannot be decreased with these 
controls, can be reduced as well as the hard fixed model. 
Figure 11 shows the simulation course in case 2. The simulation results in case 2 are shown 
in Figs. 12 to 17. All results verified control could be accomplished that was equal to case 1. 
The results in Fig.16 especially confirmed that the body attitude, which changes more 
drastically in the slalom, can be reduced. In addition, the nonlinear relationship between the 
pitch and roll angles can be achieved. 
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5. Conclusion 
Controller design to achieve variable stiffness and a variable damping semi-active suspension 
system was attained by applying disturbance accommodation control theory, bilinear H ∞  
control theory, and gain scheduling control theory to improve the efficiency of ride comfort 
and vehicle behavior during steering. Several numerical simulations confirmed that ride 
comfort in the frequency domain, in which humans feel uncomfortable, can be improved 
without deteriorating passenger ride comfort in comparison with skyhook control. The change 
in body attitude when steering can also be reduced and vehicle behavior with synchronized 
phase difference between roll and pitch can be acquired. The results confirmed that both ride 
comfort and steering stability can be improved in a balanced manner. 
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system was attained by applying disturbance accommodation control theory, bilinear H ∞  
control theory, and gain scheduling control theory to improve the efficiency of ride comfort 
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1. Introduction 
Developments in Automotive Engineering describes the applications of modern electronics, 
communications, and control technologies to guide and control of vehicle’s operation. Since 
the last two decades there has been a phenomenal increase in the use of electronic 
components in automotive systems, resulting in the replacement of purely mechanical or 
hydraulic-implementations of much functionality. The main motivation behind this is 
because of fast response, lower cost, reduced weight, new and innovative functionalities, 
most user-friendly and faster design cycles.  
The work presented in the chapter, deals with the design of an Embedded Controller for 
some applications of an Automotives. 
Embedded controller is a special-purpose controller that is embedded in an electronic 
system. Embedded controllers has major role in modern automobile. There is ever 
increasing demand being placed on the functionality, complexity and reliability in 
intelligent transportation systems related to body electronics, vehicle diagnostics, remote 
access, security, emergency aid, GPS and navigation, infotainment, drive-by services, and 
fleet management system, torque control, vehicle stability and traction control, electronic 
control of windows and driver-seat setting, in vehicle communication, entertainment etc. 
There are two basic approaches for controlling vehicle functions as shown in figure 1. 
Distributed Control 
Distributed control, grouped the parameter according to their location & functionality. Each 
group has their controller and all are communicating with each other accordingly.  
Central Body Control 
In this approach the main controller managing rage of different functions & can be referred 
as Central Body Controller. Using this controlling, there is improvement in the sharing of 
information between different functions to allow better control of body space. Also there are 
fewer opportunities for overlapping functionality. Such type of architecture provides 
simplicity, may be effective solution. But this will increases the number of wires with 
functionality in vehicle. 
Multi Core Processor 
A multi-core processor is a processing system composed of two or more independent cores. 
It can be described as an integrated circuit to which two or more individual processors   
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system. Embedded controllers has major role in modern automobile. There is ever 
increasing demand being placed on the functionality, complexity and reliability in 
intelligent transportation systems related to body electronics, vehicle diagnostics, remote 
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fleet management system, torque control, vehicle stability and traction control, electronic 
control of windows and driver-seat setting, in vehicle communication, entertainment etc. 
There are two basic approaches for controlling vehicle functions as shown in figure 1. 
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Distributed control, grouped the parameter according to their location & functionality. Each 
group has their controller and all are communicating with each other accordingly.  
Central Body Control 
In this approach the main controller managing rage of different functions & can be referred 
as Central Body Controller. Using this controlling, there is improvement in the sharing of 
information between different functions to allow better control of body space. Also there are 
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(called cores) have been attached. The cores are typically integrated onto a single integrated 
circuit die (known as a chip multiprocessor or CMP), or they may be integrated onto multiple 
dies in a single chip package. Cores in a multi-core device may be coupled together tightly or 
loosely. For example, cores may or may not share caches, and they may implement message 
passing or shared memory inter-core communication methods. Common network topologies 
to interconnect cores include bus, ring, 2-dimensional mesh, and crossbar. All cores are 
identical in homogeneous multi-core systems and they are not identical in heterogeneous 
multi-core systems. Multi-core processors are widely used across many application domains 
including general-purpose, embedded, network, digital signal processing (DSP), graphics, etc. 
study shows that Multicore chips perform better than single core systems. The performance of 
multicore/ multiprocessor systems depends more on efficient communication among 
processors and on the balanced distribution of computation among them, rather than on pure 
speed of processor. Although there are many possible communication architectures, shared 
bus is very popular in small number of processors system for its simplicity and area efficiency 
in sharing resource architecture the resources like common buses. Peripheral and memory are 
shred and utilize by any processor according to need. 
Optimum design for an embedded controller can be proposed based on followings design 
parameters. 
• Best arbiter design in term of latency, Master request acceptance rate, Average Waiting 

Time for master & Average Bandwidth Utilization shared bus.  
• Utility of Shared bus. 
• Optimum power consumption by embedded controller. 

2. Automotive embedded controller.  
Controlling In-vehicle gadget with an embedded controller is a very challenging task in 
Intelligent Transportation system (ITS). Leading electronics manufacturer like Freescale 
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semiconductor & Intel have established their research wing for automotive controller 
design.  
Proposed Automotive Embedded Controller consists of four master cores. The master cores 
are Leon processor programmed for Whether Data processing, Digital Image Processing, 
Battery Controlling and Dashboard Controlling applications. Wiper controller and Air 
controller core are slave core and don’t have processing power. All core are connected with 
arbiter based AMBA shared bus. Memory is use for the data storage on shared basic to all 
cores. 
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Fig. 2. Shared bus Integrated Multicore Embedded Controller 

The integrated Multicore Embedded Controller has following Features 
• An Embedded Controller consists of multiple cores with sharing common Bus. 
• Cores can be master or slave including memory 
• More than one master core. 
• Each core are self-sufficient processor with it’s Local I/O buses. 
• Core may be homogeneous or heterogeneous in nature or architecture 
• Core may have different clock speed according to nature of their applications. 
• There may be dedicated slave cores for inter-vehicular/ intra-vehicular communication 

standards communications (eg. CAN, LIN, TTP, FlexRay), User communication 
standers (Eg. RS232, USB), RF communication (Eg. Bluetooth), standard peripherals 
(Timers, PPI, Data handling) etc. 

• All cores are connected with a common shared bus. Shared bus will consist of Data, 
Address and Control buses. 

• Allocation of bus will be taken care by shared bus management authority. 
In figure 2 Core (M) denoted for master core or processor core which can be a self-contained 
computer with CPU, memory, and I/O interfaces. Alternatively, a core could be an FPGA 
fabric. Each core is an island of synchronicity, i.e., different cores can operate at different 
frequencies, which can be changed at run-time in order to effect dynamic power 
management. Master core are design for different jobs and applications job are rightly 
assigned to the master core by software.  Core (S) denotes for slave core which can be 
peripheral core. These cores may be of category like programmable peripheral core eg. 
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Timer, Interrupt controller, Direct Memory Assess etc, peripheral device control core eg. 
Stepper motor control, DC or may be outside communication standard core like LIN, CAN, 
FlexRay etc.   
Out of the available options LEON processor is chosen for designing Multicore Embedded 
Controller system because it is highly configurable, fully synthesizable over a variety of 
platforms, VHDL code freely available under suitable license reasonably good amount of 
documentation and active online help is available. 
Leon Processor: 
LEON is a 32-bit CPU microprocessor core, based on the SPARC-V8 RISC architecture and 
instruction set. It was originally designed by the European Space Research and 
Technology Centre, part of the European Space Agency (ESA), and after that by Gaisler 
Research. It is design for embedded applications and are described in synthesizable 
VHDL. The core is configurable through VHDL generics, and is used in system-on-a-chip 
(SOC) designs both in research and commercial settings. The architecture consists of 
AMBA AHB/APB shared bus. New modules can easily be added due to facility of shared 
bus architecture. 
 

 
Fig. 3. Block Diagram of LEON2 processor 
AMBA Bus: 
The Advanced Microcontroller Bus Architecture (AMBA) was introduced by ARM Ltd in 
1996 and is widely used as the on-chip bus in System-on-a-chip (SoC) designs. It consist of 
following three buses. 
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• The Advanced High-performance Bus (AHB) 
• The Advanced System Bus (ASB) 
• The Advanced Peripheral Bus (APB). 
 

 
Fig. 4. Block Diagram of AMBA Bus 
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Fig. 4. Automotive Embedded Controller 
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An embedded controller prototype proposed here utilizing same sensor data for multiple 
processor cores and optimizing the design by reducing number of individual 
microcontrollers. This will lead to optimize the resources, cost & power in controlling of in-
vehicle gadgets. An Automotive Embedded Controller for multi-application and controlling 
multiple gadgets is shown in figure 4. 

3. Some applications of multicore automotive embedded controller  
The above explained system can be effectively utilized for the controlling of vehicular 
applications. Some of the applications are discussed as below.  

3.1 Wiper controlling 
Wiper motor controlling is a basic application in case of vehicular controlling. Figure 5 
shows weather data processor and Digital image processor as master processor and wiper 
controller as a peripheral controller. The internal core (mater and peripherals) are connected 
with AMBA shared bus. 
 

 
 

Fig. 5. Block diagram of Multicore Embedded controller for wiper control. 

Weather Data Processor: It is a processor processing the data coming from the different 
sensors regarding weather condition outside and inside the vehicle. For this application 
three sensors are utilized., precipitation sensor will sense the rain fall outside of vehicle.  
According to the data coming to weather sensor, weather data processor will decides the 
weather condition and inform to other respective core (masters or peripherals) regarding the 
same for necessary action. In case this processor justify that there is raining condition, it will 
send data or command to wiper controller. This can be explained from flow diagram 6 
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Fig. 6. Flow diagram of functioning of weather data processor 

Digital Image Processor: This processor processes the digital images captured by video 
camera placed aside of driver seat. If this processor identifies dust on front window glass, it 
will communicate with wiper controller to switch on the wiper for short duration to clear 
the dust. This action can be understand by flow diagram shown in figure 7.  
 

 
Fig. 7. Flow diagram of Digital Image processor 

Wiper controller: This is a peripheral core, allotted the task of wiper motor controlling. This 
receives data from multiple masters, as shown in figure and accordingly control the wiper 
motor. Wiper motor will switch on in three different conditions.  
• By switching on the user wiper switch 
• As per communicated by Digital Image Processor (if there is dust on front window 

glass). In this wiper motor will switch on for short duration.  
• As per communicated by weather data processor. (if raining condition is identified) 
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Fig. 8. Flow diagram of wiper controlling application. 
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Fig. 9. An Embedded controller block diagram for Air conditioning system 
Air Conditioning systems deliver air to the vehicle interior to provide comfort to 
passengers. These controller typically have control several motors (for blower and flaps), 
based on different inputs (e.g., temperature). Figure 9 shows block diagram of an embedded 
controller. This controller consists of weather data processor and battery controller as master 
and Air conditioning system as slave. 
Weather Data Processor: It is a processor processing the data coming from the different 
sensors regarding temperature condition inside the vehicle. According to the data this 
processor will decides the hot condition in the vehicle and communicated to AC system 
(peripheral) for necessary action. 
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Battery Controller: This processor monitor the battery condition of vehicle and responsible 
to take necessary action. It will monitor the charging of battery, if battery get overcharge, it 
will stop charging and vice versa. It also monitors the lever of electrolyte in the battery and 
warns the driver accordingly by communicating to other inbuilt core related to driver 
monitor display.  
In case of low battery, this processor will communicate with air conditioning module to tern 
it off to save the battery. Figure 10 shows working flow of this processor.  
 
 

 
 

Fig. 10. Flow diagram of working of battery controller 

Air conditioning system: It is a peripheral core responsible to control all function of vehicle 
AC. It receives user switch input as well as other command from weather data processor 
and battery controller regarding the operating of AC.  

3.3 Driver alert massage display 
In modern era, passenger safety and safe drive is one of the most hot issue in automotives.  
Safe driving also depends on the driver alertness regarding the surrounding conditions. For 
example if there is raining or fog condition, driver should get alert readings, and suggestion 
to reduce driving speed if speed extending the defined value. The system for this can be 
implemented as shown in figure 12. This consists of weather data processor & Dashboard 
display controller. Both core are having processing power are master core interfaced with 
AMBA shared bus architecture. 
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Fig. 11. Working of AC control system  

 
 
 
 

 
 

 

 
 

Fig. 12. Embedded controller for driver alert massage display 
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Weather Data processor is sensing the weather condition as explain in previous section. It is 
sharing the weather condition with dashboard controller. 
Dashboard controller: It is a processor processing data related to dashboard display. Mainly 
it is handling two displays. 
Dashboard display- This digital LCD displays speed, distance in Km, fuel level, indicator 
condition etc. 
Driver alert display- This display is use to display certain information to driver related to 
car. Example information of weather, car engine over temperature, any linkage in car, 
security issue in car, emergency massages propagated by road side base stations, massages 
of inter vehicular communication or particular sign detection by in-vehicular camera. This 
display will be placed just side to dash board display and easily seen by driver. 
In this application weather data processor will process the sensor data and decides the 
environment condition like raining condition or fog condition. The information will be 
communicated to dashboard controller to display on alert display. Also dashboard will see 
the speed of vehicle, if it found more speed it will display massage regarding lower down 
the speed of vehicle. 

4. Conclusion 
The embedded system for an automotive control system can be effectively design by 
extracting the benefit of multicore SoC technology. An integrated automotive controller can 
be design by using homogeneous or heterogeneous multiple cores (processors) connected 
with the shared bus like AMBA. The architecture will give better result with efficient 
resource sharing like peripheral device and memory.   

5. References 
AMBA Specifications (Rev 2.0), ARM Limited 1999. 
Andy Birnie,(2006). “Centre Body Control: A Finely Balanced Systems”, Freescale 

semiconductor Foroum, Peris, 
Andy Birnie (Oct. 2006, “Meeting the Low Power Challenge in Body Systems at Each 

Performance Level- from 8 to 32 bit”, Freescale semiconductor Foroum, Peris. 
ARM controller user’s manual 
David Geer( May 2005). “Chip maker turn to multicore Processor”,  IEEE Conf.  
David Lopez (Oct.2006).“Intelligent Distributed Control (IDC) Small and Cost Efficient 

Local Intelligence Solutions”, Freescale semiconductor Foroum, Peris. 
Dimitris Nikolopoulos (2006), “Facing the Challenges of Multicore Processor Technologies 

using Autonomic System Software”, Proceedings of 20th IEEE International Parallel & 
Distributed Processing Symposium, 

P.Peti, R. Obermaisser (2005), “An Integrated Architecture for Future Car Generations”, 
Proceedings of the Eighth IEEE International Symposium on Object-Oriented Real-Time 
Distributed Computing (ISORC’2005) 

Roman Obermaisser et. al, (July 2009). “From a Federated to an Integrated Automotive 
Architecture”, IEEE Transaction on Computer-Aided Design Of Integrated Circuits And 
Systems, Vol. 28, No. 7. 

The LEON Processor User’s Manual 



 New Trends and Developments in Automotive System Engineering 

 

392 

 
 
 
 

 
 
 

Fig. 11. Working of AC control system  

 
 
 
 

 
 

 

 
 

Fig. 12. Embedded controller for driver alert massage display 

Speed 

Speedometer, 
Tachometer, Indicator 

Display 

Driver Alert Display

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Weather 

Data 
Processor 

Precipitation Sensor Signal 
Condit
ioning

Multi 
channe
l ADC Data Bus

S
h
a 
r 
e
d  
 
B
u
s  

 
Dashboard 
Controller 

Data Bus

Data Bus

Fog Sensor

Temperature sensor 

Fuel Sensor

Air Conditioning 
System 

User Switch Battery 
controller 

Weather 
Controller  

A.C switch on AC. fan 
Control 

AC flap 
control  

Design of an Embedded Controller for Some Applications of an Automotives   

 

393 

Weather Data processor is sensing the weather condition as explain in previous section. It is 
sharing the weather condition with dashboard controller. 
Dashboard controller: It is a processor processing data related to dashboard display. Mainly 
it is handling two displays. 
Dashboard display- This digital LCD displays speed, distance in Km, fuel level, indicator 
condition etc. 
Driver alert display- This display is use to display certain information to driver related to 
car. Example information of weather, car engine over temperature, any linkage in car, 
security issue in car, emergency massages propagated by road side base stations, massages 
of inter vehicular communication or particular sign detection by in-vehicular camera. This 
display will be placed just side to dash board display and easily seen by driver. 
In this application weather data processor will process the sensor data and decides the 
environment condition like raining condition or fog condition. The information will be 
communicated to dashboard controller to display on alert display. Also dashboard will see 
the speed of vehicle, if it found more speed it will display massage regarding lower down 
the speed of vehicle. 
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1. Introduction 
Performance of Multicore Shared bus Embedded Controller depends on how effectively the 
sharing resources can be utilized. Common bus in System on Chip is one of the sharing 
resources, shared by the multiple master cores and also acting as a channel between master 
core and slave core (peripherals) or Memories. Arbiter is an authority to use the shared 
resource (Shared bus) effectively, so performance also depends on arbitration techniques. 
The arbitration mechanism is used to ensure that only one master has access to the bus at 
any one time. The arbiter performs this function by observing a number of different requests 
to use the bus. Master may request to bus master (arbiter) to use the bus during any cycle. 
The arbiter will sample the request on the rising of the clock and then use predefined 
algorithm to decide which master will be the next to gain access to the bus. On-chip 
communication architecture plays an important role in determining the overall performance 
of the System-on-Chip (SoC) design. In the recourse sharing mechanism of SoC, the 
communication architecture should be flexible to offer high performance over a wide range 
of data traffic. 

2. Arbitration techniques.  
There are several arbitration techniques has been developed mention as below. 

2.1 Static fixed priority algorithm 
Static fixed priority is a common scheduling mechanism on most common buses. In a static 
fixed priority scheduling policy, each master is assigned a fixed priority value. When several 
masters request simultaneously, the master with the highest priority will be granted. The 
advantage of this arbitration is its simple implement and small area cost. The static priority 
based architecture does not provide a means for controlling the fraction of communication 
bandwidth assigned to a component. If masters with high priority requests frequently, it 
will lead to the starvation of the ones with low priority. 
Advantages: It is simple in implement & Small area cost 
Disadvantages: In Heavy communication traffic, master that has low priority value can not 
get a grant signal. 
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2.2 TDM/Round-Robin algorithm 
Time division multiplexed (TDM) scheduling divides execution time on the bus into time 
slots and allocates the time slots to adapters requesting use of the bus. Each time slot can 
span several physical transactions on the bus. A request for use of the bus might require 
multiple slot times to perform all required transfers. However, in this architecture, the 
components are provided access to the communication channel in an interleaved manager, 
using a two level arbitration protocol. 
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Fig. 1. Round Robin based arbiter communication architecture 

The first level of arbitration uses a timing wheel where each slot is statically reserved for a 
unique master. In a single rotation of the wheel, a master that has reserved more than one 
slot is potentially granted access to the channel multiple times. If the master interface 
associated with the current slot has an outstanding request, a single word transfer is 
granted, and the timing wheel is rotated by one slot. To alleviate the problem of wasted 
slots, a second level of arbitration is supported. The policy is to keep track of the last master 
interface to be granted access via the second level of arbitration, and issue a grant to the next 
requesting master in a round-robin fashion, at figure 1, the current slot is reserved for M1, 
but it has no data to communicate. The second level increments a round-robin pointer rr2 
from its current position at M2 to the next outstanding request at M4. 
Advantages:  Easy to implement 
Disadvantages:  Leads to the mistake of data transfer 
However, these techniques are often inadequate. In the former, low priority components 
may suffer from starvation, while high priority components may have large latency. Low 
system performance because of bus distribution latency in a bus cycle time. Hence there is 
need to design some more efficient arbitration scheme. The chapter presents four arbitration 
schemes for system on chip communication as below. 
• Static Lottery Bus architecture 
• Dynamic lottery bus architecture  
• ATM switch architecture 
• Fuzzy Logic based arbiter 
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2.3 Static Lottery Bus architecture 
The core of the LOTTERYBUS architecture is a probabilistic arbitration algorithm 
implemented in a centralized “lottery manager” for each bus in the communication 
architecture. The architecture does not presume any fixed communication topology. Hence, 
various SoC components may be interconnected by an arbitrary network of shared channels 
or a flat system wide bus as shown in figure 2. 
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Fig. 2. Lottery manager for a bus in a Lottery bus based communication architecture 
The lottery manager accumulates requests for ownership of the bus from one or more 
masters, each of which is (statically) assigned a number of “lottery tickets,” as shown in 
figure 3. The manager pseudo-randomly chooses one of the contending masters to be the 
winner of the lottery, favoring masters that have a larger number of tickets, and grants 
access to the chosen master for a certain number of bus cycles. Multiple word requests may 
be allowed to complete without incurring the overhead of a lottery drawing for each bus 
word. However, to prevent a master from monopolizing the bus, a maximum transfer size is 
used to limit the number of bus cycles for which the granted master can utilize the bus Also, 
the architecture pipelines lottery manager operations with actual data transfers, to minimize 
idle bus cycles. The inputs to the lottery manager are a set of requests (one per master) and 
the number of tickets held by each master. The output is a set of grant lines (again one per 
master) that indicate the number of words that the currently chosen master is allowed to 
transfer across the bus. The arbitration decision is based on a lottery. The lottery manager 
periodically (typically, once every bus cycle) polls the incoming request lines to see if there 
are any pending requests. If there is only one request, a trivial lottery results in granting the 
bus to the requesting master. If there are two or more pending requests, then the master to 
be granted access is chosen using the approach described next. 

2.3.1 Lottery-based arbitration algorithm 
Let the set of bus masters be C1, C2, C3, C4 & Let the number of tickets held by each master 
are t1, t2, t3, t4. At any bus cycle, let the set of pending bus access requests be represented by a 
set of Boolean variables ri (i=1, 2…, n) where ri=1 if component Ci has a pending request, and  
ri=0 otherwise. The master to be granted is chosen in a pseudo-random way, favoring 
components with larger numbers of tickets. The probability of granting component Ci is given by 
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Fig. 3. Illustration of a lottery that determines which master should be awarded ownership 
of the bus. 
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Figure 3 shows an example where three out of four bus masters have contending requests, 
with tickets in the ratio 1:3:4. For this request map and ticket holding combination, the 
lottery-based approach should result in P(C1)=0.12, P(C2)=0, P(C3)=0.37, P(C4)=0.5, To 
make an arbitration decision, the lottery manager examines the number of “active” tickets, 
or the number of tickets in possession of the set of components that have pending requests. 
This is given by  
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range [0,r1*t1]the bus is granted to component C1, if it falls in the range [r1*t1,r1*t1+r2t2] it 
is granted to component C2. and so on. In general, if it lies in the range 
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of tickets occupies the largest fraction of the total range, and is consequently the most likely 
candidate to receive the grant, provided the random numbers are uniformly distributed 

over the interval 1 
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assigned 1, 2, 3, and 4 tickets, respectively. However, at the instant shown, only C1,C3,C4 
have pending requests hence the number of current tickets is 

1
* 1 3 4 8

=
= + + =∑

n

j j
j

r t  

Therefore, a random number is generated uniformly in the range (0, 8) In the example, the 
generated random number is 5, and lies between r0*t0+r1*t1+r2*t2=4 and 
r0*t0+r1*t1+r2*t2+r3*t3=8. Therefore, it indexes to a ticket owned by component C4. 
According to the rule described above, and as illustrated in Figure 3. Therefore, the bus is 
granted to component C4 win the very first lottery. 
Figure 4 shows block diagram of Lottery Bus architecture. It contains three basic blocks. 
(1)Lottery manager:-In this block r1, r2, r3, r4 are the requests signal of the master and t1, t2, 
t3 and t4 are the tickets of the master respectively. That will generate the ticket values that 
are r1t1, r1t1+r2t2, r1t1+r2t2+r3t3, r1t1+r2t2+r3t3+r4t4. (2)Random number generator:- 
Random number generator is working on the principle of pseudo random binary sequence 
generator .That will generate the number randomly. (3) Comparison and grant generation 
hardware:- The random number is compared in parallel against all four partial sums. Each 
comparator outputs a “1” if the random number is less than the partial sum at the other 
input. Since for the same number, multiple comparators may output a “1” (e.g., if r1=1 and 
the generated random number is smaller than, all the comparators will emit “1”), it is 
necessary to choose the first one, starting with the first comparator. For example, for the 
request map 1011 if the generated random number is 5, only’s C4 associated comparator will 
output a “1.” However, if the generated random number is “1,” then all the comparators 
will output a “1,” but the winner is C1. The architecture is model using VHDL for three 
masters. Ticket values are keeping fixed. Figure 4 shows the simulation results for the 
discussed architecture. Here t0, t1,t2 & t3 are tickets values and gnt0,gnt1,gnt2 & gnt3 are 
grant signals of the master processor. Signal n1 is random number generated signal and 
signal h0, h1, h2 &h3 are calculated value for the master or processor according to it’s ticket 
value and request signal r. 
As shown in figure 4  the signal r(0), r(1) ,r(2) and r(3) are the request of master 0,master 
1,master 2 and master 3 respectively the signal t0, t1 , t2 and t3 are the ticket values of 
master 0,master 1,master 2 and master 3 respectively. The signal s0, s1, s2 and s3 are the 
total ticket values of master 0, master 1, master 2 and master 3 respectively. The signal n1 
represents the number generated by pseudo random number binary sequence generator 
(figure 4). The signal gnt0, gnt1, gnt2 and gnt3 are the grant signal of master 0, master 1, 
master 2 and master 3 respectively. Figure 4 shows the simulation results for static lottery 
bus as per the algorithm. The numbers in the simulation results indicate the number of 
master getting the grant of shared bus utilization. 

2.4 Dynamic lottery bus architecture 
In this architecture (figure 5), the inputs to the lottery manager consist of a set of request 
lines (r0r1r2r3), and the number of tickets currently possessed by each corresponding master 
that are generated by ticket generated by ticket generator. Therefore, under this architecture, 
not only Range of current tickets varies dynamically but it can take on any arbitrary value 
(unlike the static case, where it was fixed). Therefore at each lottery, the lottery manager  
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Fig. 4. Structure and simulation results of Static Lottery Based arbiter 
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The rest of the architecture consists of comparison and grant hardware, and follows directly 
from the design of the static lottery manager. 
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Fig. 5. Structure & simulation Results of Dynamic Lottery bus 
The architecture is modeled using VHDL. Ticket values are keeping varying. Figure 5 shows 
the waveforms for the discussed architecture. Here t0, t1, t2 & t3 are tickets values and gnt0, 
gnt1, gnt2 and gnt3 are grant signals of the master processor. Signal n1 is random number 
generated signal and signal s0, s1, s2 and s3 are calculated value for the master or processor 
according to its ticket value and request signal r. 
Advantages: All the masters that are requesting gain the control of bus. 
Disadvantages: If the pseudo random number is greater than total ticket value then none of 
the masters will get the grant signal. 

2.5 ATM switch architecture 
In this arbitration algorithm, it accepts three parameters (Requests, Tickets, Adaptive signal) 
for the input of arbiter. Request and Ticket are the input for the static bus distribution. 
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Adaptive signal value is used as an additional input to improve the probability of the bus 
grant. This adaptive signal value is transmitted from the master that requires the bus grant 
more than another master because of the stressful traffic. Since we do not know which IP is 
used for the shared bus in advance of the SOC design, the adaptive signal can be fixed by 
the specific parameter. The master counts the buffer position storing the ATM cell and if the 
data approaches to the limited amount, the adaptive signal is generated to improve the 
drawing probability. 

1

( )( )
( )=

+
=

∗ +∑
i i i

i n
j j jj

r t aP C
r t a

 

Above equation shows the shared bus probability for each master. The current pending 
request and ticket value is used to obtain the shared probability of each Ci. In order to 
improve the probability of the master, ai values are obtained from the look up table and two 
of the master requests accomplish the bit-wise AND operation by the values i. ‘a’ is the 
additional ticket value to solve the problem that if the total ticket value is lower than the 
pseudo random value, the bus is assigned to the master of the low priority by the priority 
inversion. 

If the pseudo random value is bigger than
1
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r t , the control signal of MUX generates 

the enable signal by the OR operation of the request bit from the master. The partial 
summation value of each master is obtained by the bit-wise AND operation between the 
request values and the ticket value. If the pseudo random value from LFSR and the total 

ticket value generate modulo 
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R r t . C4 is assigned to be use because the pending 

request value is 0001.  
In figure 6 (in simulation results) signal r represents for the masters request signal. For the 
testing all masters accept master 2, are requesting for bus. Signal gnt0 to gnt3 are the grant 
signal. The master grant signals are indicated by numbers.  
Advantages: The adaptive signal is used to solve the problem that the characteristics of 
LFSR are disappeared if the pseudo random number is bigger than total ticket value. 

2.6 Fuzzy logic arbiter 
Fuzzy logic has already proved to be an innovative and successful design methodology in 
certain key areas of embedded control where its attributes of simplicity, sensitivity, 
robustness and easy optimization are tremendously advantageous. Fuzzy logic has been 
applied widely across the consumer market, where superior product performance has been 
achieved whilst reducing development time. Typical “fuzzy goods” that have been 
particularly successful include control systems in washing machines, air conditioners, 
cameras and camcorders incorporating an auto focusing mechanism, video cassette 
recorders and audio systems. 
The basic concept of fuzzy sets is a generalization of the classical or crisp set. The crisp set is 
defined in such a way as to dichotomize the individuals in some given universe of discourse 
into two groups: members (those that certainly belong in the set) and nonmembers (those 
that certainly do not). A sharp, unambiguous distinction exists between the members and 
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Fig 6. Structure & Simulation Results of ATM Switch arbiter 

nonmembers of the class or category represented by the crisp set. Fuzzy sets boundaries are 
vague, and the transition from member to nonmember appears gradual rather than abrupt. 
A fuzzy set can be defined mathematically by assigning to each possible individual in the 
universe of discourse a value representing its grade of membership in the fuzzy set. This 
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Fig 6. Structure & Simulation Results of ATM Switch arbiter 
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vague, and the transition from member to nonmember appears gradual rather than abrupt. 
A fuzzy set can be defined mathematically by assigning to each possible individual in the 
universe of discourse a value representing its grade of membership in the fuzzy set. This 
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grade corresponds to the degree to which that individual is similar or compatible with the 
concept represented by the fuzzy set. 
The fuzzy arbiters are modeled using appropriate membership function and rules in such a 
way as to maximize the acceptance probability of the processors and distribute it evenly. In 
such systems, arbiters are used to resolve conflicts between processor requests shared bus. 
Typically, these conflicts are resolved by using two-stage arbitration schemes that employ 
policies such as random choice, daisy chaining, round-robin, etc. A new way of 
implementing these arbiters is the use of fuzzy logic to resolve resource request conflicts 
based on the system state and performance variables.  

2.6.1 Working principal  
The entire membership function can be divided into three segments: 0,1 and 2 as shown in 
Figure 7. The Y-axis shows the degree of membership (µ) as a value between 0 and 1.The X-
axis shows the universe of discourse and is divided into three segments. Figure 3.8 shows 
how triangular input membership functions are formed in the fuzzification process. The 
calculation of the degree of membership (µ)can be categorized into three different segments: 
(a) In segment0: µ = 0, (b) In segment1: slope is upward from left to right, therefore: µ = 
(Input value – point 1) * slope1, µ is limited to max value of 1, (c) In segment 2: slope is 
downward from left to right, therefore: µ = 1 - (Input value –point 2) * slope 2 where µ is 
limited to a minimum value of 0.  
 

 
Fig. 7. Membership Functions 

2.6.2 Design of fuzzy logic arbiter 
Specifications: The arbiter has been designed for following specification. 
• To improve Acceptance rate of each processor 
• Using two level of arbitration first rule based and second priority based 
• Designed for Three Masters. 
Acceptance Rate calculation 
Acceptance rate for each processor can be calculated as the ratio of master request granted 
with the master requested. If AARi is acceptation rate for ith processor, Pi.accept is number 
of request granted by FLA and Pi.nreq is total master request to FLA. Then Acceptance rate 
can be calculated as follows.  
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For implementation, it will have two inputs as request and grant, output as Acceptance rate 
witch is 8-bit crisp value.  
Fuzzification of inputs 
In this step the degree of input is being determined by appropriate fuzzy sets via 
membership functions.  
 

 
Fig. 8. Membership Functions for each processor 

A membership function is a curve that defines how each point in the input space is mapped 
to a membership value (or degree). The inputs in this case are chosen to be the current 
acceptance rate of each processor. The input is a crisp numerical value limited to the 
universe of discourse which is in this case. Three membership functions are defined for each 
input; low, medium, and high, see in figure 8. 
Rule Base Design 
Once the inputs have been fuzzified, we know the degree to which each part of the 
antecedent has been satisfied for each rule. A set of rules have been defined for a fuzzy 
arbiter. The listing of the rules for a thee-input system is given bellow, where AP1, AP2 & 
AP2 are the current acceptance rates of input processor1 to processor3 respectively. The 
output is the processor selected (I1, I2 & I3). The rules have been chosen in such a way as to 
increase the acceptance rate of all processors, by selecting the lowest acceptance rate 
processor. In case of conflict i.e two processors acceptance rate are having in same category 
then problem will be solve by priority method. In such case processor 1 has highest priority 
and master 3 has lowest priority. Eg. In the table 1 fuzzy rule no 3, processor 1 and 
processor 2 has acceptance rate in low category but then processor 1 is selected due to high 
priority. Figure 12 shows block diagram of the rulebase module. Table 1 gives rule list.  
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Fuzzy rule Ap1 Ap2 Ap3 Processor Selected 

1 Low Low Low I1 

2 Low Low Medium I1 

3 Low Low High I1 

4 Low Medium Low I1 

5 Low Medium Medium I1 

6 Low Medium High I1 

7 Low High Low I1 

8 Low High Medium I1 

9 Low High High I1 

10 Medium Low Low I2 

11 Medium Low Medium I2 

12 Medium Low High I2 

13 Medium Medium Low I3 

14 Medium Medium Medium I1 

15 Medium Medium High I1 

16 Medium High Low I3 

17 Medium High Medium I1 

18 Medium High High I1 

19 High Low Low I2 

20 High Low Medium I2 

21 High Low High I2 

22 High Medium Low I3 

23 High Medium Medium I2 

24 High Medium High I2 

25 High High Low I3 

26 High High Medium I3 

27 High High High I1 
 
Table 1. Fuzzy Rule set for three processors 
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Fig. 9. Structure of Rule based Module 
Fuzzy Arbiter for Three Processor 
The figure 10 shows total structure for fuzzy logic arbiter for three processors. This structure 
has input as request signal Ireq1, Ireq2 & Ireq3 from respective three masters and output as 
grant signal I1grant, I2grant & I3grant to the masters. The structure is divided into three 
basic part from input side acceptance rate calculation, Middle part as fuzzification and 
output side as rule based module.   
Fuzzy logic arbiter is complex to implement. The complexity increases exponentially with 
the increase in the number of processor.  As the arbiter requires so many calculations to do, 
it will be slow for responding. Also it will hard to implement in FPGA because architecture 
consist of so many number of byte multiplier and divider that took huge hardware to 
implement. 
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Fig. 10. Structure for fuzzy logic arbiter 

3. Performance comparison of arbiters 
Performance of the designed arbitration schemes has compared based on the parameter like 
Latency, Acceptance rate of Masters, Average Waiting time of masters & Shared bus 
bandwidth utilization by individual masters. 
Average Latency (Cycles/word): It is a time delay between the moment something is 
initiated, and the moment one of its effects begins or becomes detectable. Ideally this should 
be zero of as minimum as possible. 
Acceptance Rate: Acceptance rate is defined as percentage of how many times masters 
request for shared bus among how many times it request is granted and bus is allotted. 
Theoretically acceptance rate of every processor should be as high as possible. 
Average Waiting Time: It is the average time for particular master in between request and 
grant of the shared bus. Average waiting time for every processor should be as low as 
possible. 
Average Bandwidth Utilization: It is measure of shared utilized by different masters. The 
bus should be ideally equally utilized by all masters. 
Figure 11 indicate that the ATM switch based arbiter gives optimum performance based on 
the monitoring parameters. 
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Fig. 11. Performance comparison of arbitration Techniques. 
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1. Introduction 
Since the first pieces of software have been introduced into automobiles in 1976, the 
complexity of automotive software systems is growing rapidly. Today automotive software 
is widely installed for diverse applications ranging from the infotainment domain (e.g. 
entertainment, navigation, etc.) with typically no real-time requirements to safety-critical 
control software (e.g. engine control, safety functionalities, etc.) with hard real-time 
requirements. In addition, many comfort functionalities of automobiles are realized by 
software nowadays (e.g. the control of the air condition system, electronic window 
regulator, etc.). Up to 90% of today’s innovations in the automotive industry are realized by 
hard- and software (Pretschner et al., 2007). This results in up to 2,500 ”atomic” functions 
realized in software on up to 67 electronic control units (ECUs) in modern high-end cars 
(Fürst, 2010). 
For the future development of automobile electronics, there are two major trends: A 
growing number of functionalities and through this a growing importance of software in the 
car (Hardung et al., 2004). Future generations of cars will be equipped with many new, 
complex features (Czarnecki & Eisenecker, 2000). For example, functionalities to support 
active driving safety (e.g. driver assistance systems), features which enable new innovative 
driving concepts (e.g. engine control for hybrid vehicles), or new functionalities in the 
comfort domain (e.g. new infotainment features). Most of these functionalities will be 
realized in software, which increases the amount and importance of software within the 
automotive domain necessarily. But these new features will also increase the complexity of 
future vehicular system architectures. For instance, driver assistance systems increase the 
complexity because they interact with several in-vehicle domains, e.g. the power-train and 
infotainment domain. In future, the trend of establishing more and more interactions 
between software components will continue, e.g. through x-by-wire features, where 
mechanical transmission is replaced by electrical signals. This results in a growing 
interdependency of separated software domains and in an increased need for 
interconnection. Another important aspect is the continuously growing number of 
functional variants caused by customer-specific equipment options or country-specific 
regulations. At the same time, the demand on the software quality within the automotive 
domain is very high at all times. These requirements must be satisfied in the future, despite 
the increasing complexity of automotive software architectures. Even today it is a great 
challenge to manage these systems from the outside. 
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In recent years, a lot of research has been done, trying to explore new methods for the 
management of general complex software systems. Within the research area of Self-
adaptation (McKinley et al., 2004) and Self-organization (Serugendo et al., 2004) new 
paradigms for the management of complex systems have been introduced. Both approaches 
utilize control-loops for feedback-based control of the system. Self-adaptive systems realize 
the adaptation of the system in a top-down manner by setting global goals which are 
enforced hierarchically. On the contrary, self-organizing systems follow a bottom-up 
approach in which the local interaction of elements results in the intended global behavior. 
These paradigms for the development of general systems which are capable of adaptation 
also constitute a promising solution to master the complexity within automotive embedded 
systems (Weiss et al., 2009). Thereby, vehicular software systems can be enhanced with self-
management capabilities. These so-called self-x properties (like self-configuration, self-
healing, self-optimization or self-protection (Kephart & Chess, 2003)) improve the 
scalability, robustness and flexibility of the system. 
In 2001 IBM introduced the Autonomic Computing (AC) paradigm (Horn, 2001). The main 
idea is the adaptation of the behavior of the central nervous system which interacts 
autonomously. As basic principle the management of autonomic elements is realized by a 
reconfiguration-cycle where each autonomic element monitors and analyzes the 
environment, plans its next steps and executes the resulting actions. Originally, the focus 
lies on the management of large-scale computer networks. With Organic Computing (OC) 
(Schmeck, 2005) a novel principle for self-organizing systems is given by imitating adaptive, 
life-like behavior in the nature. Self-organization is realized on different abstraction levels 
with observer/controller models utilizing control-loops. No particular field of application is 
addressed and interdisciplinary research is covered. With the Self-adaptive Software Program 
(Robertson et al., 2001) a very ambitious research field is addressed where software 
evaluates and changes its own behavior at runtime. Therefore descriptions of intentions and 
alternative behavior need to be added in the deployed software. 
In the automotive sector several initiatives have already focused on evaluating self-x 
techniques for vehicles. A high-demanding goal for the future of transportation are 
autonomous cars which can adapt even in high complex scenarios as in urban traffic 
(Urmson & Whittaker, 2008). As promising as early results are, many - not only technical - 
problems are not solved yet and thus the practical appliance of autonomous driving is still 
not foreseeable yet. 
For the in-vehicle information and entertainment functionalities the Media Oriented Systems 
Transport (MOST) bus (MOST Cooperation, 2008) is a widespread established standard. It 
facilitates functional composition with a powerful API and already features very limited 
self-x properties with its configuration management. The Automotive Open System 
Architecture (AUTOSAR) (AUTOSAR Consortium, 2010) initiative is a consortium with the 
goal of an open standard for the automotive software architecture. Through a component-
based architecture the reuse and scalability of future automotive software is pursued. By a 
virtual integration of software components (Virtual Function Bus) the allocation of functions 
to ECUs can be assembled at design time. Even though this approach facilitates a more 
liberal way of the allocation, it does not support any dynamic allocation at runtime. Hence, 
self-adaptation techniques that rely on reallocation of functions cannot be applied. In 
(Trumler et al., 2007) self-healing and self-configuration is evaluated in a component-based 
automotive architecture which indicates the potentials arising with these techniques. Dinkel 
(Dinkel, 2008) focuses on the development and simulation of a completely new IT-
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architecture for future cars with self-x capabilities. It utilizes Java and OSGi for simulation 
purposes and is not applied in the field. The DySCAS project (Anthony et al., 2006) focuses 
on developing a middleware enabling dynamic self-configuration in today’s cars. For the 
reconfiguration of the system a policy-based mechanism is utilized. Another approach was 
proposed by DaimlerChrysler (Hofmann & Leboch, 2005). The EvoArch project tries to put 
more value on the autonomy of the different parts of the automobile enhancing the 
automobile with self-x properties. Within the research project ReCoNets (Teich et al., 2006) 
fault-tolerance is addressed by bringing Hardware/Software- Reconfiguration into the 
automobile. Although, reallocation of both hardware and software is a consequent 
progression of the currently advancing adaptivity and decomposability, it is not aligned 
with present automotive development method (e.g. FPGA reconfiguration). 
As briefly described before, different approaches are in progress enabling self-x properties in 
future cars with various degrees of a possible adaptation. Many open challenges need to be 
researched for meeting the domain-specific requirements of automotive electronic systems 
(e.g. the verification of adaptation). But no project focuses on the embedding of techniques in 
present automotive electronic systems allowing a transition to self-adaptive systems. 
 

 
Fig. 1. Self-adaptation in the context of automotive embedded systems 

The characteristics of self-adaptive or self-organized systems might provide a solution for the 
growing complexity in the automotive domain. Within this chapter we present an approach 
for enhancing automotive embedded software systems with self-x properties which 
increases the scalability, robustness and flexibility of vehicular software systems (cp. Figure 1). 
The structure of this paper is organized as follows: In Section 3 we present the challenges in 
the realization of self-x properties in automotive embedded systems. Afterwards, we 
illustrate the advantages of self-adapting automotive software systems by presenting 
concrete use cases. Our model-based approach to design self-adaptive automotive software 
systems is outlined in Section 5. In Section 6 we introduce an approach to realize self-x 
capabilities during runtime. Finally, we conclude the chapter in Section 7. 
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2. Self-adaptation in the context of automotive embedded systems 
Under the umbrella term self-adaptation a set of terms is defined, e.g. self-x properties. In 
this section we will explain relevant terms in the domain-specific context of automotive 
embedded systems. 
Self-adaptive software systems must be able to adapt the behavior (Behavioral Adaptation) 
or/and the structure (Structural Adaptation) of the system to changes in the environment or 
within the system itself (Zadeh, 1963)(McKinley et al., 2004). To adapt itself autonomously, the 
system must be able to detect and to evaluate its own context. Therefore, a model of the system 
and its feasible states is needed. The comparison of the currently detected context and the 
reference situation of the system model enables the evaluation of the current system state. This 
so-called Self-Awareness is the basis for the adaptation of the system or a sub-system. 
During runtime self-awareness is enabled by the Self-Description of each component within 
the system. The language and the scope of this description must be as small as possible to 
fulfill their purpose. Furthermore, the description must be processable by an embedded 
system with limited resources. 
Today, there are already examples for adaptive behavior in modern automobiles. For 
example, the engine control adapts the fuel injection according to the current road behavior. 
But this kind of adaptivity is limited to control applications and allows adaptation only in 
predetermined variants. To fully exploit the potentials of adaptivity, it is not practical to 
limit the variability by calculating all possible system configurations in advance (during 
design time). Due to the enormous amount of possible variability in today’s and future 
automotive software systems, it is necessary to adapt the system dynamically at runtime 
(Dynamic Reconfiguration) (Geihs, 2008). 
With respect to (Hofmeister, 1993) three different kinds of dynamic reconfiguration can be 
differentiated: 
1. The implementation of a component is replaced by another one (Behavioral 

Adaptation). 
2. The relation between components of the system is modified. New components and 

features can be added or removed (Behavioral Adaptation). 
3. The allocation of the software components is changed without the modification of the 

logical structure. Therefore, components are migrated from one hardware platform to 
another (Structural Adaptation). 

In the context of automotive embedded systems behavioral adaptation is achieved by the 
dynamic activation or deactivation of specific software-based features during runtime. 
Structural adaptation is realized by the dynamic reallocation of software components onto 
the available control units during runtime. 
To apply dynamic reconfiguration successfully in the context of automotive embedded 
systems, we have to deal with so-called emergent behavior. Emergence is defined as a 
property of a total system which cannot be derived from the simple summation of 
properties of its constituent sub-systems (Müller-Schloer, 2004). It is a result of self-adaptive 
or self-organizing processes and leads to a system behavior which is not explicitly defined 
(Wolf & Holvoet, 2004). This may lead to unwanted or uncontrolled behavior - so-called 
emergent misbehavior (Mogul, 2005). Because automotive embedded systems provide safety-
relevant applications (e.g. airbag), it is very important that the predefined requirements and 
constraints of the system are preserved during runtime. Therefore, emergent behavior is not 
tolerated in adaptive automotive software systems. 
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Instead, the aim of self-adaptation in the context of vehicles is to improve to the system with 
different self-x properties: 
Self-Management: The system must be able to manage its own functionalities without 

actions from outside the system. The complexity of the system management task can be 
decreased by increasing the management capability of single components. For example, 
by adding a self-description to each element within the system the current status of self-
aware elements does not need to be supervised continuously. Thereby, a divide-and- 
conquer strategy is applied. The more complex the management of individual elements 
is, the less complex is the management of the overall system. In the context of 
automotive embedded systems, a trade-off is needed between the self-management of 
the overall system and the management of individual parts of the system. 

Self-Configuration: Today, the configuration of complex systems (e.g. vehicular software 
systems) is performed by experts. By enhancing a system with self-configuration 
capabilities, it is possible to find a feasible configuration in a distributed and 
autonomous way. Thus, the manual and error-prone configuration process can be 
omitted. Furthermore, self-configuration enables the dynamic integration of new 
components and features during the runtime of the system. For example, in today’s cars 
the autonomous configuration is already supported by the infotainment system MOST 
in which a central instance - the so-called NetworkMaster - enables the configuration of 
features (MOST FBlocks) independent from their position. 

Self-Healing: The autonomous diagnosis of the current system state enables the detection of 
invalid system states. Afterwards, a valid system state is restored by means of self-
healing. The self-healing process is supported by the self-configuration capabilities of 
the system. To achieve the complete ”healing” of the system a certain degree of 
redundancy is assumed. The ability to heal itself is growing with the size of the overall 
system. Thus, self-healing is especially interesting in the field of infotainment and 
telematics applications. Delays due to the process of self-healing must be considered 
additionally during system design. 

Self-Protection: Self-protection of specific elements is necessary if the system is operating in 
a dynamic environment. For automobiles which are divided into different separated 
domains of automotive software, self-protection is an additional overhead which is not 
justifiable in the context of present automotive embedded systems. But the protection 
against critical system states and the prediction of problematic conditions is an option 
to prevent the system from failures and to satisfy the safety requirements within the 
automotive domain. Furthermore, by opening the in-vehicle communication to the 
outside world (e.g. car-2-x communication (CAR 2 CAR Communication Consortium, 
2010), the importance of self-protection will increase. 

Self-Optimization: The proactive search of a specific element for new opportunities to 
optimize its own behavior helps to reach the optimal system state. But to achieve such 
an optimization, resources are continuously needed. In the context of automobiles, it is 
necessary to evaluate carefully if this effort for self-optimization is justifiable. Context-
based self-optimization in terms of different predefined scenarios may be a potential 
trade-off for automobiles. 

To use the full potential of the previously described self-x properties in automotive 
embedded systems, certain challenges must be met. In the next Section we will describe 
these challenges in detail. 
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telematics applications. Delays due to the process of self-healing must be considered 
additionally during system design. 
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a dynamic environment. For automobiles which are divided into different separated 
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justifiable in the context of present automotive embedded systems. But the protection 
against critical system states and the prediction of problematic conditions is an option 
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3. Challenges in realizing self-x properties in automotive embedded systems 
For realizing self-adaptive software systems for automobiles which enhance the system with 
self-x properties, several challenges have to be addressed which we describe in the 
following. Today, the software-based features of modern vehicles are statically assigned to 
specific ECUs. Since the number of control units cannot be expanded arbitrarily for the 
integration of new features, new concepts for the dynamic allocation of features to ECUs are 
needed. The Automotive Open System Architecture (AUTOSAR) (AUTOSAR Consortium, 
2010) initiative aims to establish a standardized software architecture for cars since 2002. By 
using a component-based approach, the reusability and the scalability of automotive 
software is increased. The so-called Virtual Function Bus (VFB) enables the virtual integration 
of software components by allocating these components to ECUs during design time. 
Thereby, the flexibility of designing automotive embedded systems is increased. However, 
with a more modular approach like AUTOSAR there is the need to decompose features into 
services and services into atomic functions. This approach enables the reuse of 
functionalities and reduces the overhead by eliminating redundant implementations within 
the software system. Furthermore, more freedom for the runtime adaptation is achieved by 
a more fine-granular decomposition of features. 
Modern runtime environments for automotive software, like Offene Systeme und deren 
Schnittstellen für die Elektronik in Kraftfahrzeugen (OSEK) (OSEK VDX Portal, n.d.) or 
AUTOSAR, are only configured statically during design time. Within statically designed 
systems most of the available resources are assigned permanently. Dynamic changes of this 
configuration (e.g. creating a new task) during runtime are not allowed. As runtime 
adaptation is needed to control the growing complexity, a runtime resource and conflict 
management is inevitable for the dynamic reconfiguration of the system (e.g. instead of a 
statically resolved virtual function bus with fixed port assignments in AUTOSAR, a real 
communication bus with a dynamic scheduling is needed). Therefore, the resources of each 
ECU - like CPU, memory, etc. – must be managed dynamically. 
Although sensors and actuators are separated from the computation, there is still the 
necessity for locality of the software functions to access the sensor/actuator data in today’s 
automotive embedded systems. Caused by the growing cross-linking of different 
functionalities – even inter-domain (e.g. caused by driver assistance features) - sensor and 
actuator data must be accessible by all features. Techniques like publish/subscribe and 
distributed data access might ease this problem. By the complete separation of sensors or 
actuators from the computation (control unit), their data can be accessed throughout the 
whole in-vehicle network. In case of an ECU breakdown the data of sensors or actuators will 
still be available. Thus, a more flexible distribution of software components is enabled which 
is mandatory to tap the full optimization potential of self-adaptation. 
Another challenge for the realization of self-x properties poses the heterogeneity of today’s 
vehicle electrical system architecture where diverse technologies are incorporated. The 
various hardware platforms and the different interconnection systems make it difficult to 
reallocate software components to different ECUs during runtime. For the migration to a 
different ECU, software components must be recompiled which increases the latency to 
adapt the system enormously or the program code of each component must be pre-compiled 
for the corresponding hardware platform and stored within the in-vehicle network. But for 
the various hardware platforms in today’s automobiles the memory capacity must be 
increased significantly which is not cost-effective. Only an abstraction from the underlying 

Towards Automotive Embedded Systems with Self-X Properties   

 

417 

technology (e.g. via a runtime environment or middleware) will allow the interaction of the 
components and thus the efficient self-adaptation of the overall system. 
In the automotive domain several applications with divergent safety and real-time 
requirements (specified as Safety Integrity Level, SIL (International Electrotechnical 
Commission (IEC), 1998)) are composed to one system. Presently, the requirements are met 
by a separation into domains (infotainment, power-train, comfort and chassis). Thus, a 
major challenge is to guarantee and meet the safety requirements of automotive systems 
even in adaptive systems (for example the ability to satisfy hard timing constraints). This 
results in an implied limitation of possible configurations of the system. The mandatory 
system constraints must be extracted during the design process and enforced during 
runtime. Thereby, the reconfiguration process of the system must not influence the behavior 
of safety-critical features. For this reason, the constraints and the effects of the adaptation 
must be considered in safety-relevant systems - like automobiles. 
To realize self-adaptive or self-organizing (technical) systems a control instance is needed 
which collects information about the system, analyses these information and decides how to 
adapt the system to reach the predefined objectives (Mühl et al., 2007). Such a control 
instance must ensure that the system is in a correct state at any time. Present automotive 
systems have no capabilities to describe their properties and requirements at runtime so that 
a controller instance could not obtain enough information about the current systems state, 
only deduced information. Accordingly, a description of the components has to be made 
available at runtime. For component-based approaches a self-description (for hardware and 
software components) generated out of the design seems promising. But a trade-off between 
the expressiveness with more potential for self-adaptation and the overhead of a higher 
complexity for analysis algorithms has to be done. 
To address these challenges in realizing self-adaptive automotive embedded systems with 
self-x properties, a design process is necessary which allows the modeling and the 
verification of adaptivity while considering the domain-specific requirements. Furthermore, 
we need a runtime environment which monitors the requirements and constraints specified 
during design and which enables the dynamic reconfiguration of the system. Before we 
introduce these concepts in Section 5 and 6, use cases which exploit self-x properties of 
automobiles are presented in the next section. 

4. Use cases for the application of self-x properties in automobiles 
By enhancing the automotive software system with the self-x properties as described in 
Section 2, significant improvements beyond today’s state of the art may be realized. 

4.1 Resource optimization 
A car operates in a continuously changing environment. On the freeway, features like the 
cruise control system, the lane departure warning system or the adaptive driving speed 
control are used. While driving in the city, other or modified driver assistance features are 
needed (e.g. the parking assistant system). The night view assistant, adaptive headlights or 
the high-beam assistant are only used by night or in cases of restricted view. To reach the 
optimal utilization of the available resources, individual features have to be used situation-
based. Thereby, the required hardware resources are reduced by mutually exclusive 
features. The situation-based deactivation of unnecessary but simultaneously possible 
features saves resources (e.g. energy, computing time, etc.) during runtime. 
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4.2 Fault tolerance 
Due to reasons of cost and efficiency, there is almost no redundancy in today’s automobiles. 
The failure of software-based functionalities must be repaired normally by a specialized car 
repair. In some cases, the failure of an electronic component may lead to the total 
breakdown of the car. These failures within the car’s electric/electronic are very negative 
experiences for the customers and in worst case may possibly threaten the life of the driver. 
By enhancing automotive embedded systems with self-healing capabilities, the fault 
tolerance and the availability of the systems is increased by software without costs for 
additional hardware resources. For example, the failure of a control unit can be 
compensated by the dynamic adaptation of the system’s structure. Thus, a temporary 
emergency operation of the automotive embedded system is enabled by equipping the system 
with self-x properties. Life-threatening situations for the driver can be avoided and the 
satisfaction of the customers can be increased. 

4.3 Third party consumer device integration 
Today, the replacement of vehicle components, the upgrade of new components (after-
market products) within the car repair or the update of the vehicular software may lead to 
problems because the software versions of specific components may not be compatible with 
the shipped vehicle software. Furthermore, the user demand for integrating modern 
consumer devices (e.g. mobile phones, smart phones, PDAs, etc.) into the vehicle is very 
high. The short lifecycles (especially in comparison to the life-cycles of automobiles) and the 
diversity of these devices have led to proprietary solutions for connecting consumer devices 
to the vehicle infotainment system. Enhancing the automotive embedded system by self-
configuration enables the seamless, flexible and scalable integration of new software-based 
features, new hardware components and consumer devices. Thereby, failures due to 
software versions which are incompatible are eliminated. Based on the autonomous 
allocation of software components to ECUs, self-configuration reduces the complexity for 
the system integrator and the effort during the production of the automobile. The error-
prone manual assignment of features to hardware platforms and the time-consuming 
flashing (software deployment) of the ECUs during the end-of-line production can be 
omitted. 

4.4 Partial in-vehicle network operation 
Another use case which can be enabled by self-adaptive automotive systems with self-x 
properties is the partial in-vehicle network operation. In this use case certain parts of the in-
vehicle network or single ECUs can be shut down to save resources (e.g. energy) during 
runtime. This can be done in certain contexts (situations) when all features located in a 
distinct area of the network are not required or can be substituted by functions running on 
other platforms. These functions might be started dynamically or for simplicity run as 
shadow tasks in the background all the time. The potential benefits of a partial in-vehicle 
network operation of course strongly depend on the mapping of software components to 
the ECUs. For an optimal allocation, with respect to the partial in-vehicle network operation, 
the distribution should cluster functionality which is and is not used in the same context. 
Self-x properties may improve the partial in-vehicle network operation by dynamically 
reallocating software components to shut down even more parts of the network. 
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5. Designing automotive embedded systems with self-x properties 
Nowadays software development in the automobile area has been dominated by its 
traditional development of mechanical components, as it has been practiced for the last 
decades. With the growing number of automobile features realized mainly in software, the 
design process is becoming more and more challenging. For managing the complexity of 
distributed embedded systems like automotive electronic systems a specialized software 
development process is necessary which allows the abstraction and realization of single 
system components and the whole system. Therefore, the description and the description 
language are a critical factor how well - in terms of how close to the reality - the system can 
be modeled on different layers of abstraction. In a distributed adaptive system with self-x 
properties - beneath the static description - the dynamic description in particular is of great 
importance. 
An architecture of a software system is generally described by an Architecture Description 
Language. In the automobile domain several efforts for the system modeling are undertaken. 
EAST-ADL (Electronics Architecture and Software Technology - Architecture Description 
Language) (Cuenot et al., 2008) as a domain-specific architecture description language is a 
promising standard for the seamless automotive architecture design. On the 
Implementation Level it also targets the component-based architecture AUTOSAR 
(AUTOSAR Consortium, 2010) allowing an integration with this standard. In our approach 
we foresee to utilize EAST-ADL as basis for describing an automotive electronic system 
enhanced with self-x properties. EAST-ADL allows the design of static automotive systems 
based on UML (EAST-ADL2, 2010), but for adaptive systems with self-x properties it has to 
be enhanced, e.g. by considering dynamic behavior at runtime. Additionally defined 
attributes are modeled to specify the runtime variability of the EAST-ADL system 
components. Thereby, for example self-configuration and self-healing can be supported by 
annotating components to be reconfigurable at runtime. Thus, they can be instantiated in a 
self-configuration or self-healing process. 
The design space of runtime adaptive systems with self-x properties increases exponentially 
in terms of possible runtime configurations. Thus, special emphasis has to be placed on the 
validation of the dynamic behavior in early design phases. This allows an iterative validation of 
the system and its adaptation behavior leading to find faults early in the development 
process. By this, the development costs can be decreased as late design changes typically 
result in drastically increased costs. The designed and validated system has to be executed 
by a tailored runtime environment as outlined in Section 6. The allowed degree of variability 
has to be defined in the design to comply with requirements on the system safety. An 
uncontrolled self-organization is not feasible in safety-related systems as certain 
requirements need to be met at any time. Especially, the abstraction of the definition of the 
adaptation is crucial. For the validation of the system and its behavior this should be 
defined on a rather high level of abstraction. Thereby, the allowed nominal behavior - 
including the adaptation behavior – can be constrained. On a high level of abstraction so-
called features can be modeled representing user-visual functionality. Additional to static 
features which are present in a product, dynamic features can be defined. These represent 
adaptive functionality on an abstract level. They contain interdependencies and distinct 
selection criteria which define their selection at runtime. Derived contexts can be used to 
select a set of dynamic features with respect to the actual driving situation. Car 
manufacturers may specify distinct scenarios (e.g. driving situations) in which defined 
functions of the automobile are necessary. 
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Fig. 2. Integration of SystemC validation on EAST-ADL layers of abstraction 

For the iterative validation of the design we use SystemC simulations. SystemC is a 
standardized system modeling and simulation language which supports 
Hardware/Software-Co-Design and Co-Simulation. It is specified and promoted by the 
Open SystemC Initiative (OSCI) (Open SystemC Initiative (OSCI), 2010) and has been 
approved by the IEEE Standards Association as IEEE 1666-2005 (IEEE, 2005). Based on the 
wide-spread programming language C++, SystemC provides artifacts to simulate 
concurrent processes and an event-driven simulation kernel. It incorporates semantic 
constructs of hardware description languages (like VHDL and Verilog) and can be used to 
model the holistic system using plain C++. A stepwise refinement in a top-down design 
process is realized with the SystemC Transaction-Level Modeling (TLM) (Cai & Gajski, 2003) 
methodology. TLM is a methodology used for modeling digital systems which separates the 
details of communication among computational components from the details of the 
computational components. Details of communication or computation can be hidden in 
early stages of the design and added later. Since the application of SystemC for a simulation-
based validation of automotive electronic systems is a promising approach for the design 
exploration and hardware sizing, it is integrated within our approach for adaptive 
automotive systems with self-x properties. Therefore, we adopt SystemC in the 
development process with architecture descriptions based on EAST-ADL. An automatic 
transformation on the layers of abstraction of EAST-ADL to the SystemC TLM levels is 
performed (see Figure 2) which enables a simulation-based validation. Thereby, architecture 
models can be iteratively refined and improved in the development process. Through this, 
adaptive automobile systems can be seamlessly developed and described. The design of 
such a system including the defined adaptivity has to be realized and enforced at runtime in 
the end, which is described in Section 6. In the next section we present an automotive 
example which has been designed with the above methodology and validated by a SystemC 
simulation. 
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5.1 Automotive example for validation 
As outlined before, in the design of automotive systems with self-x properties the validation 
of such systems is increasingly challenging. Therefore, we transform EAST-ADL models to 
executable SystemC models in a prototypical tool-chain. For evaluation purposes an 
automotive case study (Hardung et al., 2004) has been modeled in EAST-ADL and 
transformed to SystemC simulations on different levels of abstraction. 
The use case is located within the so-called body domain of an automobile and consists of 
the four features exterior light, direction indication, central door locking and keyless door entry. 
The exterior light feature allows controlling the front and rear lights of the vehicle. The 
lights can be switched on/off manually or automatically through darkness or rain detected 
by the rain/light sensor. These inputs are interpreted by the function exterior light control 
which controls the light units (front and rear). For the direction indication a direction 
indication switch can be used to signal the turning direction. With the hazard light switch, 
risky driving situations can be signaled to other road users. Therefore, the direction 
indication master control informs the direction indication front and rear controls about the 
designated status of the direction indication lights. These turn the direction indication lights 
on or off in the front and rear light units. Central door locking allows locking and unlocking 
all doors simultaneously by using the key in the lock or by radio transmission. A radio 
receiver signals the information to the central door locking control. This function flashes the 
direction indication lights for a feedback to the driver and controls the four door locks of the 
car. An additional feature to the un-/locking of an automobile is the keyless entry. A driver 
can approach his car with the key in his pocket and the doors will unlock automatically. It 
can be locked by simply pressing a button on the door handle. Antenna components detect 
the key in the surrounding and inform the central door locking function which in turn 
unlocks the doors. With respect to the interaction with exterior light (which gives feedback 
via the direction indication lights), it does not make any difference whether the doors have 
been unlocked in a standard way or via the keyless entry. At Analysis Level this use case is 
modelled in EAST-ADL by so-called FunctionalDevices components: KeylessEntryController, 
CentralDoorLockingController, DirectionIndicationMasterController, DirectionIndicationFront-
Controller, DirectionIndicationRearController and ExteriorLightController as is depicted in Figure 
3. The behavior of these functionalities is described as UML opaque behavior of the 
components (C++ source code). Additionally, behavior can also be modeled with UML 
Statecharts as a UML based behavior specification. Communication is designed as data flow 
between the components represented by FunctionFlowPorts and FunctionConnectors. 
A SystemC simulation generated from this level includes modules interconnected for each of 
the above mentioned FunctionalDevices. They implement the respective behavior of these 
modeled components in a thread of the module. A simulation based on the abstract EAST-
ADL Analysis Level of the use case was realized. Thus, the interaction of the abstract modeled 
functionalities can be validated with a simulation-based analysis. 
At Design Level the use case is modeled in a Functional Design Architecture (FDA) 
representing the software parts and a Hardware Design Architecture (HDA) representing 
the hardware parts of the use case realization. The FDA includes DesignFunctionTypes 
for the software functionalities of the use case and LocalDeviceManagers representing 
the software access to the modeled sensors and actuators. Latter are designed in the HDA 
together with the hardware platforms (Nodes) and the interconnecting LocalBus. 
Components in the FDA are interconnected with FunctionConnectors and in the HDA  
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Fig. 2. Integration of SystemC validation on EAST-ADL layers of abstraction 
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Fig. 3. Composite diagram of the use case at Analysis Level 

with HardwareConnectors. Additionally, LocalDeviceManagers exist for each 
depicted Sensor and Actuator in the Functional Design Architecture which are not explicitly 
displayed in this figure. The generated SystemC implementation of the use case at Design 
Level - which models software and hardware explicitly - is depicted in Figure 4. It includes 
the use of a framework for automotive-specific modules. For example, ECUs and software 
functions can be included out of a library as specific sc module implementations. As can be 
derived from Figure 4 the EAST-ADL Design Level components are generated as sc modules 
representing software functions. These modules are included in another SystemC module 
which realizes a hardware platform with attached sensors and actuators in form of  
sc modules. These hardware platforms are interconnected by a module implementation of the  
 
 

 
Fig. 4. Overview of the generated SystemC simulation at the Design Level 
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defined LocalBus. SystemC interfaces and channels realize the concrete interconnections of 
the modules. For example, a specialized type of sc interface (EcuSw If) realizes the 
communication between software functions and ECU modules. 
The introduced transformation is realized in a prototypical toolchain which integrates into 
the Eclipse environment as a plug-in. By this, it can easily be used with EAST-ADL models 
based on UML in Eclipse (e.g. with the Papyrus UML modeling tool which supports EAST-
ADL). The transformations itself are implemented as templates of the Xpand model-to-text 
transformation language. They use EAST-ADL models as input and generate the single 
SystemC files according to the mapping of the languages. Currently, simulations can be 
generated from the Analysis Level or Design Level. Simple checks allow to examine the 
conformity for a simulation. Because a generation of incomplete models in early design 
stages should be possible, the checks are only as strict as needed for generating correct 
SystemC simulations. This supports the iterative simulation of ADL models in the design 
process. For the simulation at Design Level we utilize a self-developed framework called 
DynaSim which allows the modeling of an automotive in-vehicle network in SystemC. The 
generated files refer to SystemC models in the DynaSim library (e.g. ECUs or software 
functions). By this, a simulation can be performed considering the automotive-specific 
system environment. We have briefly introduced our approach for the validation of self-x 
properties in adaptive automotive systems at different design stages on the basis of a case 
study. Since the designed properties of the models have to be ensured at runtime, the next 
section focuses on the runtime mechanisms. 

6. Enforcing self-x properties during runtime 
To enforce self-x properties in automotive embedded systems during runtime, an adopted 
runtime environment is needed. This must provide mechanisms to manage system  
resources dynamically and must enable the structural and behavioral adaptation of the 
automotive software system. Furthermore, it is essential to satisfy all mandatory 
requirements and constraints which are defined during the design process (see Section 5). 
Thereby, the correct system behavior can be guaranteed during runtime and unwanted or 
uncontrolled behavior can be avoided. In our approach this is realized by using a control 
loop based mechanism according to the AC paradigm. The automotive embedded system is 
monitored continuously, changes are analyzed and adaptations of the system are planed 
and executed. 
Especially for automotive systems with various requirements and constraints, enabling  
self-x properties and building such a control loop is a difficult task. Not only functional but 
also non-functional requirements (e.g. timing, safety) have to be met during runtime. 
Generally, automotive software features are divided into so-called Safety Integrity Level (SIL) 
according to their safety relevance. Each SIL has different requirements which must be 
considered by the control loop accordingly. For example, a safety-critical feature (e.g. the 
airbag control) may not be affected at any time - even during reconfiguration. However, a 
feature from the infotainment domain (e.g. the hands-free kit) can be deactivated during 
reconfiguration without life-threatening consequences. The control architecture of the 
automotive embedded systems must take these requirements into account. 
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reconfiguration without life-threatening consequences. The control architecture of the 
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Furthermore, the control architecture of a self-adaptive system which provides safety-
relevant applications has to be highly dependable and needs to provide the necessary 
degree of flexibility to react on changing conditions in an appropriate way. Therefore, 
managing the whole system by one single control loop is complex and results in a single-
point-of-failure. 
In order to cope with these requirements, a divide-and-conquer strategy can be applied 
which is partitioning the system into smaller entities - so-called clusters. A cluster is defined 
as a logic group of software components as well as a sub-set of requirements and system 
objectives which have to be met by all of software components within the cluster. 
The partitioning of the system into different clusters can be based on different criteria: 
• Functional dependencies 
• Non-functional dependencies 
• Physical location of the functions 
• Requirements and system objectives 
These criteria can be combined in any way in order to provide an optimal segmentation of 
the automotive software system. In this context, an optimal segmentation means that 
decisions can be made in a single cluster from a local point of view without interfering other 
clusters. 
Repeated partitioning of the system leads to a hierarchy of clusters, representing the entire 
automotive software system. Each cluster within this hierarchy is controlled by its own 
control loop resulting in a hierarchical multi-layered control architecture (cp. Figure 5). This 
control loop is an external component which is not included in the cluster itself. It is 
monitoring and controlling the current state of a cluster continuously, so that all 
requirements and system objectives are satisfied. If one of the defined requirements or 
system objectives is not met anymore, the affected cluster must be adapted in order to meet 
all requirements and system objectives again. This is either done by the reassignment of 
software components to different ECUs (structural adaptation) or by the 
activation/deactivation of specific software-based features (behavioral adaptation). 
The clusters on the lower layers have a local scope with only a few requirements to be 
satisfied and software components to be controlled. Thereby, an individual implementation 
of the control loop and a fast reaction on changes is possible. Many clusters have only one 
system objective, so tailored methods and algorithms can be applied for the observation and 
control of the cluster. Due to different implementations of the control cycle, the control 
architecture can be customized individually for the different needs of the automotive 
software domains. As a drawback, the clusters on the lower layers have a restricted scope 
and may not be capable of finding a new valid assignment of software components  
to ECUs. 
On higher layers, the number of software components managed by a cluster is increasing, as 
the number of requirements and system objectives, which have to be met. Thus, on the one 
hand the chance of finding a new allocation which satisfies all requirements is increased; 
one the other hand, it is more complex to find one at all. 
The Root Cluster on the top layer represents the top element in the hierarchy and manages 
the entire automotive embedded system. But it is only involved in the self-adaptation 
process as a last instance. The Root Cluster is not aware of the decisions made on the lower 
clusters. 
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Within an n-layered control architecture up to n control loops are involved in the process of 
self-adaptation. In worst case, calculations of the control cycle are performed n times until a 
new valid allocation is found, resulting in a long response time to changes and a certain 
overhead. To reduce this overhead, partial solutions of calculations are passed to the next 
higher layer and will be reused there. But nevertheless, a trade-off is needed between the 
overhead provided by each new layer added to the control architecture and the advantages 
gained by it. 
Each control loop within the hierarchical multi-layered control architecture consists of four 
stages, according to the AC paradigm: 
Monitoring: Certain parameters of the system must be monitored continuously to detect 

changes quickly and dependably within the system’s environment or within the system 
itself. To enhance the system with self-healing capabilities, malfunctions must be 
discovered autonomously. Traditionally, monitoring and fault detection recognize the 
malfunction of individual components. Thereby, the expected behavior is compared to 
the actual behavior of the component. If the actual behavior deviates from the expected 
behavior, a failure is likely. The representation of the expected behavior or the 
measurement of the actual behavior is very specific and tailored for a certain 
component. With growing complexity, interdependencies and distribution of the 
vehicles software features the following problems need to be solved: 
• Monitoring the complete system behavior: Although each individual component is 

working correctly, the overall system exhibits incorrect behavior. 
• Monitoring the dynamic system behavior: Adaptive systems may operate in different 

system configurations. Thus, it is difficult to predict all possible configurations (State 
Explosion) and to monitor the system with static monitoring techniques. 

• Detection of unknown failures: Today’s monitoring techniques have limited 
abilities to discover unknown failures during runtime. This is due to the use of 
error patterns to identify specific errors in most monitoring mechanisms. Errors 
which do not match the predefined patterns are not detected. 

Analysis: During the analysis stage the present, the desired and the future state of the 
system must be detected and predicted. Thereby, the analysis stage is closely linked to 
the monitoring stage, because the observations from the monitoring of the system are 
directly passed to the analysis. In contrary to the monitoring stage, the analysis of the 
system uses additional information (e.g. current environmental conditions, predefined 
system objectives, etc.) for the evaluation of the actual system state. The so-called 
Livingstone Model (Cimatti et al., 2003) may be used for this purpose. It describes a 
model-based diagnostic mechanism for autonomous spacecrafts with self-configuration 
capabilities. Therefore, it compares the predicted behavior with the actual behavior and 
makes statements concerning the needed actions based on the model of the system. In 
diagnosis, information about which features are needed for the further operation of the 
system beyond the detection of error causes are made depending on the current 
environmental conditions of the system and the system’s objective (Williams et al., 
1996). With these information about the available resources and the features needed in 
future which are gained from the analysis stage, the next stage (planning) may find a 
new allocation of software components to ECUs. 
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Planning: The planning stage creates or composes a set of actions to modify the managed 
elements of the system. In the context of automotive embedded systems the planning 
stage determines a new set of features and a new allocation of software components 
and control units which fulfills all predefined requirements. This allocation problem 
can be either expressed as Generalized Assignment Problem (GAP) (Cattrysse & 
VanWassenhove, 1990) or as Constraint Satisfaction Problem (CSP) (Dinkel & 
Baumgarten, 2007). Since the allocation problem is a NP-hard optimization problem, a 
heuristic approach is needed to solve this problem during runtime. The challenge of the 
planing stage is to find a trade-off between the computation time and the quality of the 
solution in order to satisfy the requirements of the automotive domain. 

Execution: The execution stage of the control cycle provides mechanisms to execute the 
plan determined by the planning stage in order to adapt the system. Within the 
vehicular software system these changes refer to the activation or deactivation of 
features as well as the migration of software components to different ECUs. In the 
context of safety-relevant applications, it is important that the normal system 
behavior is not disturbed during the reconfiguration of the system. The migration of 
software components can be chosen whether the context of the software component 
(variables, program stack, etc.), the program code (binary or source code) or both is 
transfered to another ECU. Thus, for example, a safety-relevant feature may exist on 
several ECUs. In case of a migration only the current context of this feature must be 
transfered to another ECU. Other features may be recompiled for the target hardware 
platform in case of a migration and transmitted as binary code. According to the 
predefined requirements of a feature, specific techniques for the migration of 
software components may be used. 

As pointed out before, a multi-layered control architecture provides the necessary 
performance and degree of flexibility to react on changes within the system’s environment 
or within the system itself in an adequate way. Thus, it is possible to supervise these 
requirements predefined during the design and to adapt the system if one of the 
requirements is not satisfied anymore. Small clusters with individually tailored control 
loops can react quickly, while clusters on higher layers have a wider scope and more 
information to find the optimal configuration of the automotive embedded system. Thus, 
the chance of finding a new valid allocation of software components to ECUs is better on 
upper layers. Furthermore, a software component is always supervised by more than one 
control loop. This avoids single-point-of-failures and increases the dependability of the 
control architecture. In comparison to other control architectures the hierarchical multi-
layered approach reduces the complexity of the self-adaptation process within automotive 
embedded systems (Zeller et al., 2009). Thus, the hierarchical multi-layered control 
architecture enables the extension of automotive embedded systems by self-x properties like 
self-configuration, self-healing and self-optimization. 

6.1 Example control architecture for today’s automotive embedded systems 
Managing today’s vehicle software systems, means managing about 270 features, running 
on nearly 70 different ECUs (Pretschner et al., 2007). These ECUs and various sensors and 
actuators are interconnected through different network buses. 
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Nowadays there are three major vehicle network systems (cp. Figure 6): The most common 
network technology used in vehicles is the Controller Area Network (CAN) bus (Robert Bosch 
GmbH, 1991). CAN is a multi-master broadcast bus for connecting ECUs without central 
control, providing real-time capable data transmission. FlexRay (FlexRay Consortium, 2005) 
is a fast, deterministic and fault-tolerant automotive network technology. It is designed to be 
faster and more reliable than CAN. Therefore, it is used in the field of safety-critical 
applications (e.g. active and passive safety systems). The Media Oriented Systems Transport 
(MOST) (MOST Cooperation, 2008) bus is used for interconnecting multimedia and 
infotainment components proving high data rates and synchronous channels for the 
transmission of audio and video data. 
 
 
 
 
   

 
 

 

Fig. 6. In-vehicle network topology of a BMW 7-series (Source: BMW AG, 2005) 

The vehicle features reach from infotainment functionalities without real-time requirements 
over features with soft real-time requirements in the comfort domain up to safety-critical 
features with hard real-time requirements in the chassis or power train domain. Therefore, 
various requirements and very diverse system objectives have to be satisfied during 
runtime. 
By using a multi-layered control architecture it is possible to manage the complexity and 
heterogeneity of modern vehicle electronics and to enable adaptivity and self-x  
properties. To achieve a high degree of dependability and a quick reaction to changes, we 
use different criteria for partitioning the automotive embedded system into clusters (see 
Figure 7): 
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Planning: The planning stage creates or composes a set of actions to modify the managed 
elements of the system. In the context of automotive embedded systems the planning 
stage determines a new set of features and a new allocation of software components 
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behavior is not disturbed during the reconfiguration of the system. The migration of 
software components can be chosen whether the context of the software component 
(variables, program stack, etc.), the program code (binary or source code) or both is 
transfered to another ECU. Thus, for example, a safety-relevant feature may exist on 
several ECUs. In case of a migration only the current context of this feature must be 
transfered to another ECU. Other features may be recompiled for the target hardware 
platform in case of a migration and transmitted as binary code. According to the 
predefined requirements of a feature, specific techniques for the migration of 
software components may be used. 

As pointed out before, a multi-layered control architecture provides the necessary 
performance and degree of flexibility to react on changes within the system’s environment 
or within the system itself in an adequate way. Thus, it is possible to supervise these 
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embedded systems (Zeller et al., 2009). Thus, the hierarchical multi-layered control 
architecture enables the extension of automotive embedded systems by self-x properties like 
self-configuration, self-healing and self-optimization. 

6.1 Example control architecture for today’s automotive embedded systems 
Managing today’s vehicle software systems, means managing about 270 features, running 
on nearly 70 different ECUs (Pretschner et al., 2007). These ECUs and various sensors and 
actuators are interconnected through different network buses. 
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Nowadays there are three major vehicle network systems (cp. Figure 6): The most common 
network technology used in vehicles is the Controller Area Network (CAN) bus (Robert Bosch 
GmbH, 1991). CAN is a multi-master broadcast bus for connecting ECUs without central 
control, providing real-time capable data transmission. FlexRay (FlexRay Consortium, 2005) 
is a fast, deterministic and fault-tolerant automotive network technology. It is designed to be 
faster and more reliable than CAN. Therefore, it is used in the field of safety-critical 
applications (e.g. active and passive safety systems). The Media Oriented Systems Transport 
(MOST) (MOST Cooperation, 2008) bus is used for interconnecting multimedia and 
infotainment components proving high data rates and synchronous channels for the 
transmission of audio and video data. 
 
 
 
 
   

 
 

 

Fig. 6. In-vehicle network topology of a BMW 7-series (Source: BMW AG, 2005) 

The vehicle features reach from infotainment functionalities without real-time requirements 
over features with soft real-time requirements in the comfort domain up to safety-critical 
features with hard real-time requirements in the chassis or power train domain. Therefore, 
various requirements and very diverse system objectives have to be satisfied during 
runtime. 
By using a multi-layered control architecture it is possible to manage the complexity and 
heterogeneity of modern vehicle electronics and to enable adaptivity and self-x  
properties. To achieve a high degree of dependability and a quick reaction to changes, we 
use different criteria for partitioning the automotive embedded system into clusters (see 
Figure 7): 
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Fig. 7. Example of a hierarchical multi-layered architecture for today’s automotive 
embedded systems 

In a first step, the whole system (Vehicle Cluster on the top layer) is divided into the five 
Safety Integrity Levels (SIL 0-4) (International Electrotechnical Commission (IEC), 1998), 
because features with the same requirements on functional safety can be managed using the 
same algorithms and reconfiguration mechanisms. Nowadays, this classification is more 
appropriate than the traditional division into different automotive software domains 
because most new driver-assistance features do not fit into this domain-separated 
classification anymore. 
In a second partitioning, the system is divided into the physical location of the vehicle’s 
features according to the network bus the feature is designed for. This layer is added, so that 
all features with the same or similar communication requirements (e.g. required bandwidth) 
and real-time requirements can be controlled in the same way. 
On the next layer, each Network Cluster is divided into the different features which are 
communicating using this vehicle network bus. Hence, each feature is controlled by its own 
control loop, managing its individual requirements and system objectives. 
Most features within the automotive domain are composed of several software components 
as well as sensors and actuators. One example is the Adaptive Cruise Control (ACC) feature 
which can automatically adjust the car’s speed to maintain a safe distance to the vehicle in 
front. This is achieved through a radar headway sensor to detect the position and the speed 
of the leading vehicle, a digital signal processor and a longitudinal controller for calculating 
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the car’s deceleration. If the leading vehicle slows down or if another object is detected by 
the radar sensor, the system sends a signal to the braking system (the actuators) to 
decelerate. When the road is clear, the system will re-accelerate the vehicle back to the set 
speed of the cruise control. 
On the bottom layer, each feature is decomposed into one or more services by which the 
feature is composed of. For example, the ACC Feature Cluster can be decomposed into the 
radar sensor service, the digital signal processing service, the longitudinal controller service 
and the engine and braking system services to decelerate. Each sensor, actuator and 
computation or controlling algorithm is a software-based function represented by a service. 
Each Service Cluster consists of either one or several software components (so-called 
functions) and represents the lowest control layer in our approach. Because services are often 
used by more than one feature, a service may be part of more than one Feature Cluster. 
This hierarchical multi-layered control architecture provides a suitable mechanism for 
realizing adaptive automotive embedded systems. The requirements specified during 
design (see Section 5) can be enforced during runtime and self-x properties like self-healing, 
self-optimization or self-configuration are enabled by a control loop based approach. 

7. Conclusion 
The growing complexity of automotive software systems is getting more and more 
unmanageable. Enhancing these systems with self-x properties (e.g. self-healing or self-
configuration) by self-adaptation or self-organization may overcome these problem. This 
increases the flexibility and efficiency of complex software systems at the same time. In this 
chapter, we described the domain-specific challenges in realizing self-adaptive automotive 
embedded systems which provide self-x capabilities. To cope with the safety and the real-
time requirements of vehicular software systems, the degree of variability must be defined 
and uncontrolled behavior must be prevented. 
This is pursued by an integrated development process which enables the verification and 
validation of the dynamic system behavior in iterative steps during the design. We presented 
our approach which incorporates the automotive domain-specific architecture description 
language EAST-ADL. The focus of the presented work is on enabling the validation through 
simulation. By this, the system and adaptation behavior realizing self-x properties can be 
validated. Since the designed requirements have to be met and the constraints have to be 
enforced at runtime, we introduced a cluster-based methodology for the runtime. For the 
reduction of the variability and to guarantee the predefined system behavior at runtime the 
satisfaction of the predefined requirements and constraints is supported by a hierarchical 
multi-layered control architecture. If any system requirement is not met anymore, the system 
is adapted to meet the constraints again. Thus, we have shown in this work the challenges of 
automotive embedded systems with self-x properties and presented our approach for the 
design and runtime. 
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because features with the same requirements on functional safety can be managed using the 
same algorithms and reconfiguration mechanisms. Nowadays, this classification is more 
appropriate than the traditional division into different automotive software domains 
because most new driver-assistance features do not fit into this domain-separated 
classification anymore. 
In a second partitioning, the system is divided into the physical location of the vehicle’s 
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all features with the same or similar communication requirements (e.g. required bandwidth) 
and real-time requirements can be controlled in the same way. 
On the next layer, each Network Cluster is divided into the different features which are 
communicating using this vehicle network bus. Hence, each feature is controlled by its own 
control loop, managing its individual requirements and system objectives. 
Most features within the automotive domain are composed of several software components 
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front. This is achieved through a radar headway sensor to detect the position and the speed 
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the car’s deceleration. If the leading vehicle slows down or if another object is detected by 
the radar sensor, the system sends a signal to the braking system (the actuators) to 
decelerate. When the road is clear, the system will re-accelerate the vehicle back to the set 
speed of the cruise control. 
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1. Introduction

Over the last two decades there has been a significant improvement in automotive design,
technology and comfort standards along with safety regulations and requirements. At the
same time, growth in population and a steady increase in the number of road users has
resulted in a rise in the number of accidents involving both automotive users as well as
pedestrians. According to World Health Organization, road traffic accidents, including auto
accidents and personal injury collisions account for the deaths of an estimated 1.2 million
people worldwide each year, with 50 million or more suffering injuries (Organization, 2009).
These figures are expected to grow by 20% within the next 20 years (Peden et al., 2004). In
the European Union alone the imperative need for Advanced Driver Assistance Systems
(ADAS) sensors can be gauged from the fact that every day the total number of people
killed on Europe’s roads are almost the same as the number of people killed in a single
medium-haul plane crash (Commission, 2001) with 3rd party road users (pedestrian, cyclist,
etc) comprising the bulk of these fatalities (see Figure 1 for proportion of road injuries) (Sethi,
2008). This transforms into a direct and indirect cost on society, including physical and
psychological damage to families and victims, with an economic cost of 160 billion euros
annually (Commission, 2008). These statistics provide a strong motivation to improve the
ADAS ability of automobiles for the safety of both passengers and pedestrians.
The techniques to develop vision based ADAS depend heavily on the imaging device
technology that provides continuous updates of the surroundings of the vehicle and aid

Fig. 1. Proportion of road traffic injury deaths in Europe (2002-2004).
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drivers in safe driving. In general these sensors are either spatial devices like monocular
CCD cameras, stereo cameras or other sensor devices such as infrared, laser and time-of-flight
sensors. The fusion of multiple sensor modalities has also been actively pursued in
the automotive domain (Gern et al., 2000). A recent autonomous vehicle navigation
competition DARPA (US Defense Advanced Research Projects Agency) URBAN Challenge
(Baker & Dolan, 2008) has demonstrated a significant surge in efforts by major automotive
companies and research centres in their ability to produce ADAS that are capable of driving
autonomously in an urban terrain.
Range image devices based on the principle of time-of-flight (TOF) (Xu et al., 1998) are robust
against shadow, brightness and poor visibility making them ideal for use in automotive
applications. Unlike laser scanners (such as LIDAR or LADAR) that traditionally require
multiple scans, 3D TOF cameras are suitable for video data gathering and processing systems
especially in automotive that often require 3D data at video frame rate. 3D TOF cameras are
becoming popular for automotive applications such as parking assistance (Scheunert et al.,
2007), collision avoidance (Vacek et al., 2007), obstacle detection (Bostelman et al., 2005) as
well as the key task of groundplane estimation for on-road obstacle and obstruction avoidance
algorithms (Meier & Ade, 1998; Fardi et al., 2006).
The task of obstacle avoidance has normally been approached as by either (a) directly
detecting obstacles (or vehicles) and pedestrian or (b) estimating ground plane and locating
obstacles from the road geometry. Ground plane estimation has been tackled using methods
such as least squares (Meier & Ade, 1998), partial weighted eigen methods (Wang et al.,
2001), Hough Transforms (Kim & Medioni, 2007), and Expectation Maximization (Liu et al.,
2001), amongst others. Computationally expensive semantic or scene constraint approaches
(Cantzler et al., 2002; Nüchter et al., 2003) have also been used for segmenting planar features.
However, these methods work well for dense 3D point clouds and are appropriate for
laser range data. A statistical framework of RANdom SAmple Concensus (RANSAC)
for segmentation and robust model fitting using range data is also discussed in literature
(Bolles & Fischler, 1981). Existing work in applying RANSAC to 3D data for plane fitting
uses single frame of data (Bartoli, 2001; Hongsheng & Negahdaripour, 2004) or tracking of
data points (Yang et al., 2006), and does not exploit the temporal aspect of 3D video data.
In this work, we have formulated a spatio-temporal RANSAC algorithm for ground plane
estimation using 3D video data. The TOF camera/sensor provides 3D spatial data at video
frame rate and is recorded as a video stream. We model a planar 3D feature comprising two
spatial directions and one temporal direction in 4D. We consider a linear motion model for the
camera. In order that the resulting feature is planar in the full spatio-temporal representation,
we require that the camera rotation lies in the normal to the ground plane, an assumption
that is naturally satisfied for the automotive application considered. A minimal set of data
consisting of four points is chosen randomly amongst the spatio-temporal data points. From
these points, three independent vector directions, lying in the spatio-temporal planar feature
are computed. A model for the 3D planar feature is obtained by computing the 4D cross
product of the vector directions. The resulting model is scored in the standard manner of
RANSAC algorithm and the best model is used to identify inlier and outlier points. The final
planar model is obtained as a Maximum likelihood (ML) estimation derived from inlier data
where the noise is assumed to be Gaussian. By utilizing data from a sequence of temporally
separated image frames, the algorithm robustly identifies the ground plane even when the
ground plane is mostly obscured by passing pedestrians or cars and in the presence of walls
(hazardous planar surfaces) and other obstructions. The fast segmentation of the obstacles
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Fig. 2. Basic principle of TOF 3D imaging system.

is achieved using the statistical distribution of the feature and then employing a statistical
threshold. The proposed algorithm is simple as no spatio-temporal tracking of data points
is required. It is computationally inexpensive without the need of image/feature selection,
calibration or scene constraint and is easy to implement in fewest possible steps.
This chapter is organized as follows: Section 2 describes the time-of-flight camera/sensor
technology, Section 3 presents the structure and motion model constraints for planar feature,
Section 4 describes formulation of spatio-temporal RANSAC algorithm, Section 5 describes
application of the framework and Section 6 presents experimental results and discussion,
followed by conclusion in Section 7.

2. Time-of-ight camera

Time-of-Flight (TOF) sensors estimate distance to a target using the time of flight of a
modulated infrared (IR) wave between the sender and the receiver (see Fig. 2). The
sensor illuminates the scene with a modulated infrared waveform that is reflected back by
the objects and a CMOS (Complementary metal-oxide- semiconductor) based lock in CCD
(charge-coupled device) sensor samples four times per period. With the precise knowledge of
speed of light c, each of these (64×48) smart pixels, known as Photonic Mixer Devices (PMD)
(Xu et al., 1998), measure four samples a0, a1, a2, a3 at quarter wavelength intervals. The phase
ϕ of the reflected wave is computed by (Spirig et al., 1995)

ϕ = arctan
a0 − a2
a1 − a3

.

The amplitude A (of reflected IR light) and the intensity B representing the gray scale image
returned by the sensor are respectively given by

A=

√
(a0 − a2)2 + (a1 − a3)2

2
, B =

a0 + a1 + a2 + a3
4

.

With measured phase ϕ, known modulation frequency fmod and precise knowledge of speed
of light c it is possible to measure the un-ambiguous distance r from the camera,

r =
c.ϕ

4π fmod
. (1)
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frame rate and is recorded as a video stream. We model a planar 3D feature comprising two
spatial directions and one temporal direction in 4D. We consider a linear motion model for the
camera. In order that the resulting feature is planar in the full spatio-temporal representation,
we require that the camera rotation lies in the normal to the ground plane, an assumption
that is naturally satisfied for the automotive application considered. A minimal set of data
consisting of four points is chosen randomly amongst the spatio-temporal data points. From
these points, three independent vector directions, lying in the spatio-temporal planar feature
are computed. A model for the 3D planar feature is obtained by computing the 4D cross
product of the vector directions. The resulting model is scored in the standard manner of
RANSAC algorithm and the best model is used to identify inlier and outlier points. The final
planar model is obtained as a Maximum likelihood (ML) estimation derived from inlier data
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Fig. 2. Basic principle of TOF 3D imaging system.

is achieved using the statistical distribution of the feature and then employing a statistical
threshold. The proposed algorithm is simple as no spatio-temporal tracking of data points
is required. It is computationally inexpensive without the need of image/feature selection,
calibration or scene constraint and is easy to implement in fewest possible steps.
This chapter is organized as follows: Section 2 describes the time-of-flight camera/sensor
technology, Section 3 presents the structure and motion model constraints for planar feature,
Section 4 describes formulation of spatio-temporal RANSAC algorithm, Section 5 describes
application of the framework and Section 6 presents experimental results and discussion,
followed by conclusion in Section 7.

2. Time-of-ight camera

Time-of-Flight (TOF) sensors estimate distance to a target using the time of flight of a
modulated infrared (IR) wave between the sender and the receiver (see Fig. 2). The
sensor illuminates the scene with a modulated infrared waveform that is reflected back by
the objects and a CMOS (Complementary metal-oxide- semiconductor) based lock in CCD
(charge-coupled device) sensor samples four times per period. With the precise knowledge of
speed of light c, each of these (64×48) smart pixels, known as Photonic Mixer Devices (PMD)
(Xu et al., 1998), measure four samples a0, a1, a2, a3 at quarter wavelength intervals. The phase
ϕ of the reflected wave is computed by (Spirig et al., 1995)

ϕ = arctan
a0 − a2
a1 − a3

.

The amplitude A (of reflected IR light) and the intensity B representing the gray scale image
returned by the sensor are respectively given by

A=

√
(a0 − a2)2 + (a1 − a3)2
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, B =

a0 + a1 + a2 + a3
4

.

With measured phase ϕ, known modulation frequency fmod and precise knowledge of speed
of light c it is possible to measure the un-ambiguous distance r from the camera,

r =
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. (1)
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Fig. 3. Time-of-Flight sensor geometry

With amodulationwavelength of λmod, this leads to amaximumpossible unambiguous range
of (λmod/2). For a typical camera such as PMD 3k-S (PMD, 2002), fmod=20Mhz and with a
speed of light c given by 3× 108 m/s, the non-ambiguous range rmax of the TOF camera is
given as

rmax =
c

2 fmod
=

3× 108

2 · 20× 106
= 7.5meters.

The sensor returns a range r value for each pixel as a function of pixel coordinates (x,y) as
shown in Fig. 3.
The range values are used to compute 3D position XXX(X,Y,Z) of the point

Z = r(x,y).
f√

f 2 + x2 + y2
; X = Z

x

f
; Y = Z

y

f
, (2)

where f is the focal length of the camera.

3. Structure and motion constraints

In the following section we will discuss the motion model and the planar feature parameters
essential to derive the spatio-temporal RANSAC formulation for a planar feature.

3.1 Motion model
Consider a TOF camera moving in space. Let {i} denote the frame of reference at time stamp
i, 1≤ i≤ n, attached to the camera. Let {W} denote the fixed world reference frame. The rigid
body transformation

W
i M : R

3 → R
3; XXXi �→ XXXW := W

i RXXXi +
WTi (3)

is defined as the coordinate mapping from frame {i} to world frame {W} with rotation (Wi R)

and translation (WTi) respectively. Let X̄XX ∈ R
4 denote the homogenous coordinates of XXX ∈ R

3,
then the transformation (3) in matrix form is given by

W
i M̄ : R

4 → R
4; (4)

X̄XXW =

[
XXXW

1

]
=

[
W
i R WTi
0 1

][
XXXi

1

]
= W

i M̄X̄XXi. (5)

Let ijM̄ be the rigid body mapping from frame {j} to frame {i} then,

i
jM̄ = i

WM̄ W
j M̄ = (Wi M̄)−1W

j M̄.

Hence

i
jM̄ =

[
(Wi R�)(Wj R) (Wi R�)(WTj −WTi)

0 1

]
. (6)
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3.2 Equation of planar feature with linear motion
Let P be a 2D planar feature that is stationary during the video sequence considered. Let
ηi ∈ {i} be the normal vector to P in frame {i}, then ηi is a direction that transforms between
frames of reference as

ηi =
j
iR

�ηj =
i
jRηj. (7)

The homogenous coordinates of a direction (free vector) such as ηi are given by

η̄i =

[
ηi
0

]
∈ R

4,
j
iM̄η̄i =

j
iM̄

[
ηi
0

]
=

[
j
iRηi
0

]
= η̄j. (8)

Let XXXi,XXXj ∈ P be different elements of the planar feature P observed in different frames {i}
and {j}. Note that XXXi �= i

jMXXXj in general as the points do not correspond to the same physical

point in the plane, however, (XXXi,
i
jMXXXj) must both lie in P in {i}. Since ηi is a normal to P in

{i}, one has
�(X̄XXi − i

jMX̄XXj), η̄i� = 0. (9)

Thus
〈[

XXXi

1

]
−

[
(Wi R�)(Wj R)XXXj + (Wi R�)(WTj −WTi)

1

]
,

[
ηi
0

]〉
= 0

〈
XXXi − (Wi R�)(Wj R)XXXj − (Wi R�)(WTj −WTi),ηi

〉
= 0

〈
XXXi − (Wi R�)(Wj R)XXXj,ηi

〉
−

〈
(Wi R�)(WTj −WTi),ηi

〉
= 0

〈
XXXi − XXXj, (

W
j R)(Wi R�)ηi

〉
−

〈
(WTj −WTi), (

W
i R)ηi

〉
= 0. (10)

Let V ∈ {W} denote the linear velocity then the rigid body dynamics for a moving body (an
automotive) is modelled by

Ṫ = V; T(0) = T1

Ṙ = ω̂R; R(0) = R1, (11)

where ω ∈ {W} is the angular velocity and ω̂ ∈ R
3×3 denote the skew symmetric matrix that

corresponds to vector cross product operation in 3D.
Assumption: We assume that the angular velocity ω of the camera is parallel to η ∈ {W}, the
normal to the ground plane at all times and the translation velocity V in the direction normal
to the ground plane is constant such that

η × ω = 0 and �V,η� = constant, (12)

where × represents a cross product between two vectors. For normal motion of a vehicle, roll
and pitch rotations are negligible compared to yawmotion associated with angular velocity of
the turning vehicle Gracia et al. (2006) and corresponds to common ground-plane constraint
(GPC) Sullivan (1994) (see Figure 4).
In real environments for motion captured at nearly video frame rate, the piecewise linear
velocity along the normal direction can be assumed constant as evident from the experiments
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f
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y

f
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where × represents a cross product between two vectors. For normal motion of a vehicle, roll
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Fig. 4. Vehicle with roll, pitch and dominant yaw motion

in Section 4. This is to be expected in the case where the camera is attached to a vehicle that
moves on a plane P, precisely the case for the automotive example considered. In practice, this
degree of motion is important to model situations where the car suspension is active and is
also used to identify non-ground features that the vehicle may be approaching with constant
velocity.
As a consequence of (12)

ω = s(t)η ∈ {W}; s : R → R in time t. (13)

Following (13) one can re-write (11) as

Ṙ = s(t)η̂R; R(0) = R1.

Therefore the continuous rotation motion R(t) : R → SO(3) for the automobile trajectory is
expressed as

R(t) = exp(θ(ti)η̂)R1; θ(ti) =
∫ ti

0
s(τ)dτ (14)

where ti time is at frame {i} and
W
i R = R(ti).

By definition W
i Rηi = η and hence,

ηi = W
i R�η

= R�
1 exp(θ(ti)η̂)

�η

= R�
1 η = η1 (15)

Using (15), we can re-write (10) as

〈
XXXi − XXXj,η1

〉
−

〈
WTj −WTi,η1

〉
= 0. (16)

We assume the frames are taken at constant time interval δt and hence ti = δt(i− 1) + t1. Since
�V,η� is constant and t1 = 0, the linear translation motion WTi satisfies

〈
WTi,ηi

〉
= �V,η� δt(i− 1) + �T1,η1� . (17)

Using assumption (12), define α ∈ R to be

α = �V,η� δt= constant. (18)
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Thus, from (16) and (17), the structure and motion constraint that XXXi,XXXj lie in the plane P can
be expressed as 〈

XXXi − XXXj,η1

〉
− α(j− i) = 0. (19)

This is an equation for a plane P parameterized by η1 ∈ S2 (�η1�= 1) and motion parameter
α ∈ R. An additional parameter, the distance h ∈ R of the plane P from the origin in frame
{1} in the direction η1, completes the structure and motion constraints of planar feature. Note
that α is the component of translational camera velocity in the direction normal to the planar
feature P. The component α will be the defining parameter for the temporal component of the
3D planar feature that is identified in the RANSAC algorithm (see Section 4).

Let ¯̄XXXi be a 4D spatio-temporal coordinate that incorporates both spatial coordinates XXXi and a
reference to the frame index or time coordinates i

¯̄XXXi =

[
XXXi

i

]
. (20)

Associated with this we define a normal vector that incorporates the spatial normal direction
η1 and the motion parameter α

¯̄η =

[
η1
α

]
. (21)

Using these definitions (19) may be re-written as
〈
¯̄XXXi − ¯̄XXXj, ¯̄η

〉
= 0. (22)

4. Spatio-temporal RANSAC algorithm

In this section we present the spatio-temporal RANSAC algorithm and compute a 3D
spatio-temporal planar hypothesis based on the structure and motion model derived in
Section 3.2 and a minimal data set.

4.1 Computing a spatio-temporal planar hypothesis
Equation (19) provides a constraint that ( ¯̄XXXi − ¯̄XXXj) ∈ R

4 lies in the 3D spatio-temporal planar

feature P in R
4 with parameters η1 ∈ S2, α ∈ R and h ∈ R. Given a sample of four points

{ ¯̄XXXi1 ,
¯̄XXXi2 ,

¯̄XXXi3 ,
¯̄XXXi4}, one can construct a normal vector ¯̄η to P by taking the 4D cross product

(see Appendix A)

¯̄ηo = cross4(
¯̄XXXi1 − ¯̄XXXi2 ,

¯̄XXXi1 − ¯̄XXXi3 ,
¯̄XXXi1 − ¯̄XXXi4) ∈ R

4, (23)

where ¯̄XXXi ∈ {{1}, . . . ,{n}}. To apply the constraint η1 ∈ S2 we normalize ¯̄ηo = ( ¯̄ηx
o , ¯̄η

y
o , ¯̄η

z
o , ¯̄η

t
o)

by

¯̄η =
1

β
¯̄ηo; β =

√
( ¯̄ηx

o )2 + ( ¯̄η
y
o )2 + ( ¯̄ηz

o)2. (24)

The resulting estimate ¯̄η = (η1,α) is an estimate of the normal η1 ∈ S2 and α, the normal vector
component of translation velocity (18).
Note that the depth parameter h can be determined by

h1 = �XXXi,η1� − α(i − 1). (25)

However, the parameter h is not required for the robust estimation phase of the RANSAC
algorithm and is evaluated in the second phase where a refined model is estimated.
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Fig. 4. Vehicle with roll, pitch and dominant yaw motion
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Fig. 5. Statistical distribution of planar feature data points derived from experimental data
documented in Section 6.

4.2 Statistical distribution of 4D data points
The spatio-temporal data points that have a probability p of lying in the planar feature are
defined as inliers. Due to Gaussian noise in range measurements of TOF camera, the distance
of these inliers from the model (planar feature) have a Gaussian distribution with N (0,σ) as
shown in Fig. 5.
As a consequence, the point square distance a2⊥,

a2⊥ = (�( ¯̄XXX − ¯̄XXXi1), ¯̄η�)2; ¯̄XXX ∈ all spatio-temporal data points,

of the inliers (Hartley & Zisserman, 2003) from the planar feature associated with the data

point ¯̄XXXi, have a chi-squared distribution χ2. Since we consider a spatio-temporal planar
feature, there are three degrees of freedom in the chi-squared distribution. Let Fχ2

3
denote the

cumulative frequency of three degree of freedom of chi-squared distribution χ2
3 then one can

define the threshold coefficient q2 by

q2 = F−1
χ2
3
(p)σ2. (26)

Thus, the statistical test for inliers is defined by

{
inliers a2⊥ < q2

outliers a2⊥ ≥ q2.
(27)

In the experiments documented in Section 6, we use a value of p = 0.95. In
this case the threshold is q2 = 7.81σ2 where σ is determined empirically. Spatial
ground plane estimation algorithms using single 3D images (Cantzler et al., 2002; Bartoli,
2001; Hongsheng & Negahdaripour, 2004) are associated with two degree of chi-squared
distribution since they lack temporal dimension. As a result the same analysis leads to a
threshold of q2 = 5.99σ2 (for p = 0.95). The additional threshold margin for the proposed
spatio-temporal algorithm quantifies the added robustness that comes from incorporating the
temporal dimension along with the data available by incorporating multiple images from the
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video stream. This leads to significant improvement in robustness and performance of the
proposed algorithm over single image techniques. The resulting spatio-temporal RANSAC
algorithm is outlined in Algorithm 1.

5. Application

The planar feature estimation algorithm in 4D is an approach that can be utilized in multiple
scenarios with reference to automotive domain. Since the dominating planar feature for an
automotive is a road, we have presented an application of the proposed algorithm for robust
ground plane estimation and detection.
A constant normal velocity component α (18) helps to detect ground plane due to the fact
that piecewise linear velocity in the normal direction of the automotive motion is small and
constant over the number of frames recorded at frame rate. Detection of ground plane in
spatio-temporal domain provides an added advantage for cases where there is occlusion and
single frame detection is not possible. Section 6 presents number of examples for ground
plane.

Algorithm 1: Pseudo code Spatio-temporal RANSAC algorithm

Initialization: Choose a probability p of inliers. Initialize a sample count m = 0 and the trial
process N = ∞.

repeat

a. Select at random, 4 spatio-temporal points ( ¯̄XXXi1 ,
¯̄XXXi2 ,

¯̄XXXi3 ,
¯̄XXXi4 ).

b. Compute the temporal normal vector ¯̄η according to (23) and (24).

c. Evaluate the spatio-temporal constraint (22) to develop a consensus set Cm

consisting of all data points classified as inliers according to (27).

d. Update N to estimate the number of trials required to have a probability p
so that the selected random sample of 4 points is free from outliers
as (Fischler & Bolles, 1981),

N = log(1− p)/log
(
1− number of inliers

number of points

)4
.

until at least N trials are complete
Select the consensus set C∗

m that has the most inliers.
Optimize the solution by re-estimating from all spatio-temporal data points in C∗

m by
maximizing the likelihood of the function φ

φ( ¯̄η,h) = ∑
¯̄XXX∈C∗

m

(� ¯̄η, ¯̄XXX� − h)2 (28)

L(φ) = ∏
¯̄XXX∈C∗

m

φ( ¯̄XXX| ¯̄η,h); ( ˆ̄̄η, ĥ) = argmax
¯̄η,h

(L),

where we assume a normal distribution in observed depth.

4414D Ground Plane Estimation Algorithm for Advanced Driver Assistance Systems



8 Trends and Developments in Automotive Engineering

−0.6 −0.4 −0.2 0 0.2 0.4 0.6
0

200

400

600

800

1000

1200

1400

1600

Distance error 

Fr
eq

ue
nc

y

Fig. 5. Statistical distribution of planar feature data points derived from experimental data
documented in Section 6.

4.2 Statistical distribution of 4D data points
The spatio-temporal data points that have a probability p of lying in the planar feature are
defined as inliers. Due to Gaussian noise in range measurements of TOF camera, the distance
of these inliers from the model (planar feature) have a Gaussian distribution with N (0,σ) as
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of the inliers (Hartley & Zisserman, 2003) from the planar feature associated with the data

point ¯̄XXXi, have a chi-squared distribution χ2. Since we consider a spatio-temporal planar
feature, there are three degrees of freedom in the chi-squared distribution. Let Fχ2

3
denote the

cumulative frequency of three degree of freedom of chi-squared distribution χ2
3 then one can

define the threshold coefficient q2 by
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3
(p)σ2. (26)

Thus, the statistical test for inliers is defined by

{
inliers a2⊥ < q2

outliers a2⊥ ≥ q2.
(27)

In the experiments documented in Section 6, we use a value of p = 0.95. In
this case the threshold is q2 = 7.81σ2 where σ is determined empirically. Spatial
ground plane estimation algorithms using single 3D images (Cantzler et al., 2002; Bartoli,
2001; Hongsheng & Negahdaripour, 2004) are associated with two degree of chi-squared
distribution since they lack temporal dimension. As a result the same analysis leads to a
threshold of q2 = 5.99σ2 (for p = 0.95). The additional threshold margin for the proposed
spatio-temporal algorithm quantifies the added robustness that comes from incorporating the
temporal dimension along with the data available by incorporating multiple images from the
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video stream. This leads to significant improvement in robustness and performance of the
proposed algorithm over single image techniques. The resulting spatio-temporal RANSAC
algorithm is outlined in Algorithm 1.

5. Application

The planar feature estimation algorithm in 4D is an approach that can be utilized in multiple
scenarios with reference to automotive domain. Since the dominating planar feature for an
automotive is a road, we have presented an application of the proposed algorithm for robust
ground plane estimation and detection.
A constant normal velocity component α (18) helps to detect ground plane due to the fact
that piecewise linear velocity in the normal direction of the automotive motion is small and
constant over the number of frames recorded at frame rate. Detection of ground plane in
spatio-temporal domain provides an added advantage for cases where there is occlusion and
single frame detection is not possible. Section 6 presents number of examples for ground
plane.

Algorithm 1: Pseudo code Spatio-temporal RANSAC algorithm

Initialization: Choose a probability p of inliers. Initialize a sample count m = 0 and the trial
process N = ∞.

repeat

a. Select at random, 4 spatio-temporal points ( ¯̄XXXi1 ,
¯̄XXXi2 ,

¯̄XXXi3 ,
¯̄XXXi4 ).

b. Compute the temporal normal vector ¯̄η according to (23) and (24).

c. Evaluate the spatio-temporal constraint (22) to develop a consensus set Cm

consisting of all data points classified as inliers according to (27).

d. Update N to estimate the number of trials required to have a probability p
so that the selected random sample of 4 points is free from outliers
as (Fischler & Bolles, 1981),

N = log(1− p)/log
(
1− number of inliers

number of points

)4
.

until at least N trials are complete
Select the consensus set C∗

m that has the most inliers.
Optimize the solution by re-estimating from all spatio-temporal data points in C∗

m by
maximizing the likelihood of the function φ

φ( ¯̄η,h) = ∑
¯̄XXX∈C∗

m

(� ¯̄η, ¯̄XXX� − h)2 (28)

L(φ) = ∏
¯̄XXX∈C∗

m

φ( ¯̄XXX| ¯̄η,h); ( ˆ̄̄η, ĥ) = argmax
¯̄η,h

(L),

where we assume a normal distribution in observed depth.
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An obstacle detection algorithm can be applied once a robust estimation of planar ground
surface is available. In the proposed framework, the algorithm evaluates each spatio-temporal
data point and categorizes traversable and non-traversable objects or obstacles. Traversable
objects are the points that can be comfortably driven over in a vehicle. We are inspired by a
similar method proposed in (Fornland, 1995). The estimated Euclidean distance d̂ to the plane

for an arbitrary data point ¯̄XXX is defined as

d̂= � ¯̄XXX, ˆ̄̄η� − ĥ. (29)

Objects (in each frame) are segmented from the ground plane by a threshold τ as

¯̄XXX =

{
Obstacle |d̂| ≥ τo
Traversable object |d̂| < τo,

(30)

where τo is set by the user for the application under consideration. This threshold
segmentation helps in reliable segregation of potential obstacles. The allowance of larger
threshold in inliers for plane estimation makes obstacle detection phase robust for various
applications especially for on road obstacle detection.

6. Experimental results and discussions

Experiments were performed using real video data recorded from PMD 3k-S TOF camera
mounted on a vehicle with an angle varying between 2◦ to 20◦ to the ground. The camera
records at approx 20 fps and provides both gray scale and range images in real time. The
sensor has a field of view of 33.4◦ × 43.6◦. The video sequences depict scenarios in an
under cover car park. In particular, we consider cases with pedestrians, close by vehicles,
obstacles, curbs/foothpaths and walls etc. Five experimental scenarios have been presented
to evaluate the robustness of the algorithm against real objects and also compared with
standard 3D RANSAC algorithm. The gray scale images shown represent the first and
the last frame of video data. It is not possible to have a 4D visualization environment,
therefore a 3D multi-frame representation (each data frame represented in different color)
provides a spatio-temporal video range data. The estimated spatio-temporal planar feature is
represented in frame {1}. The final solution is rotated for better visualisation.
In the first set of experiments shown in Fig. 6 and Table. 1( sequence 1-4), four different
scenarios are presented. The first scenario shows multiple walls at varying level of depth
and a ground plane. The algorithm correctly picks the ground plane rejecting other planar
features. In the next scenario, a truck in close vicinity is obstructing the clear view but the
ground plane has been identified by exploiting the full video sequence of the data. A number
of obstacles including cars, wall and a person are visible while the car is manoeuvring a turn in
the third scenario. The algorithm clearly estimates actual ground plane. In the fourth scenario
the result is not perturbed by passing pedestrians and the algorithm robustly identifies the
ground plane. In a typical sequence a 8-10 frame data is enough to resolve a ground plane
even in the presence of some kind of occlusion.
In another experiment shown in Fig. 7a (sequence 5 with single frame data), the standard
RANSAC algorithm is applied using a single frame data for comparison.
The obvious failure of a standard RANSAC algorithm is due to the bias of planar data points
towards the wall. On the other hand, the proposed algorithm has correctly identified the
ground surface in Fig. 7b by simply incorporating more frames (10 frames and |α| = 0.0018)
due to the availability of temporal data without imposing any scene constraint.
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Fig. 6. Experimental data shown in a three column format. First two columns show gray
scale image of first and last video frame and third column shows spatio-temporal fit on 4D
data. Each frame of 3D data is represented by a different color. (a-b) Gray scale images of a
double wall and ground plane at turning (c) Spatio-temporal ground plane fitting of 8 frames
at t=1. (d-e) A truck in close vicinity (f) Corresponding spatio-temporal ground plane fit of 10
frames. (g-h) Cars, wall and a person as obstacles at turning. (i) Corresponding
spatio-temporal ground plane fit. (j-k) Pedestrians. (l) Ground plane fit.
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the result is not perturbed by passing pedestrians and the algorithm robustly identifies the
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(a) (b)

Fig. 7. Using data from sequence 5, (a) Standard RANSAC plane fitting algorithm picks the
wall with a single frame data. (b) Spatio-temporal RANSAC algorithm picks the correct
ground plane (10 frames).

Obstacle detection algorithm is effectively applied after robust estimation of ground plane.
In the experiment shown in Fig. 8, pedestrians are segmented with τo = 0.1 by the obstacle
detection algorithm after correct identification of ground plane. This threshold implies that
objects with a height greater than 10 cm (shown in red color) are considered as obstacle where
data points close to ground plane are ignored (traversable objects) with this threshold.
The experimental results are straightforward and show excellent performance. The proposed
4D spatio-temporal RANSAC algorithm’s computation cost is associated with picking the
normal vector to the 3D planar feature by random sampling (please note that this is the only
computation cost associated with 4D spatio-temporal RANSAC algorithm). This eliminates
any computation cost associated with pre-processing images unlike conventional algorithms.
The experiments were performed on a PCmachine with Intel Core 2 Duo 3GHz processor and
2 GB RAM. The algorithm is implemented in MATLAB. The computation cost varies with the
number of inliers and the planar surface occlusion in the range data as shown in Fig. 9.

7. Conclusion

Many vision based applications use some kind of segmentation and planar surface detection
as a preliminary step. In this paper we have presented a robust spatio-temporal RANSAC
framework for ground plane detection for use in ADAS of automotive industry. Experimental

Sequence no Sequence No of frames used |α| (m/frame)

1 Double Wall 8 0.0016
2 Moving truck 10 0.0017
3 Multiple objects 10 0.0021
4 Pedestrian 10 0.0020
5 Front wall 10 0.0018

Table 1. Experimental data for ground plane estimation
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Fig. 8. (a) Potential obstacles and Pedestrians are shown in red color. (b) Histogram of
ground plane and obstacles.

results validate the structure and motion model of a 3D spatio-temporal planar feature in
4D. Since the algorithm does not involve any tracking or feature selection, it is highly robust,
simple and practical to implement. The algorithm is suitable not only for automotive industry
but also in general computer vision applications that satisfy the particular motion constraint
(η × ω = 0). This constraint ensures that a spatial planar feature generates a planar feature
in spatio-temporal domain. The spatio-temporal constraints increases reliability in planar
surface estimation that is otherwise susceptible to noisy data in any algorithm developing
a single frame data. Further improvement in computation cost can be achieved through
dedicated hardware implementation.
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Fig. 7. Using data from sequence 5, (a) Standard RANSAC plane fitting algorithm picks the
wall with a single frame data. (b) Spatio-temporal RANSAC algorithm picks the correct
ground plane (10 frames).
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4 Pedestrian 10 0.0020
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Table 1. Experimental data for ground plane estimation
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Fig. 8. (a) Potential obstacles and Pedestrians are shown in red color. (b) Histogram of
ground plane and obstacles.
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Fig. 9. Performance plots for Spatio-temporal RANSAC for all the sequences.

8. Appendix A

Given an orthonormal basis {e1, . . . ,en} ∈ R
n the ‘Levi-Civita’ (ε) antisymmetric tensor is

defined as (Shaw, 1987)

ε i,j,...,n =

⎧⎨
⎩

+1 if (i, j, . . . ,n) an even permutation of (1,2, . . . ,n)
−1 if (i, j, . . . ,n) an odd permutation of (1,2, . . . ,n)
0 if (i, j, . . . ,n) not a permutation of (1,2, . . . ,n)

The cross product of three vectors a,b,c ∈ R
4 is defined as

cross4(a,b,c) = (a× b× c) =
n=4

∑

i,j,k,l=1

ε ijkl ajbkclei (31)

The vector cross product of the three vectors in R
4 has the following properties (amongst

others).

1. Trilinearity: For α,β,γ ∈ R, αa× βb× γc= αβγ(a× b× c).

2. Linear dependence: cross4(a,b,c) = 0 iff �a,b,c� are linearly dependent.

3. Orthogonality: Let d = a× b× c⇒ �d,a�= �d,b�= �d,c�= 0
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1. Introduction     
In recent years, we spent more and more time in our cars. So it became obvious to 
implement Car Entertainment Systems into the car for comfort and driver information. We 
can differ between driver information devices and passenger entertainment devices. 
Car entertainment began with AM-reception. FM-tuners followed soon, with stereo sound, 
cassette players and CD-players to entertain passengers. Today we know a number of 
different analog- and digital broadcasting systems, such as DAB, DMB, DRM, DVB and 
player standards like MP3, MP4, DVD, BlueRay and many more, which are integrated into 
the car console. With the variety of different entertainment sources in the car, each 
passenger in the vehicle may wish for their own program. For this, rear-seat entertainment 
systems are implemented. 
For driver information, modern navigation systems not only help to find the most 
efficient route, but also give an overview of traffic situation. New concepts of user 
interaction shall provide comfort and intuitive usage of the devices. So the man-machine-
interface is an important marketing feature, on which car manufacture philosophy is 
mirrored. Touch-screens provide an intuitive operation as information and buttons merge 
to one device. 
This Chapter is structured into different subsections, explaining the tool chain of vehicular 
entertainment systems from reception of radio waves, demodulation and distribution of 
signal to the audio and visual end. 
We begin with a brief historical overview of car entertainment and show modern 
installations in contrast. In order to understand the evolution better, we give a list of existing 
broadcasting standards and explain tuner concepts and diversity reception to combat fading 
effects for analog and digital broadcasting systems. 
When the signal is demodulated it needs to be distributed to the audio subsystem.  
The audio system consists of amplifier, equalizer and loudspeakers. We unveil the secrets of 
high quality sound. 
As passengers wish to get their own entertainment source, the distribution of these sources 
in a rear-seat entertainment system is described. 
For driver information, navigation systems offer intelligent route guidance, road status and 
helpful information on and along the way. In the recent years the development of 
navigation systems is advancing. So the pro- and contras for portable navigators in contrast 
to integrated systems are discussed. 
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2. History of vehicular entertainment 
From year 1920 onwards, broadcasting systems became popular. At these days, they were 
large devices with tube amplifiers, utilizing medium wave and short wave bands. It was 
common to integrate the radios into the furniture, e.g. sideboards. 
Car manufacturers began very soon to install smaller, compact shortwave radios into their 
vehicles, e.g. Ford, Chevrolet, Daimler [Klawitter, 2005]. 
In the beginning of the car radio, tube amplified devices were used. These required high 
voltages and currents to operate. Their exhaust heat was very high. In harsh vehicular 
environment the robustness of the tubes were low, so the tuner device was installed on rubber 
bands and was cushioned. With the use of transistors the car radio devices became smaller and 
more rugged. From year 1950 onwards, technology provided printed circuit boards where 
modules could be manufactured in high volumes. The invention of small transistors as well 
as integrated circuits helped that sound broadcasting tuners could emerge rapidly.  
A number of companies specialized in vehicular radio systems, some of them still exist. 
While first car tuners could only receive shortwave (SW) and medium wave bands (MW), 
the transistorized tuners could also receive ultra-shortwaves (VHF) with frequency 
modulation. With the utilization of the VHF-band using frequency modulated signals (FM) 
instead of amplitude modulation (AM), the car radio market began to rise exponentially 
from 1960 for about 30 years. In the 80th stereo sound entered the broadcasting world and 
some years after that virtual 3D sound. Due to the fact, that car manufactures began to 
integrate the radio into a complete car entertainment system, replaceable single devices 
nearly disappeared from the market by today. 
With digital information, digital broadcasting systems were introduced into the market in 
the late 1990th. Digital Audio Broadcasting (DAB) and Digital Video Broadcasting (DVB) 
replace analog broadcasting systems steadily all over the world.  
With the advert of digital satellite communication, a number of broadcasters started with 
large coverage broadcasting programs. One of the successors is Sirius, an US satellite 
broadcaster using low orbit satellites, covering the whole USA with a sheer vast number of 
programs for all tastes and genres. In Europe, all efforts failed, mainly to the fact that VHF- 
broadcasting stations are closely clustered providing an exceptionally good coverage. In 
addition, the number of different countries with different languages makes it difficult to 
provide a common program in Europe. Nowadays, Ondas Media S.A. is launching the first 
satellite based multilingual broadcasting system for Europe, currently running tests in Italy, 
Spain and France.  
Mid of the 1990th car manufacturers began to focus on family suitable vehicles, known as 
Mini-Van for a larger group of people. As kids are quickly bored while driving, the need for 
more entertainment inside the car was required.  
The beginning of rear-seat entertainment was comparably simple. Headphone jacks 
provided sound entertainment from the CD-player, while the driver could listen to sound 
broadcasting and use the navigation system independently. With the advert of DVDs, 
screens were needed to watch movies.  
Very soon the request for a more divert entertainment program lead to separate screens in 
each backseat. Today we find an IP-based media-center connected to touch-screens and 
consoles, where each passenger can select its program individually or can play games 
against each other.  
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3. System overview 
The entertainment system of a modern car can be described as a number of entertainment 
sources organized and embedded into the car interior infrastructure. One group of 
sources is broadcasted via radio frequency, e.g. sound broadcasting, TV, mobile phone 
signals. The other group of sources is found inside the vehicle, such as Compact Disc 
(CD), Digital Video Disc (DVD), MP3-player and more. Sound and video information are 
decoded and amplified and made audible on a loudspeaker system and made visible on 
displays.  
The most popular entertainment source is the broadcasting sound radio. It offers a number 
of advantageous features in contrast to video sources. While driving, listening to a sound 
broadcasting program can be done in parallel, however watching DVD video is unlawful. 
Separate tuners with antennas attached cover different broadcasting standards and 
frequency ranges.  
The processed sound and video information is then split to the speaker system and to the 
displays. For better sound sensation an equalization and amplification of the signal can be 
added before loudspeakers provide the sound. 
For CD- or DVD players, a big portion of the existing architecture can be reused. A switch 
between broadcasting tuners and in-vehicle audio sources offers an efficient way, when only 
one entertainment source can be attended.  
For rear-seat entertainment, where a variety of sources can be accessed individually by each 
rear-seat passenger, a number of switches must be added. A more clever way is to provide a 
media center. The handling of the whole entertainment system is done by a number of 
buttons and switches. A man-to-machine interface (MMI) interacts between devices and 
human, where a number of settings and selections can be made. In modern cars a 
sophisticated man-machine-interface provides information and settings. The MMI differs 
from car manufacturer to another widely, as there are no common rules and a lack of 
harmonization. Instead, the MMI appearance and handling became a marketing tool to 
distinguish between car manufacturers and brands.  
With the advert of touch-screen displays, information and buttons merge to one device 
which helps to control functions more intuitively. 
Figure 1 displays the architectural overview of a modern entertainment system. 
A number of antennas feed the tuners, either for analog or digital broadcasting systems. A 
switch lets the user select between broadcasting systems and in-vehicle sources. All in 
common, these sources are demodulated to sound- and video information and made 
audible on loudspeakers and visible on displays. 

4. Entertainment bus-architecture 
Modern vehicles comprise various bus systems. The engine- and wheel controls require a 
very speedy bus to connect all control units to share information. Chassis controller, e.g. 
doors & windows, are networking with each other on another independent bus. On top of 
this, the entertainment system is organized in an individual bus. The interconnection of 
information from one bus-ring to another can be organized by gateways. These gateways 
filter the required information from one bus, re-code messages - if required - and transmit 
them to the other bus ring. 
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In the beginning of the car radio, tube amplified devices were used. These required high 
voltages and currents to operate. Their exhaust heat was very high. In harsh vehicular 
environment the robustness of the tubes were low, so the tuner device was installed on rubber 
bands and was cushioned. With the use of transistors the car radio devices became smaller and 
more rugged. From year 1950 onwards, technology provided printed circuit boards where 
modules could be manufactured in high volumes. The invention of small transistors as well 
as integrated circuits helped that sound broadcasting tuners could emerge rapidly.  
A number of companies specialized in vehicular radio systems, some of them still exist. 
While first car tuners could only receive shortwave (SW) and medium wave bands (MW), 
the transistorized tuners could also receive ultra-shortwaves (VHF) with frequency 
modulation. With the utilization of the VHF-band using frequency modulated signals (FM) 
instead of amplitude modulation (AM), the car radio market began to rise exponentially 
from 1960 for about 30 years. In the 80th stereo sound entered the broadcasting world and 
some years after that virtual 3D sound. Due to the fact, that car manufactures began to 
integrate the radio into a complete car entertainment system, replaceable single devices 
nearly disappeared from the market by today. 
With digital information, digital broadcasting systems were introduced into the market in 
the late 1990th. Digital Audio Broadcasting (DAB) and Digital Video Broadcasting (DVB) 
replace analog broadcasting systems steadily all over the world.  
With the advert of digital satellite communication, a number of broadcasters started with 
large coverage broadcasting programs. One of the successors is Sirius, an US satellite 
broadcaster using low orbit satellites, covering the whole USA with a sheer vast number of 
programs for all tastes and genres. In Europe, all efforts failed, mainly to the fact that VHF- 
broadcasting stations are closely clustered providing an exceptionally good coverage. In 
addition, the number of different countries with different languages makes it difficult to 
provide a common program in Europe. Nowadays, Ondas Media S.A. is launching the first 
satellite based multilingual broadcasting system for Europe, currently running tests in Italy, 
Spain and France.  
Mid of the 1990th car manufacturers began to focus on family suitable vehicles, known as 
Mini-Van for a larger group of people. As kids are quickly bored while driving, the need for 
more entertainment inside the car was required.  
The beginning of rear-seat entertainment was comparably simple. Headphone jacks 
provided sound entertainment from the CD-player, while the driver could listen to sound 
broadcasting and use the navigation system independently. With the advert of DVDs, 
screens were needed to watch movies.  
Very soon the request for a more divert entertainment program lead to separate screens in 
each backseat. Today we find an IP-based media-center connected to touch-screens and 
consoles, where each passenger can select its program individually or can play games 
against each other.  
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3. System overview 
The entertainment system of a modern car can be described as a number of entertainment 
sources organized and embedded into the car interior infrastructure. One group of 
sources is broadcasted via radio frequency, e.g. sound broadcasting, TV, mobile phone 
signals. The other group of sources is found inside the vehicle, such as Compact Disc 
(CD), Digital Video Disc (DVD), MP3-player and more. Sound and video information are 
decoded and amplified and made audible on a loudspeaker system and made visible on 
displays.  
The most popular entertainment source is the broadcasting sound radio. It offers a number 
of advantageous features in contrast to video sources. While driving, listening to a sound 
broadcasting program can be done in parallel, however watching DVD video is unlawful. 
Separate tuners with antennas attached cover different broadcasting standards and 
frequency ranges.  
The processed sound and video information is then split to the speaker system and to the 
displays. For better sound sensation an equalization and amplification of the signal can be 
added before loudspeakers provide the sound. 
For CD- or DVD players, a big portion of the existing architecture can be reused. A switch 
between broadcasting tuners and in-vehicle audio sources offers an efficient way, when only 
one entertainment source can be attended.  
For rear-seat entertainment, where a variety of sources can be accessed individually by each 
rear-seat passenger, a number of switches must be added. A more clever way is to provide a 
media center. The handling of the whole entertainment system is done by a number of 
buttons and switches. A man-to-machine interface (MMI) interacts between devices and 
human, where a number of settings and selections can be made. In modern cars a 
sophisticated man-machine-interface provides information and settings. The MMI differs 
from car manufacturer to another widely, as there are no common rules and a lack of 
harmonization. Instead, the MMI appearance and handling became a marketing tool to 
distinguish between car manufacturers and brands.  
With the advert of touch-screen displays, information and buttons merge to one device 
which helps to control functions more intuitively. 
Figure 1 displays the architectural overview of a modern entertainment system. 
A number of antennas feed the tuners, either for analog or digital broadcasting systems. A 
switch lets the user select between broadcasting systems and in-vehicle sources. All in 
common, these sources are demodulated to sound- and video information and made 
audible on loudspeakers and visible on displays. 

4. Entertainment bus-architecture 
Modern vehicles comprise various bus systems. The engine- and wheel controls require a 
very speedy bus to connect all control units to share information. Chassis controller, e.g. 
doors & windows, are networking with each other on another independent bus. On top of 
this, the entertainment system is organized in an individual bus. The interconnection of 
information from one bus-ring to another can be organized by gateways. These gateways 
filter the required information from one bus, re-code messages - if required - and transmit 
them to the other bus ring. 
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A typical bus architectures can be classified in 3 main groups and a variety of mixtures 
between these. 
These main groups are: 
• Star Network Architecture 
• Ring Network Architecture 
• Cascaded Network Architecture 
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Fig. 1. Architectural overview of modern entertainment system 

4.1 Star-network 
In a star-network, there is one master controller unit, to which slave controllers are directly 
connected. Each slave operates on an individual connection to the master. The advantage of 
this is to provide an independent, dedicated connection. Especially when interference 
critical messages need to be transmitted, a dedicated connection provides security. In 
addition, star networks are used when high data rates are required. With the advert of 
separate dedicated connections full capacity can be used. Furthermore, star networks are 
used for parallel interactions, where time delays are critical. 
The disadvantage is the high number of connections, which may lead to cabling problems in 
the harness and long routing lengths. With rising length of the cabling, the signal quality 
decreases due to electric losses, crosstalk and EMC-disturbances. Figure 2 shows an example 
of star network topology.  
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Fig. 2. Entertainment system organized in a star network architecture 

4.2 Ring-network 
In a ring network, all control units are connected with each other by its neighbouring device. 
The messages are read and pushed forward to the next device in the ring. All devices in the 
ring listen to all messages on the bus but react only when their specific address or keyword 
is recognized. This leads to a certain time delay from the sender to the receiver, depending 
on the individual processing time inside the control units and the number of devices 
between sender and receiver address.  
When a device recognizes its address and keyword it begins to operate. The processing 
results are then re-broadcasted into the bus. The organization of the messages inside the bus 
can be very critical. The bus capacity can only exploited to a limit of 50%. Beyond this 
capacity limit the ring bus becomes increasingly instable.  
During the development cycle of a car, requirements may change. Often new features must 
be added. While the ring-bus system runs well and stable with the old configuration, it is an 
often realized phenomenon that the new setup does not, although only one more function 
were added. Analyzing the problem in detail reveals timing problems.  
To cope with this timing problem, the straight forward countermeasure is to re-sort the bus 
organization, so that more time is provided between specific messages. However, when 
capacity is becoming critical, time gaps cannot be added.  
Next step would be to reduce the number broadcast messages. This gives capacity but other 
timing problems occur, as controllers wait for messages or frames to broadcast. A pile of 
unsent messages inside the controllers may lead to crashes and unwanted effects when 
FIFO-registers overflow. 
Beside the advantage of ring networks where each controller has access to all messages, the 
inefficient capacity exploration and complicated message organization are the main reason 
against controller chains in ring structure. Figure 3 shows a ring network topology. 

4.3 Cascaded network 
Cascaded networks originally can be derived from star networks. Each branch is split and 
subdivided into arms. In a next tier, each arm can further subdivide into more arms. The 
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4.1 Star-network 
In a star-network, there is one master controller unit, to which slave controllers are directly 
connected. Each slave operates on an individual connection to the master. The advantage of 
this is to provide an independent, dedicated connection. Especially when interference 
critical messages need to be transmitted, a dedicated connection provides security. In 
addition, star networks are used when high data rates are required. With the advert of 
separate dedicated connections full capacity can be used. Furthermore, star networks are 
used for parallel interactions, where time delays are critical. 
The disadvantage is the high number of connections, which may lead to cabling problems in 
the harness and long routing lengths. With rising length of the cabling, the signal quality 
decreases due to electric losses, crosstalk and EMC-disturbances. Figure 2 shows an example 
of star network topology.  
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Fig. 2. Entertainment system organized in a star network architecture 

4.2 Ring-network 
In a ring network, all control units are connected with each other by its neighbouring device. 
The messages are read and pushed forward to the next device in the ring. All devices in the 
ring listen to all messages on the bus but react only when their specific address or keyword 
is recognized. This leads to a certain time delay from the sender to the receiver, depending 
on the individual processing time inside the control units and the number of devices 
between sender and receiver address.  
When a device recognizes its address and keyword it begins to operate. The processing 
results are then re-broadcasted into the bus. The organization of the messages inside the bus 
can be very critical. The bus capacity can only exploited to a limit of 50%. Beyond this 
capacity limit the ring bus becomes increasingly instable.  
During the development cycle of a car, requirements may change. Often new features must 
be added. While the ring-bus system runs well and stable with the old configuration, it is an 
often realized phenomenon that the new setup does not, although only one more function 
were added. Analyzing the problem in detail reveals timing problems.  
To cope with this timing problem, the straight forward countermeasure is to re-sort the bus 
organization, so that more time is provided between specific messages. However, when 
capacity is becoming critical, time gaps cannot be added.  
Next step would be to reduce the number broadcast messages. This gives capacity but other 
timing problems occur, as controllers wait for messages or frames to broadcast. A pile of 
unsent messages inside the controllers may lead to crashes and unwanted effects when 
FIFO-registers overflow. 
Beside the advantage of ring networks where each controller has access to all messages, the 
inefficient capacity exploration and complicated message organization are the main reason 
against controller chains in ring structure. Figure 3 shows a ring network topology. 

4.3 Cascaded network 
Cascaded networks originally can be derived from star networks. Each branch is split and 
subdivided into arms. In a next tier, each arm can further subdivide into more arms. The 
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advantage is that each branch with its arms can be organized to a logical group, handled in 
parallel as well as sequential processing. Cascaded networks are hierarchical organizations 
in relation to function and competences of devices. Figure 4 shows a cascaded network 
topology. 
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Fig. 3. Entertainment system organized in ring architecture 
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Fig. 4. Entertainment system organized in cascaded network architecture. 
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4.4 Mixed network topology 
Analyzing existing car bus structures, a mix of network topologies can be found. Beside a 
master unit with branches (star network), a number of sub-branches can be found forming a 
logical group (branched network). In addition, some branches are connected to a ring of 
components (ring network). Figure 6 shows a possible mixed network. 
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Fig. 5. Typical entertainment system for more than 30 years in the car industry  
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Fig. 6. A modern entertainment system organized around a main entertainment controller, 
usually installed into the central console of the car. 
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advantage is that each branch with its arms can be organized to a logical group, handled in 
parallel as well as sequential processing. Cascaded networks are hierarchical organizations 
in relation to function and competences of devices. Figure 4 shows a cascaded network 
topology. 
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4.4 Mixed network topology 
Analyzing existing car bus structures, a mix of network topologies can be found. Beside a 
master unit with branches (star network), a number of sub-branches can be found forming a 
logical group (branched network). In addition, some branches are connected to a ring of 
components (ring network). Figure 6 shows a possible mixed network. 
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Fig. 6. A modern entertainment system organized around a main entertainment controller, 
usually installed into the central console of the car. 



 New Trends and Developments in Automotive System Engineering 

 

458 

4.5 Older entertainment systems 
For many years, the radio unit was the master, to which loudspeakers were directly 
connected. We had a classical star network. With the implementation of additional sound 
amplifiers and multi-way speaker systems, a branched cascaded topology can be seen. 
With the introduction of CD/DVD-players or CD-changers as an additional master device, 
the topology became mixed up. With the number of different receiving systems for analog 
and digital broadcasting as well as the rising number of entertainment sources, the 
entertainment system became more and more confusing. 

4.6 Modern entertainment system 
Desired backward compability and required flexibility for customized options lead to a  
car-specific entertainment architecture in modern entertainment systems. For this, 
entertainment devices were organized to logical groups. However, technological 
development moved on, a higher integration of devices provided compact all-in-one 
devices, e.g. double tuners with CD-player. It became difficult to identify hierarchy 
structures, so devices were organized in ring bus structures.  
The MOST-bus is a prominent entertainment ring bus with the use of lightwave cables. 
During the development of this bus system, capacity limits were not an issue. Some years 
later however, DVD-video signal transmission on the MOST-bus revealed that capacity is 
insufficient. 
Furthermore, flexible additions to other entertainment sources with other standards led  
to problems. All devices in the chain needed software updates for new addresses  
and keywords. Testing effort explodes with a rising number of new devices and 
configurations. 
Requirements for flexibility and scalability in addition to rising data rates offered only one 
way, back to branched star networks. The trend is using USB 2.0 connectivity in a cascaded 
star connection. As USB 2.0 offers up to 480 Mbit/s data capacity, is easily scalable. USB 
interconnection can attach a vast number of devices, so it fulfils all requirements. It is future 
safe for the next decade of years.  
Figure 6 displays a modern car entertainment architecture based on USB 2.0 connectivity.  
Entertainment sources, such as over-the-air broadcasting systems as well as in-vehicle 
sources, provide demodulated digital information on one USB-branch to the main 
entertainment controller.  
Depending on the preference and selection of the user, these data can be streamed via the 
IP-based rear-seat entertainment ring or made audible on the vehicular loudspeaker system 
for all passengers inside the car. 
As USB-connectivity is derived from the computer industry, user interactions by keypads, 
displays and touch-screens is straight forward and easy to implement. 
With the USB-connection it is comparably easy installing external devices, such as mobile 
phones, mass storage devices and navigation systems. 

5. Broadcasting systems 
Broadcasting systems reign a long history so backward compability is a major requirement 
for modern cars. Although the number of mobile shortwave listeners is very limited, each 
car entertainment system offers shortwave-reception. 
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Table 1 summarizes the existing broadcasting systems. 
 

System Name Abbreviation Frequency Band Modulation 

Long-Short-Medium 
Wave 

LW/MW/SW 172 kHz - 30 MHz Amplitude Modulation AM 

Ultra short Wave VHF 76 MHz - 109 MHz Frequency Modulation FM 

In-Band On-Channel IBOC 76 MHz - 109 MHz Quadratur Phase Shift 
Keying, QPSK 

Digital Broadcasting
System 

DAB 174 MHz - 210 MHz Orthogonal Frequency 
Division Multiplex, OFDM 

Digital Broadcasting 
System with enhanced 

codec 
DAB+ 174 MHz - 210 MHz Orthogonal Frequency 

Division Multiplex, OFDM 

Digital Multimedia 
Broadcasting

DMB 174 MHz - 210 MHz Orthogonal Frequency 
Division Multiplex, OFDM 

terrestrial Digital 
Video Broadcasting

DVB-T 480 MHz - 860 MHz Orthogonal Frequency 
Division Multiplex, OFDM 

terrestrial Digital 
Video Broadcasting 

with enhanced codec 
DVB-T2 480 MHz - 860 MHz Orthogonal Frequency 

Division Multiplex, OFDM 

Satellite Digital Audio 
Radio System

SDARS 2,30 GHz - 2,33 GHz Orthogonal Frequency 
Division Multiplex, OFDM 

 

Table 1. Overview of broadcasting systems 

5.1 Short and medium wave bands 
Short wave (SW) and medium wave (MW) band provide a worldwide coverage due to 
ground wave propagation and wave reflection at ionosphere layers in the atmosphere. As 
these layers are approximately 80 km to 300 km high, a large distance can be bridged. For 
large-area countries such as Australia, Brazil or Canada just to name a few, a nation-wide 
broadcasting coverage can easily be done on MW-bands.  From history we adopted AM-
modulated signals with relatively poor sound quality, compared to today’s quality 
expectations. 

5.2 Digital radio mondiale (DRM) 
In order to overcome poor sound problems in SW/MW-bands, transmission became digital. 
Digital Radio Mondiale (DRM) decodes sound information to a digital data stream which is 
modulated with OFDM and broadcasted on SW/MW-bands. The receiver can decode this 
data stream and correct transmission errors. The sound quality is intuitively better than 
analog broadcasting but coverage is found to be reduced. That is mainly due to the fact that 
digital wireless systems have an abrupt go-nogo border, while analog systems degrade 
gradually until signals disappear in noise [Koch, 2008].  
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4.5 Older entertainment systems 
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Table 1 summarizes the existing broadcasting systems. 
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Wave 
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In-Band On-Channel IBOC 76 MHz - 109 MHz Quadratur Phase Shift 
Keying, QPSK 

Digital Broadcasting
System 
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Division Multiplex, OFDM 

Digital Broadcasting 
System with enhanced 

codec 
DAB+ 174 MHz - 210 MHz Orthogonal Frequency 

Division Multiplex, OFDM 

Digital Multimedia 
Broadcasting

DMB 174 MHz - 210 MHz Orthogonal Frequency 
Division Multiplex, OFDM 

terrestrial Digital 
Video Broadcasting

DVB-T 480 MHz - 860 MHz Orthogonal Frequency 
Division Multiplex, OFDM 

terrestrial Digital 
Video Broadcasting 

with enhanced codec 
DVB-T2 480 MHz - 860 MHz Orthogonal Frequency 

Division Multiplex, OFDM 

Satellite Digital Audio 
Radio System

SDARS 2,30 GHz - 2,33 GHz Orthogonal Frequency 
Division Multiplex, OFDM 

 

Table 1. Overview of broadcasting systems 
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modulated signals with relatively poor sound quality, compared to today’s quality 
expectations. 
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modulated with OFDM and broadcasted on SW/MW-bands. The receiver can decode this 
data stream and correct transmission errors. The sound quality is intuitively better than 
analog broadcasting but coverage is found to be reduced. That is mainly due to the fact that 
digital wireless systems have an abrupt go-nogo border, while analog systems degrade 
gradually until signals disappear in noise [Koch, 2008].  
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5.3 VHF-band and UHF-band 
Around 1950, VHF-frequency spectrum was utilized in Europe. Radio propagation in 100-
MHz-band can reach approximately 30% beyond the optical horizon, so called radio 
horizon. This leads to a limited coverage of sound or TV broadcasting stations. Depending 
on transmitter location and radiated transmit power the typical coverage area is about 100 
km². For a nation wide broadcasting network, a high number of transmitters must be 
installed. Especially in hilly terrain uncovered areas occur due to radio shadows. When 
reception is needed there, filling transmitters are needed. On VHF-band (76-109 MHz) 
sound broadcasting is transmitted while on UHF-band (400-800 MHz) TV-broadcasting is 
located. Typically, a dual layer broadcasting network is rolled out in VHF- and UHF-bands. 
The first layer consists of transmitters with high power on prominent locations, covering a 
large area. The second layer fills coverage gaps with low-power transmitters.  
As each transmitter requires a separate frequency in order not to interfere with each other, 
the dedicated frequency spectrum is quickly used up. Clever frequency allocation and 
frequency reuse is needed. 
During a journey car passengers want to listen to the same broadcasting station, however 
receiving frequency changes from time to time according to coverage of transmitters. In year 
1988, Radio Data System (RDS) was introduced to solve the problem that car drivers need to 
search for a new frequency in order to stay tuned to their broadcasting program, when 
leaving the coverage area of one transmitter to another.  
RDS combined a number of functions. The most advantageous and intensely used function 
is the alternative frequency list (AF). Here a broadcasting station lists their alternative 
frequency where their program is also transmitted simultaneously. When reception becomes 
disturbed the tuner scans the alternative frequency list to find an undisturbed reception of 
the same program. 
Other important functions are traffic announcements (TA) and traffic program (TP) to inform 
about traffic jams and road problems. Beside a number of other functions, text information can 
be displayed on the radio display, known as radio text, such as broadcasting station name, 
music title, interpret and many more. Especially Italian broadcasters explored capabilities of 
radio text functions and began to use it as advertising channel. Today it is quite common using 
radio text for a variety of information for the listener, e.g. stock exchange prices, weather 
forecasts or breaking news. 

5.4 Digital broadcasting systems 
In 1987 development of digital broadcasting systems began and a number of digital 
transmission standards derived since then. Digital Audio Broadcasting (DAB), former 
Eureka-147 Project, was the start into digital data processing and digital broadcasting 
transmission. DAB decodes sound information to a digital data stream which is modulated 
with 4-PSK-OFDM and broadcasted on VHF-band. The receiver can decode this data stream 
and correct transmission errors. The sound quality is intuitively better than analog 
broadcasting. Similar to all other digital wireless systems, DAB reception is experienced 
having an abrupt go-nogo border, which is often misunderstood that coverage is smaller 
than analog systems.  
One of the benefits of digital broadcasting system is that more programs can be transmitted 
with one frequency allocation. While in analog broadcasting one radio station used one 
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frequency, now up to 64 radio stations can be received on one single frequency. This offered 
new broadcasting capacity for more divert channels covering more genres and clientele. 
Another benefit of digital transmission is the higher sound quality.  
With better coding capabilities using MP3 and MP4 codecs a more efficient transmission 
could be implemented. Digital Multimedia Broadcasting (DMB) is using MP4 AAC+ codec 
in contrast to DAB, where MUSICAM codec is implemented. For video transmission, Digital 
Video Broadcasting (DVB) is used. DVB is similar to DAB and DMB, except that video 
signal compression H.264 is added to sound compression algorithms and higher intrinsic 
modulation schemes are used, often 16QAM-OFDM. DVB is successively replacing analog 
TV-transmitters in Europe.  

5.5 IBOC system 
In USA, another method of digitalisation is used. Beside the analog modulated signal, an 
additional digital modulated signal with same content is transmitted, so called in-band on 
channel (IBOC) signal. Figure 7 displays the spectrum of such an IBOC signal. 
Having good reception, the tuner decodes the digital information and provides high-quality 
sound. Reaching the go-nogo-border of digital transmission, the tuner switches to 
traditional analog broadcast. The listener may observe a small degradation in sound quality 
but is still able to follow the program.  
In Europe, IBOC was tested in Switzerland in a range limited test environment [Ruoss, 2008]. 
It is unlikely that IBOC will be introduced in Europe, as VHF-band channel raster of 200 kHz 
interferes with US-IBOC channel bandwidth requirements of 400 kHz. To fit into the existing 
channel raster, one of the redundant digital sidebands can be removed. This method is known 
as FMeXtra and is currently under test in a testbed [Henk,Hamelink, 2008]. 
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Fig. 7. Spectrum of IBOC system with analog and digital modulation containing identical 
information 

5.6 Satellite Digital Audio Radio System (SDARS) 
For large area countries such as Australia, Brazil, Canada, Russia or USA, just to name a 
few, traditional nationwide terrestrial broadcasting systems are very expensive to install. 
Using low orbit satellites offers an efficient nationwide coverage. In USA, Satellite Digital 
Audio Radio Systems (SDARS) in 2.3-GHz-band was implemented and succeeded with a 
sheer overwhelming number of different programs for all sorts of listeners. Even a monthly 
fee could not stop listeners to attend SDARS in USA. 
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6. Tuner concepts 
With the invention of transistors small tuners could be made. A transistorized tuner was 
able to receive LW, MW, SW and VHF bands. Figure 8 shows a block diagram of such a 
tuner [Klawitter, 2005]. 
The radio signal from the antenna is bandpass (BP) filtered and amplified before it is mixed 
to an intermediate frequency (IF) of about 10 MHz. A switch selects between frequency 
bands and its receiving antennas. In most car radios this switch is identified as AM/FM 
button. The demodulator transforms the modulated signal to the baseband, where it is 
lowpass filtered (LP), amplified and the sound given on a loudspeaker. 
This principal layout is found in all car tuners with minor modifications. 
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Fig. 8. Block diagram of a single tuner concept for VHF (FM) and MW (AM) reception 
 

6.1 Double tuner concept 
When the coverage area of a nationwide VHF-broadcasting station reaches its limit, another 
frequency must be searched by the listener in order not to change the program. By using 
two receivers at the same time (double tuner concept), it is possible to receive one program 
and scan for an alternative frequency, where the same program is distributed at the same 
time. RDS was used to transmit a list of alternative frequencies (AF) on which the secondary 
tuner was tuned to. When the signal of the main tuner became out of range, the output was 
switched to the second tuner which is already tuned to the alternative frequency by then. 
Now the other tuner searches the AF-list. By this method, continuous listening to a program 
was established.  
Figure 9 shows a block diagram of a double-tuner concept utilizing RDS with alternative 
frequency selection. 
Beside the RDS-Decoder for the AF-list which controls the frequency selection of the tuner 
modules, a portion of the demodulated signal is split and fed into another branch. 
The feedback loop consists of a highpass (HP) filter with threshold-trigger. The HP-filter 
selects the noise in the audio signal. When a certain limit of noise intensity is reached the 
tuner selection switch is triggered to the alternative frequency of the other tuner. By this an 
seamless switching is applied. 
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Fig. 9. Block diagram of double tuner concept for VHF (FM) reception utilizing RDS AF 

6.2 Diversity - combating fading 
In vehicular receiving environments fading of signals occur due to multipath reception. 
When a radio signal is transmitted, it reaches the receiver on a direct path as well as on 
reflected paths from buildings, landscape and obstructions, see Figure 10. The reflected 
paths reach the receiver at different times than the direct path. This leads to superposition of 
multiple signals of the same content. Signals can add or subtract each other at the receiving 
zone, leading to a varying loudness impression in amplitude modulated signals and signal 
dropouts in frequency modulated signal. In digital systems, bit errors can occur. 
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Fig. 10. Principle of multipath environment where transmitter signal is reflected, diffracted 
and attenuated by environment. At the receiving zone signal paths are summed. 

A number of methods were invented to reduce the audible effect of multipath fading.  
One method is to apply a number of receiving antennas on different positions of the car. 
Different antennas at different locations are assumed to receive different signal components. 
This effect is known as spatial diversity. A switch selects the best receiving antenna 
according to the signal strength and noise level. Figure 11 shows the principle of switching 
diversity for VHF-FM reception. Another method is to use both tuners in a dual-tuner 
concept which are connected to individual antennas. Due to the different location of the 
antennas phase differences occur which are corrected by phase shifters. Then, both phase 



 New Trends and Developments in Automotive System Engineering 

 

462 

6. Tuner concepts 
With the invention of transistors small tuners could be made. A transistorized tuner was 
able to receive LW, MW, SW and VHF bands. Figure 8 shows a block diagram of such a 
tuner [Klawitter, 2005]. 
The radio signal from the antenna is bandpass (BP) filtered and amplified before it is mixed 
to an intermediate frequency (IF) of about 10 MHz. A switch selects between frequency 
bands and its receiving antennas. In most car radios this switch is identified as AM/FM 
button. The demodulator transforms the modulated signal to the baseband, where it is 
lowpass filtered (LP), amplified and the sound given on a loudspeaker. 
This principal layout is found in all car tuners with minor modifications. 
 
 

FM Antenna

MW Antenna

fo

BP X

BP

BP X

fo

LP
NF

Speaker
IF

AM/FM
Switch

Demodulator

RF

RF

FM Tuner
Module

AM Tuner 
Module

FM Antenna

MW Antenna

fo

BP XBP X

BP

BP XBP X

fo

LP
NF

Speaker
IF

AM/FM
Switch

Demodulator

RF

RF

FM Tuner
Module

AM Tuner 
Module

 
 

Fig. 8. Block diagram of a single tuner concept for VHF (FM) and MW (AM) reception 
 

6.1 Double tuner concept 
When the coverage area of a nationwide VHF-broadcasting station reaches its limit, another 
frequency must be searched by the listener in order not to change the program. By using 
two receivers at the same time (double tuner concept), it is possible to receive one program 
and scan for an alternative frequency, where the same program is distributed at the same 
time. RDS was used to transmit a list of alternative frequencies (AF) on which the secondary 
tuner was tuned to. When the signal of the main tuner became out of range, the output was 
switched to the second tuner which is already tuned to the alternative frequency by then. 
Now the other tuner searches the AF-list. By this method, continuous listening to a program 
was established.  
Figure 9 shows a block diagram of a double-tuner concept utilizing RDS with alternative 
frequency selection. 
Beside the RDS-Decoder for the AF-list which controls the frequency selection of the tuner 
modules, a portion of the demodulated signal is split and fed into another branch. 
The feedback loop consists of a highpass (HP) filter with threshold-trigger. The HP-filter 
selects the noise in the audio signal. When a certain limit of noise intensity is reached the 
tuner selection switch is triggered to the alternative frequency of the other tuner. By this an 
seamless switching is applied. 

The Car Entertainment System   

 

463 

FM Antenna fo

BP X

BP LP
NF

Speaker
IF

FM-Tuner
Switch

Demodulator

RF

Tuner Module A

FM Antenna fo

BP X
RF

Tuner Module B

RDS Decoder

HP
Tuner Selector

FM Antenna fo

BP XBP X

BP LP
NF

Speaker
IF

FM-Tuner
Switch

Demodulator

RF

Tuner Module A

FM Antenna fo

BP XBP X
RF

Tuner Module B

RDS Decoder

HP
Tuner Selector

 
Fig. 9. Block diagram of double tuner concept for VHF (FM) reception utilizing RDS AF 

6.2 Diversity - combating fading 
In vehicular receiving environments fading of signals occur due to multipath reception. 
When a radio signal is transmitted, it reaches the receiver on a direct path as well as on 
reflected paths from buildings, landscape and obstructions, see Figure 10. The reflected 
paths reach the receiver at different times than the direct path. This leads to superposition of 
multiple signals of the same content. Signals can add or subtract each other at the receiving 
zone, leading to a varying loudness impression in amplitude modulated signals and signal 
dropouts in frequency modulated signal. In digital systems, bit errors can occur. 
 

Receiving zone

Multipath Reception

Receiving zone

Multipath Reception

(2 )d ij v
iA e π φ+⋅∑  

Fig. 10. Principle of multipath environment where transmitter signal is reflected, diffracted 
and attenuated by environment. At the receiving zone signal paths are summed. 

A number of methods were invented to reduce the audible effect of multipath fading.  
One method is to apply a number of receiving antennas on different positions of the car. 
Different antennas at different locations are assumed to receive different signal components. 
This effect is known as spatial diversity. A switch selects the best receiving antenna 
according to the signal strength and noise level. Figure 11 shows the principle of switching 
diversity for VHF-FM reception. Another method is to use both tuners in a dual-tuner 
concept which are connected to individual antennas. Due to the different location of the 
antennas phase differences occur which are corrected by phase shifters. Then, both phase 



 New Trends and Developments in Automotive System Engineering 

 

464 

corrected receiving signals can be added in-phase and can prevent fading dropouts. This 
method is known as phase diversity. 
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Fig. 11. Principle of switched diversity in modern tuners [Koch, 2008] 
In digital broadcasting systems, bit streams can be combined to correct transmission errors. 
Here, two receivers operate individually but synchronized by internal clocks. The digital 
data streams are compared with each other and bit errors corrected when necessary. The 
combined data stream provides a more consistent data rate which results in a better quality 
of service for the listener. Figure 12 shows a principle bit stream diversity for DAB. 
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Fig. 12. Principle of bit stream combining method for digital broadcasting systems [Koch, 2008] 
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6.3 Triple tuner 
However, when both tuners are used to receive the actual program in phase diversity 
configuration, a seamless switch to an alternative frequency is not possible when the 
coverage border is reached. Beside a number of switching algorithms, where one tuner is 
temporarily used to scan the AF-list, a more simple method was widely applied. 
Adding a third tuner became easy when tuner modules were available as integrated circuits. 
Two tuners received the broadcasting signal on different antennas and utilizing diversity, 
while a third tuner scanned in the background for alternative frequencies. 
At the end of a product lifecycle, cost reductions are the main focus of the industry. In order 
to reduce costs, the diversity reception was transferred to the antenna amplifier, where a 
switch could select the best receiving signal between up to 4 antennas. By this, only one 
tuner module was needed as main receiver. Each manufacturer followed a different concept, 
so that a general best-practice is not given.  
For background scan of the AF-list a simple secondary tuner was applied by some 
manufacturers and connected to one of the diversity receiving antennas. As 5-inch or 7-inch 
color LCD-displays became cheap, all receivable stations could be shown at the same time to 
the user. So the station list needs to be updated periodically, which is done by an additional 
tuner. This triple tuner concept was also applied in TV broadcasting receivers. 
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Fig. 13. Principle of switched diversity in modern tuners 
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corrected receiving signals can be added in-phase and can prevent fading dropouts. This 
method is known as phase diversity. 
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combined data stream provides a more consistent data rate which results in a better quality 
of service for the listener. Figure 12 shows a principle bit stream diversity for DAB. 
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Fig. 12. Principle of bit stream combining method for digital broadcasting systems [Koch, 2008] 

The Car Entertainment System   

 

465 

6.3 Triple tuner 
However, when both tuners are used to receive the actual program in phase diversity 
configuration, a seamless switch to an alternative frequency is not possible when the 
coverage border is reached. Beside a number of switching algorithms, where one tuner is 
temporarily used to scan the AF-list, a more simple method was widely applied. 
Adding a third tuner became easy when tuner modules were available as integrated circuits. 
Two tuners received the broadcasting signal on different antennas and utilizing diversity, 
while a third tuner scanned in the background for alternative frequencies. 
At the end of a product lifecycle, cost reductions are the main focus of the industry. In order 
to reduce costs, the diversity reception was transferred to the antenna amplifier, where a 
switch could select the best receiving signal between up to 4 antennas. By this, only one 
tuner module was needed as main receiver. Each manufacturer followed a different concept, 
so that a general best-practice is not given.  
For background scan of the AF-list a simple secondary tuner was applied by some 
manufacturers and connected to one of the diversity receiving antennas. As 5-inch or 7-inch 
color LCD-displays became cheap, all receivable stations could be shown at the same time to 
the user. So the station list needs to be updated periodically, which is done by an additional 
tuner. This triple tuner concept was also applied in TV broadcasting receivers. 
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Fig. 13. Principle of switched diversity in modern tuners 
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6.4 Software defined radio  
With the digitalization of the broadcasting world more and more fast working 
microcontrollers replaced discrete electronic elements and a number of modules were 
reduced to a single integrated circuit.  
Following this trend, it seemed obvious that processing the signal is made in software. 
Nowadays, Software Defined Radios (SDR) are the big playground of the car electronic 
manufacturers. 
In contrast to traditional tuner concepts, the SDR concept digitizes a frequency band and 
extracts and demodulates the wanted signals by digital filters and signal processors. With 
SDR it is possible to create a multi-standard receiver for all existing and upcoming 
broadcasting standards, analog or digital.  It is also possible to exploit multipath reception 
by applying MIMO concepts. 

7. Sound amplifier, equalizer and speakers 
One of the important parts in the whole entertainment tool chain is the audio output. Often 
it is seen that expensive CD/DVD-player equipment is installed but the audio output end is 
culpable neglected. Figure 14 shows a block diagram of a modern sound system.  
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Fig. 14. Block diagram of modern sound system 
 

The audio signal is fed to a digital signal processor (DSP) which acts as equalizer and delay 
line. In addition, virtual 3D-sound can be calculated in the DSP. The audio signal is then 
split into 4 branches for stereo sound into a left and right sided branch, as well as covering 
front passengers and rear-seat passengers. It is also possible to connect all four speakers to 
provide surround sound. Active 2-way speakers are very common.  
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The principles of a good sound output are comparably easy and similar for digital and 
analog sources. Three key-issues need to be respected: 
1. frequency response of speakers matching the human perception response 
2. maximally flat phase response leading to a low group delay 
3. echo reduced environment  
The loudspeaker itself has a frequency response, meaning that the loudspeaker is resonant 
for some audio frequencies, depending on the construction and type of speaker. They can be 
classified to bass speakers, where only very low end frequencies are audible, mid range 
speakers and high tone speakers, where only the highest tones are transmitted. Beside these 
band-limited speakers many vendors offer broadband loudspeakers, which try to transmit a 
broad range of the audible spectrum. Either the speaker is shifted downwards to the lower 
end spectrum, neglecting the upper part or wise versa. Due to the mechanical limits in 
construction of broadband speakers, the frequency response is rippled and not flat, meaning 
some frequencies are exposed while others are reduced. Figure 15 shows typical 2-way 
loudspeakers covering the midrange and high tones, while the bass is covered by a single 
bass speaker, known as subwoofer. The source of very low frequencies cannot be detected 
by the human ear, therefore only a single bass speaker is sufficient and its position is 
uncritical. 
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Fig. 15. Typical frequency responses for a 2-way speaker with bass-reflex booster and 3-way 
speaker systems 

The environment in which the speaker operates influences the frequency response of the 
individual speaker. When the environment is comparably rigid the frequency response 
shifts to lower frequency band, similar a spring-mass-system where the mass is raised. The 
volume of the surrounding offers resonances which disturb the frequency responses of the 
speakers. A good sound system offers a matched frequency response similar the human 
perception. In order to compensate the deficiency of the speakers and the surroundings, an 
equalizer corrects this. Equalizing the interior of a vehicle is time consuming and most often 
a compromise.  
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Another key factor is that frequencies reach the ear at about the same time. This part is often 
neglected. For a natural sound impression it is obvious that not only the sound 
representation shall be matched but also the phase representation, known as group delay 
response. 
When loudspeakers transmit from a different distance to the listener, transmission delays 
occur. These delays can be compensated by delay lines in the equalizer. The speaker close to 
the listener will be delayed, so that sounds from all speakers reach the ear at approximately 
the same time. When sounds are reflected inside the car more delay is seen. The human 
hearing system can compensate a certain sound delay, beyond that it becomes recognized as 
echoes. Echoes are annoying.  
Taking the interior of a car into account, speakers must be placed cleverly. On the one hand 
it is necessary that sound reaches the human head directly. On the other hand, echoes must 
be reduced. Which is quite simple for one person inside the car, the job becomes difficult for 
all passengers. As this is mostly a compromise between frequency response, group delay 
response and echoes, some car manufacturers tune the sound to certain positions. For self-
driving cars, the focus is the driver and the front passenger, for high-class limousines with 
backseat passengers, the focus is on rear seats. Some manufacturers offer to change these 
settings. 
While regular sound systems provide single broadband speakers, higher class sound 
systems offer at least dual-way - or better - triple-way speaker systems.  
Here, a lowpass filter, a bandpass and a highpass filter separates the audio spectrum 
according to their speaker frequency responses. Adding all frequency responses shall 
provide a maximally flat response. 
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Fig. 16. Typical audio loudspeaker distribution inside the car, exhibit direct signals and 
reflected signals 
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8. Rear-Seat entertainment 
Figure 17 displays a modern layout of a rear-seat entertainment system.  
The media center consists of a computer with a harddrive, on which sound MP3, video MP4 
and computer games, e.g. chess, are stored. The console is connected to the media center by 
USB 2.0 interface and interacts similar a monitor, keyboard and mouse. Today we find 
touch-screens to combine controls and monitor in a space-efficient manner. 
The advantage of USB-interface is its scalability for a number of passenger consoles with 
individual entertainment program. In a basic configuration, up to 4 consoles can be connected 
simultaneously. For more, cascades of USB-hubs are needed. As each USB-interface has its 
own addressing, the limit of parallel streams is just given by the computer power. Each USB 
2.0 connection can handle a datastream up to 480 Mbit/s. The length of the cable is limited to 
10 meters.   
The disadvantage of cascaded star-connected entertainment systems is a rising number of 
cables in the vehicle, especially at the media center, where all connections are concentrated. 
Crosstalk and EMC problems are very common then. Therefore it is advisable to use 
shielded cables with ground connection. 
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Fig. 17. Block diagram of a modern rear-seat entertainment system based on USB 2.0 

Alternatively, a ring-bus structure can be applied, where each console is connected to the 
media center in a loop, see Figure 6. Although the IP-based ring structure reduces the 
cabling effort, the bottleneck is the bandwidth limit. While USB 2.0 can handle up to 480 
Mbit/s per connection, the regular IP-LAN handles 100 Mbit/s for all connected consoles. 
Gigabit-LANs may solve the bandwidth limitations for a short time. With rising data rates 
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Fig. 17. Block diagram of a modern rear-seat entertainment system based on USB 2.0 

Alternatively, a ring-bus structure can be applied, where each console is connected to the 
media center in a loop, see Figure 6. Although the IP-based ring structure reduces the 
cabling effort, the bottleneck is the bandwidth limit. While USB 2.0 can handle up to 480 
Mbit/s per connection, the regular IP-LAN handles 100 Mbit/s for all connected consoles. 
Gigabit-LANs may solve the bandwidth limitations for a short time. With rising data rates 
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and consoles, the bandwidth is quickly exhausted. In addition, cabling distance for GBit-
LANs is also limited. Inside a vehicle, a cabling length of 50 meters or more is not unusual 
for ring-networks. When the entertainment ring is opened at any point, the whole 
entertainment program is interrupted. 

9. Navigation system 
It was a long dream of mankind to navigate effortless to any destination. Since end of 1990th, 
we have adapted a satellite position determination free of charge from the US military, 
called Global Positioning System (GPS). Since then, the navigation market raised rapidly. 
Today we know navigator mobile phones, portable car-retrofit devices and sophisticated in-
vehicle map navigation. The Russian GLONASS satellite system has been offered as 
alternative to the US-system but never reached the awareness limit. In addition, European 
countries joined to setup their own navigation system GALILEO in opposition to GPS. At 
the time of this book is written, Galileo satellite system is still years away to come. Hence, 
we concentrate on GPS in this chapter. 
For GPS, low orbit satellites fly around the earth in such a way and number that at any point 
on the surface, minimum 3 satellites are in communication range to the receiver. Each 
satellite transmits a unique pseudo-noise data stream which is synchronized with an atomic 
clock. Inside the data stream satellite orbital information are implemented as well as 
timestamps. The receiver can synchronize to the data streams and calculates the position by 
time-differences between timestamps and orbital data. With 3 or more such time differences 
and orbital information, the position on earth can be determined.  
With the position information and a destination coordinate, a route can be calculated. Today 
we know a number of vectorized digital maps. Some of them are free of charge, some 
require a license agreement.  
The car industry offers a specific roadmap for their fleet. Beside the vector map, a number of 
additional layers are offered, e.g. petrol stations, fleet repair stations, museums, hotels, 
restaurants, car parks, etc. known as Point of Interest (POI). These map information are 
regularly updated. 
As the vector map base is mostly identical, car manufacturers differ between the qualities of 
POIs, which becomes a unique selling point. Furthermore, the algorithm to calculate the best 
route from actual position to destination is one of the important features to distinguish 
between good and better systems. There are not only shortest route and fastest route 
available, but in future more in concern becomes the most economic route with a number of 
parameters, such as fuel consumption for regular engine cars, electric power consumption 
for electric vehicles and hybrid cars as well as CO2-footprint, just to address the most 
popular. 
Today we find a number of portable external navigation systems by vendors beyond the car 
industry. These gadgets are comparably easy to operate and often battery powered. Mobile 
phones or so called smartphones offer all capabilities needed for guidance by map and voice 
commands. For these external devices, cabling effort is very limited to DC-power only. An 
external GPS-antenna is not necessarily required as the reception through regular 
windscreen glass is sufficient in most of the cases. When sun protective metalized windows 
are installed in the car, GPS-reception may be disturbed. In this exception an external GPS-
antenna is needed. 
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Comparing performance for vehicle installed navigation systems with portable external 
devices the cost difference is hard to explain to customers as both work equally well. 
However, the internal system can compensate navigation errors with wheel speed and 
steering angle even when GPS-reception is not available for some distance, e.g. in tunnels.  
The upcoming trend in the car industry is to provide interfaces for mobile phones. That 
means for instance that a smartphone can connect by Bluetooth or USB 2.0 to the vehicular 
internal GPS-positioning data, which is backed up by wheel speed and steering angles. This 
enables the phone to be used as hands-free telephone as well as a portable navigation 
system, having excellent GPS-reception and precise position. The costs and effort for a 
navigation computer, user interface and map updates are reduced. On top of this, it gives 
customers the flexibility using any phone model and is future safe.  

10. Outlook and future trends 
From the performance point of view, a lot can be optimized in the entertainment system in 
the future. Especially broadcasting reception is deemed to be improved. Historically, the 
tuner was installed in the center console, while the receiving antenna was on the fender. The 
cable length was comparably short. Modern cars however offer a number of receiving 
antennas for diversity reception in the rear-window, side-window, bumper and fender for 
instance. Long cabling ways attenuate RF signals.  
The wide range of broadcasting standards requires multiple tuners buried in the car. 
Integration and size reduction is a major playground in R&D departments. Transceivers 
of modern mobile phones are approximately 30x30 mm² or less and 3 mm thick, offering 
multi-frequency and multi-standard operation already. With SDR-tuners it will become 
possible in near future to provide compact multi-standard broadcasting receivers 
exploiting diversity gain by MIMO concepts. This allows integrating such receivers into - 
or at least close to - the antennas. Reception performance will improve drastically unless 
EMC problems occur.  
Another mega trend of this decade is a permanent internet connection. With UMTS and 
WLAN it is already possible to connect laptops and mobile phones to the internet while 
riding in car. In near future, the vehicle itself gets connected to the internet. Upcoming 
mobile phone standard Long-Term Evolution (LTE) will support this trend. The merge of 
internet services and vehicular entertainment functionality will provide efficiency and 
convenience to the passengers. The sheer endless list of new service ideas for the drivers and 
passengers is overwhelming and becoming unique selling points for car manufactures. They 
will offer new services to drivers, from intelligent traffic routing, parking aid to firmware 
updates inside the car. Passengers will be able to stream music and videos as well as 
communicate while surfing the internet.  
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Comparing performance for vehicle installed navigation systems with portable external 
devices the cost difference is hard to explain to customers as both work equally well. 
However, the internal system can compensate navigation errors with wheel speed and 
steering angle even when GPS-reception is not available for some distance, e.g. in tunnels.  
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enables the phone to be used as hands-free telephone as well as a portable navigation 
system, having excellent GPS-reception and precise position. The costs and effort for a 
navigation computer, user interface and map updates are reduced. On top of this, it gives 
customers the flexibility using any phone model and is future safe.  

10. Outlook and future trends 
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The wide range of broadcasting standards requires multiple tuners buried in the car. 
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internet services and vehicular entertainment functionality will provide efficiency and 
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communicate while surfing the internet.  
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1. Introduction 
The need for automotive testing and validation is growing due to the increasing complexity 
of electronic control systems in modern vehicles. Since testing and validation is expensive in 
terms of prototypes and personnel, simply increasing the volume of the testing can be 
prohibitively costly. Moreover, since product development cycles must be shortened in 
order to reduce the time-to-market for new products, there is less time available for testing 
and validation. Consequently, more testing and validation work will have to be performed 
in less time in future automotive development projects. To some extent this challenge can be 
met through virtual product development techniques and simulation, but there will still be 
an increasing need for testing and validation of physical prototypes. This can only be 
accomplished by improving the efficiency of automotive testing and validation procedures, 
and the key to realizing this, we will argue in this chapter, is by introducing novel 
information and communication support tools that fundamentally transform the way  
automotive testing and validation is conducted.  
With the explosive proliferation of wireless communication technology over the last few 
years, new opportunities have emerged for accessing data from vehicles remotely, without 
requiring physical access to the vehicles. Special purpose wireless communication 
equipment can be installed in designated test vehicles, acting as gateways to the internal 
communication buses and to on-board test equipment such as flight recorders. With a fleet 
of test vehicles thus configured, sophisticated telematics services can be implemented that 
enable communication of virtually any kind of data to and from any vehicle, providing the 
bandwidth of the wireless connection is sufficient. This has an enormous potential of 
making automotive testing and validation more efficient, since much of a test engineer's 
time is spent finding the right data to analyse.  
By eliminating the need for the engineer to have physical access to the test vehicle, scarce 
vehicle prototypes can be made available for multiple simultaneous tests, reducing the overall 
need for physical prototypes. Moreover, the test vehicles can be accessed by the engineers 
irrespective of their geographical location, which makes a much broader range of test objects 
available for tests and frees up time for the engineers in scheduling a prototype for a test. The 
data resulting from the test can be uploaded from the vehicles to a server from where it can be 
accessed by any number of interested (and duly authorized) engineers. By having 
measurement data automatically collected into a central database, as opposed to being stored 
on the hard drive of each engineer's computer, the opportunities for reuse of data is greatly 
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improved. One can also imagine (semi-)automated analysis mechanisms being executed on the 
data being uploaded to a server, assisting the engineer in interpreting the data. 
A specific kind of data of paramount importance in automotive testing and validation is 
diagnostic data generated by designated diagnostic functions built into the vehicle's 
Electronic Control Units (ECU). By collecting and analysing Diagnostic Trouble Codes 
(DTC) for test vehicles, faults can be detected and corrected before the vehicle goes into 
production. Statistical analysis of DTCs is also important in order to find correlations 
between faults and to prioritise different development efforts. With the advent of wireless 
telematics services, diagnostic data can be collected more systematically in different 
development phases. This means that there will be fewer faults in production vehicles, 
preventing costly recalls. 
Since many faults that are detected in the testing and validation phases of automotive 
development are software related, having wireless access to fleets of test vehicles means that 
the software in the ECUs can be remotely updated with a bug-fixed software release over 
the wireless connection. Reprogramming an ECU in the traditional way is a time consuming 
procedure that requires test equipment to be connected physically to each vehicle. Through 
remote software download, many vehicles can be updated simultaneously without 
requiring physical access. 
Automotive testing facilities are commonly located in remote rural areas, due to the need for 
extreme climate conditions and privacy. A side-effect of this is that a significant part of the 
budget for automotive testing expeditions is the travel costs for the engineers. By utilizing 
tools to remotely access data, complemented with tools for distributed collaborative work 
between the test site and the automotive company's development sites, engineers can take 
part in testing expeditions remotely, without having to travel. 
The tremendous impact on automotive testing and validation processes that will result from 
large scale introduction of the technology and concepts described here has the potential of 
affecting the whole automotive development process. Referring to the established V-model 
of product development that is often used to elucidate automotive development processes, 
the testing and validation phases are at the same level as the design and simulation phases 
(see Fig. 1). This captures the fact that there is a considerable interplay of creative and  
 

 
Fig. 1. V-model of automotive product development 
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analytical processes between these stages of the automotive development (Weber, 2009). 
Hence, it is easy to see that when the testing and validation phases are changed, this will 
heavily influence the design and simulation stages. Specifically, with an improved testing 
and validation process, whereby performance measurements and diagnostic data can be 
efficiently collected, analysed and fed back into the design process, the opportunities for 
component and system re-design is greatly facilitated. Moreover, validation of simulation 
models by measurement data improves the possibilities of more extensive simulations and 
virtual prototyping. 
Since the innovations in automotive engineering made possible by telematics services and 
related information and communication systems go way beyond the testing and validation 
stages, automotive management processes will have to be adapted to maximize the benefits. 
From an innovation management standpoint, Lenfle and Midler (2003) argue that the 
introduction of telematics services constitutes a definitive turning point for the automotive 
industry, which will require the adoption of management tools specifically adapted to the 
collective learning process involved in this field of innovation. 
In the remainder of this chapter we will explore the opportunities of improving automotive 
testing and validation by means of sophisticated information and communication support 
tools. Specifically, the following classes of applications will be studied: 
• automotive metrology and data collection, 
• remote vehicle diagnostics, 
• remote software download,  
• distributed collaborative automotive engineering. 
The focus is primarily on consumer grade vehicle development (i.e. passenger cars), 
although most of the technology and applications are equally relevant (and in some cases 
even more relevant) for trucks, buses, construction equipment, and other special purpose 
vehicles. Furthermore, the focus is on the later stages of the automotive development 
process, where testing and validation of physical prototypes and pre-series vehicles is of 
vital importance. 
The rest of this chapter is organized as follows: Section 2 gives a short introduction to 
automotive testing and validation; section 3 contains an overview of vehicular 
communication infrastructure; section 4 discusses information and communication support 
for automotive metrology and data collection; section 5 deals with automotive diagnostics 
and prognostics applications, in particular concerning telematics services and statistical 
analysis of diagnostic data; section 6 treats telematics services for remote ECU software 
updates; section 7 discusses distributed collaborative automotive engineering, and section 8 
provides conclusions and a future outlook. 

2. Automotive testing and validation 
The development of complex products in the exceedingly competitive automotive industry 
is a demanding undertaking that requires a very sophisticated quality assurance process. 
Quality assurance in the automotive industry is complicated by the high level of integration 
of components from many different suppliers and the fact that many of the subsystems are 
safety-critical. Specifically, for the embedded electronic systems that constitute a substantial 
part of the total development cost, the design process is based on a close cooperation 
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stages, automotive management processes will have to be adapted to maximize the benefits. 
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between car manufacturers and suppliers, whereby the carmakers provide the specifications 
of the subsystems to the suppliers, who design and deliver the systems. The resulting 
components are integrated into the vehicle platform by the carmaker, which performs the 
necessary testing and validation (Navet & Simonot-Lion, 2009). 
The automotive testing and validation processes have undergone dramatic developments 
following the exponential increase in the number and complexity of electronic control 
systems in vehicles. With as much as 23 percent of the total manufacturing cost of a high-
end vehicle being related to electronics, and an estimate that more than 80 percent of all 
automotive innovation stem from electronics (Leen & Heffernan, 2002), the importance of 
testing and validation methods for electronic components, including software, becomes 
evident. This situation has spurred the development of on-board diagnostics functions being 
designed in parallel with the electronics components. Increasingly sophisticated external test 
equipment connected to the vehicles' internal communication buses has also been developed 
and the ability to measure physical properties through built-in sensors has been greatly 
improved. This has led to the current situation where automotive testing and validation is 
largely a practice of data capture (metrology), communication and processing. Sophisticated 
data analysis software has been developed to meet the need for high volume data 
processing, which includes filtering, transformations, visualization and various statistical 
methods. 

2.1 Validation and verification 
In many situations a distinction is made between verification and validation. Verification 
refers to a process to determine whether a system or service complies with its specification, 
whereas validation is a quality assurance process for determining if a system or service 
fulfils its requirements and lives up to customer expectations. In this chapter we will use the 
term validation informally in both meanings, leaving to the reader to discern the subtle 
distinction from the context.   

3. Vehicular communication infrastructure 
The tremendous development of digital communication technologies over the last few 
decades has fundamentally transformed automotive testing and validation, making it 
possible to access and distribute vehicle data efficiently and reliably. We will briefly outline 
the state of the art in communication infrastructure for automotive applications.    

3.1 In-vehicle communication networks 
Modern automobiles typically contain between 20 and 50 ECUs, controlling different 
subsystems of the vehicle. The ECUs are interconnected by an in-vehicle communication 
bus. In many cases there is more than one such bus, interconnecting different subsets of 
ECUs. The original motivation for in-vehicle networks was to reduce weight by replacing 
discrete wiring, but the additional benefit of improved means of communication between 
electronic subsystems can now be seen as one of the major facilitators of technological 
innovation in automotive engineering. 
The most common in-vehicle bus technology currently in use is the Controller Area 
Network (CAN) developed by Bosch in the mid 1980s. CAN is a broadcast serial bus 
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technology with a prioritization scheme based on arbitration. More recently the FlexRay bus 
technology which is based on time-division multiplexing for multiple access has been 
developed. FlexRay provides higher data rates than CAN, while being a deterministic 
protocol suitable for time critical applications. For in-vehicle applications requiring very 
high data rates, such as infotainment services, the fiber-optic-based Media-Oriented Systems 
Transport (MOST) has been introduced. MOST is a bus technology usually based on a ring 
topology with a Timing Master controlling access to the bus. Although not originally 
designed for automotive applications, the prolific Ethernet technology is now also making 
its way into vehicle architectures. Due to its unquestionable success as the foremost Local 
Area Network (LAN) technology, it will be increasingly important also as an in-vehicle 
network technology complementing FlexRay and MOST.  
In emerging vehicle architectures, CAN, FlexRay, MOST and Ethernet are combined to form 
a network topology with a backbone bus (typically based on FlexRay) interconnecting 
multiple subnetworks based on CAN and MOST. Other network technologies such as LIN 
(Local Interconnect Network, a time-triggered master-slave protocol) can also be inter-
connected. With this evolution, automobiles become distributed systems of ECUs inter-
connected in sophisticated network topologies. The next natural step is to interconnect the 
in-vehicle networks to the outside world using telematics systems. 

3.2 Automotive telematics  
Grymek et al. (2002) define automotive telematics as the convergence of telecommunications 
and information processing for automation in vehicles. This encompasses systems to 
enhance the experience of the end-users of a vehicle, such as navigation aids based on GPS 
positioning and various infotainment services, but what mainly interests us here is the 
capability of such systems to communicate data between in-vehicle networks and the 
outside world for use in the testing and validation phases of automotive development. 
However, the opportunity of leveraging the technology investments in telematics systems 
designed for aftermarket services for development benefits is particularly compelling. By 
implementing remote diagnostics and remote software download functions into telematics 
units that are installed in production vehicles the need for dedicated systems for testing and 
validation, installed in test vehicles only, is reduced. It must be noted though, that testing 
and validation will most likely always require some amount of external equipment 
connected to test vehicles. 

3.3 Wireless networking for automotive applications  
The explosive proliferation of digital mobile telephony and wireless data communication 
networks is one of the foremost catalysts of automotive telematics. The almost ubiquitous 
wireless communication infrastructure provided by cellular networks, together with the 
availability of inexpensive microelectronic communication devices make it possible to 
design powerful automotive telematics systems for many different applications. A 
differentiating feature of telematics services for automotive testing and development, 
compared to many other mobile communication services, is that the data upload capacity is 
usually more interesting than the download capacity. Somewhat unfortunately, many of the 
wireless communication technologies targeting mobile computing are by design 
asymmetrical, with higher downstream capacities. Nevertheless, the evolution of wireless 
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communication technology with higher bandwidths and better coverage will continue to 
benefit the automotive telematics industry.  
One of the most important wireless communication technologies for automotive telematics 
is the General Packet Radio Service (GPRS), which is a packet-switched data service 
available in second generation (2G) cellular telephony systems. GPRS provides data rates of 
56-114 kilobits per second, which is good enough for many automotive applications. By 
using multiple time slots of the underlying GSM network, Enhanced GPRS (EGPRS), also 
known as EDGE (Enhanced Data Rates for GSM Evolution), up to four times the bandwidth 
of a traditional GPRS connection can be achieved. 
Third and fourth generation (3G, 4G) mobile telecommunication technologies based on 
UMTS (Universal Mobile Telecommunications System) and HSPA (High Speed Packet 
Access) are now gaining momentum in automotive telematics. The higher bandwidths, up 
to several megabits per second in ideal situations, will enable improved services and novel 
applications.  
In addition to mobile telephony technologies, automotive telematics systems frequently also 
utilize wireless LAN technologies, mainly based on the IEEE 802.11 standards, and short 
range personal area radio networks such as Bluetooth or ZigBee. Special versions of short 
range wireless communication technologies customized for vehicular communication are 
sometimes labelled Dedicated Short-Range Communication (DSRC) technologies. The main 
target for DSRC is vehicle to roadside equipment communication for Intelligent 
Transportation Systems (ITS), to improve safety and reduce traffic congestion. 
Multiple short range wireless communication devices can be organized into a self-
configuring network known as a Mobile Ad hoc Network (MANET). For vehicular 
applications, Vehicular Ad hoc Networks (VANET) have attracted a lot of research interest 
lately. An overview of VANET technology is given by Jakubiak and Koucheryavy (2008). 

3.4 Secure vehicular communication 
Due to the safety-critical nature of many applications of vehicular communication, the need 
for security and privacy mechanisms to protect sensitive data and prevent malicious 
behaviour is well understood (Papadimitratos et al., 2008, Schaub et al., 2009). When 
interconnecting in-vehicle networks with public network infrastructures through telematics 
services for remote diagnostics and remote software download, the safety of the users of the 
vehicles may be compromised. Although this difficulty is somewhat lesser for automotive 
development applications (i.e. testing and validation vehicles), compared to aftermarket 
applications, appropriate security mechanisms nevertheless need to be carefully designed. 
Traditionally, the automotive industry is very security minded and secretive about its 
engineering and design data. As expected, this also applies to data communication in testing 
and validation and hence security measures to protect all kinds of data from illicit 
eavesdropping are necessary. Fortunately, this is a mature field of information technology 
and a multitude of data encryption techniques and products are readily available. 

4. Automotive metrology and data collection 
Metrology, the science of measurement, can be defined as the application of one or more 
well-defined measurement methods in an effort to obtain quantifiable information about an 
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object or phenomena (Bucher, 2004). In the automotive industry, the process of measuring 
various physical properties of a vehicle in operation, and collecting the measurement data 
for analysis of the behaviour of components or subsystems, is a crucial part of the testing 
and validation stages of development. Automotive metrology encompasses a vast array of 
different measurement techniques, measurement systems, data formats and analysis 
software for different applications.  
A specific application of metrology that is of fundamental importance in automotive 
engineering is diagnostics. Because of its significance, we will devote section 5 entirely to 
diagnostic data management and confine this section to the study of collection and analysis 
of measurement data not specifically for diagnostics. This involves collection of a broad 
range of data resulting from various sensors built into in the vehicle and from specialized 
measurement systems installed in dedicated test vehicles. The data collected is typically 
used for troubleshooting faults appearing during testing or to collect performance data on 
different subsystems for validation. 
One of the most common kinds of data collection is the recording of signals from sensors 
connected to ECUs and communicated over the in-vehicle network (e.g. the CAN bus). In 
modern automobiles, a large number of such signals (several thousand), are available for 
monitoring and recording on special purpose devices known as flight recorders1. A flight 
recorder is a versatile piece of equipment that can be configured to monitor and record a 
number of signals that later can be analysed using a plethora of analysis tools. The 
conditions for when to start and stop recording the signals is typically controlled using 
some sort of triggering method, which can be for instance a change of the vehicle's power 
mode, the push of a button, or the appearance of a certain CAN frame on the CAN bus. 
Usually, there is a configurable time period before and after the event during which the 
signals will be recorded (known as pre-trigger and post-trigger times). The specification of 
which signals to record, along with capture parameters such as the trigger conditions, 
sample rates and precision for each signal, is typically defined in a configuration file on the 
flight recorder. We will call this configuration file a measurement assignment. The 
measurement assignment is created by the test engineer using a dedicated software tool, 
and compiled into a format readable by the flight recorder. The assignment is then 
downloaded to the flight recorders in the test vehicles designated for the specific tests. As 
the test vehicles are operated, measurement data is generated, which can subsequently be 
offloaded from the flight recorders for analysis. Based on the results of the analysis, the 
measurement assignment may need to be re-designed and the process reiterated to capture 
additional data. In this fashion, specific malfunctions or operational anomalies can be 
provoked during testing and the relevant sensor data for fault tracing can be captured and 
analysed. The process is illustrated in Fig. 2, highlighting the cyclical nature of the work. 
 

                                                 
1 The name reflects the origin of the technology in the aerospace industry. For automotive applications, 
the terms 'data recorder' or 'data logger' are sometimes used synonymously. 
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communication technology with higher bandwidths and better coverage will continue to 
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Fig. 2. Measurement data capture and analysis cycle 

4.1 Wireless communication in automotive metrology 
To improve the efficiency of fault tracing in automotive development, a key concern is to 
reduce the time of the data capture and analysis cycle, shown in Fig. 2. With the advent of 
more or less ubiquitous wireless data communication networks, as discussed in section 3.3, 
the measurement assignment download and the measurement data upload can be realized 
over a wireless connection using a telematics service. This means that the engineer does not 
need physical access to the test vehicle to reconfigure the flight recorder or to access the 
measurement data for analysis. Since prototype vehicles are often physically inaccessible to 
the engineers for extended periods of time while away on testing expeditions this is a 
significant benefit. 
A telematics service for remote metrology and data collection is generally based on an 
architecture with a web server acting as a gateway between the wirelessly accessible flight 
recorders and the users. Measurement assignments are uploaded to the server by the users, 
and the identities of the test vehicles that the assignment is intended for are specified. The 
assignment is then automatically downloaded to the flight recorders of the specified 
vehicles, by means of the telematics service. Once the flight recorders are configured by the 
assignment, measurement data can be generated and continually uploaded to the server, 
where it is stored in a database. The user can then download the data from the server and 
perform the desired analysis. 

4.2 Measurement data storage and management 
Telematics based metrology systems not only increase the availability of prototype vehicles 
for tests and reduce the time needed for the data collection; they also open up many new 
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opportunities to further improve the automotive testing process. For instance, the 
aggregation of data into a centralized database with a common (web-based) interface 
improves the possibilities of reuse of data compared to the situation where the engineers 
manage their or own data. Hitherto, the typical situation has been that the measurement 
data generated by a particular test is offloaded from the flight recorder onto the hard drive 
of the responsible engineer's computer, and once the analysis is finished the data is 
discarded. With proper metadata tagging, appropriate database schemas and a consistent 
signal naming scheme (e.g. as standardized by ASAM, the Association for Standardisation 
of Automation and Measuring Systems), measurement data can instead be stored in a 
central repository, and be made available for search, retrieval and reuse for other purposes 
than what it was originally intended for. Preservation and reuse of data throughout the 
product lifecycle is an increasingly important factor for competitiveness, not only in the 
automotive industry but in design and engineering in general (Wilkes et al., 2009). With the 
advent of telematics based metrology systems that automatically upload measurement data 
to a centralized database, a more systematic preservation and reuse of data can be achieved 
as an additional benefit. 

4.3 Automated analysis of measurement data 
Another possibility arising with the introduction of telematics based automotive data 
collection systems is that certain processing of the data can be performed automatically 
when the data is uploaded to the server. The data collected by the flight recorder is typically 
stored on a solid state drive, in some well-known measurement data file format (such as 
MDF developed by Vector and Bosch), before being uploaded to the server. The upload is 
typically triggered by some event such as the ignition going off, indicating that a 
measurement session is complete. At the arrival of the measurement data files at the server, 
a software component is launched that extracts the measurement data and applies some 
preconfigured processing, storing the results into a database. Ideally, different kinds of 
processing can be applied as defined by the user, from simple preprocessing operations 
(such as filtering out invalid or uninteresting data) to sophisticated signal processing 
algorithms. An automated data analysis system of this kind is described by Isernhagen et al. 
(2007), although no telematics service is included in their concept. The system supports 
user-defined data analysis through a descriptive language and parametrisation files and 
includes many different signal processing modules for different analyses. As an alternative 
to temporary storage of data on the flight recorder, the data can be transmitted in real time 
as a measurement data stream. The processing of the data stream at the server can then be 
performed by a Data Stream Management System (DSMS). Such an approach for online 
analysis of streaming CAN data is outlined by Johanson et al. (2009). 

4.4 Geographical positioning of data 
Since telematics systems are commonly equipped with GPS receivers, measurement data 
that is collected through a telematics service can easily be tagged with metadata about the 
geographical location of the measurement. This provides provenance of the data, which is 
important for preservation and reuse. Knowing where a measurement was conducted can 
also be valuable contextual information in the analysis of the data. 
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5. Remote vehicle diagnostics and prognostics 
Collection and analysis of diagnostic data from electronic control units in vehicles is of vital 
importance in the automotive industry, both from a life cycle support perspective and 
during product development, providing performance data and statistics as input to decision 
making. Moreover, through vehicle diagnostics services, prognostics to anticipate vehicle 
failures and improve operational availability can be realized, lowering support costs 
through anticipatory maintenance. For pre-series test vehicles, access to diagnostic data is 
crucial in order to be able to track problems as early as possible in the development process, 
preventing serious faults to pass undetected into production vehicles. However, systematic 
collection of diagnostic data from test vehicles is complicated by the fact that pre-series 
vehicles are frequently unavailable for diagnostic read-outs, while away on testing 
expeditions in remote rural areas or being otherwise inaccessible. In response, a multitude 
of systems and services for wireless read-out of diagnostic data have been suggested 
(Campos et al., 2002, Johanson & Karlsson, 2007, Vilela & Valenzuela, 2005, Zhang et al., 
2008).   

5.1 Integrated vehicle diagnostics 
In the automotive industry, the need for verification of the functionality and quality of 
products does not end when the product is sold; on the contrary, this is an important part of 
the service and maintenance agreement. For this purpose, diagnostic functions are built into 
the electronic control units, making it possible to access diagnostic data when vehicles are 
brought in for service. The diagnostic data can be uploaded to the car manufacturer's 
database over the Internet or using dial-up connections. Statistical analysis of collected 
diagnostic trouble codes is important in order to monitor the quality of components and 
subsystems, to prioritise in which order problems should be addressed, and to find 
correlations between different faults, or correlations between faults and the operating 
environment. To track problems earlier in the development phase of a new car model, it has 
been suggested that collection of diagnostic data from test vehicles and pre-series vehicles, 
in different stages of the development cycle, can be utilized in a more systematic way 
(Johanson & Karlsson, 2007). However, as previously mentioned, systematic diagnostic 
read-outs from test vehicles are cumbersome to administer, since the vehicles are often 
inaccessible. By making test vehicles available for remote wireless diagnostic read-outs, 
faults can be detected and corrected before the vehicle goes into production and is sold. This 
prevents costly recalls and warranty obligations. Wireless remote diagnostic read-outs from 
production vehicles in the aftermarket can also be envisioned; indeed for special purpose 
vehicles like construction equipment and trucks, such systems are already in commercial 
use. Commercial services are also emerging for premium cars (Hiraoka, 2009). 
Since diagnostics systems are important both for aftermarket services and during product 
development, an integrated framework for collection, analysis and management of 
diagnostic data is highly desirable. Campos et al. (2002) argue that previous generations of 
diagnostics systems have not been well integrated, resulting in unnecessary duplication of 
effort in developing different diagnostics applications, each with its own infrastructure and 
software components. This leads to inefficient use of resources and high costs for 
developing and maintaining the diagnostics applications. Luo et al. (2007) further stress the 
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need for integrated diagnostics and propose a new model-based diagnostic development 
process for automotive engine control systems, which seamlessly employs a graph-based 
dependency model and mathematical models for both online and offline diagnosis.   
Johanson and Karlsson (2007) present an integrated diagnostics system, that can 
accommodate both aftermarket and product development needs. With this approach, the 
infrastructure and workflow for diagnostics and prognostics can be streamlined and 
optimized for high productivity.  

5.2 Information and communication support systems for diagnostics 
The main information and communication support components of a diagnostics system can 
be categorized as follows: 
• diagnostic read-out systems, 
• diagnostic databases, 
• diagnostic analysis toolsets, 
• diagnostic authoring tools. 
Below we will discuss each of these classes of tools and systems and explore the 
interdependencies between them. 

5.2.1 Diagnostic read-out (DRO) 
A diagnostic read-out system connects to the in-vehicle communication network, typically 
through the OBD-II connector, and queries the ECUs for diagnostic data. This is generally 
performed using a collection of standardised protocols for automotive diagnostics (ISO 
14229, ISO 15765) transported over the Controller Area Network (CAN) communication 
bus, which interconnects the vehicle's ECUs.  
As discussed above, diagnostic read-out system can be implemented as telematics services, 
which precludes the need for physical access to the vehicles. For such systems, sometimes 
referred to as remote or wireless DRO services, there are two main modes of operation: 
synchronous (online) read-out or asynchronous (offline) read-out. In a synchronous remote 
DRO application, the diagnostics tool establishes a direct network connection to a gateway 
unit in a vehicle, which relays diagnostic queries and answers between the DRO tool and 
the ECUs on the in-vehicle network. This can be realized using a tunnelling protocol, such 
as the CAN-over-IP protocol described by Johanson et al. (2009), or using a dedicated online 
diagnostics protocol such as the emerging ISO standard Diagnostics-over-IP (DoIP, ISO 
13400). In an asynchronous remote DRO application, the diagnostic queries are assembled 
into a diagnostic script file, which is downloaded to the telematics unit for execution at a 
suitable time. The actual read-out of diagnostic data is performed by the telematics unit (or 
some other on-board equipment), and the resultant diagnostic data is encoded in a suitable 
representation (typically an XML file) and uploaded to the server infrastructure supporting 
the asynchronous read-out service. 
The distinction between the two modes of operation reflects two different kinds of 
diagnostic applications. The synchronous case is preferable for applications like remote 
troubleshooting of specific (test) vehicles, whereas the asynchronous case is more 
appropriate for automated diagnostic read-outs from fleets of vehicles for state-of-health or 
prognostics applications. The distinction is not clear-cut however. 
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5.2.2 Diagnostic databases 
The diagnostic database is a crucial component wherein all diagnostic data of all vehicles 
produced by a specific manufacturer is stored. This requires a substantial amount of storage 
capacity, typically realized using data warehousing solutions, for managing the large 
volume of data accumulated over the lifetime of the vehicles. The database must be easily 
searchable and data must be efficiently retrievable. Moreover, to support provenance of 
diagnostic data, the data must be tagged with metadata describing the origin and capture 
parameters of the data. This includes vehicle identification data, read-out time, geographical 
position of read-out (if available), various troubleshooting data and other metadata. 

5.2.3 Diagnostic analysis toolsets 
The diagnostic analysis toolset is a collection of software tools for performing various kinds 
of processing and analysis of the diagnostic data. This includes tools for data visualization, 
case-based reasoning, data mining, statistical analysis and various prognostics tools. A 
variety of generic data processing systems such as Microsoft Excel and MATLAB are heavily 
used for realizing the specific analysis tools. 
A simple form of diagnostic data analysis is the troubleshooting assistance support built 
into diagnostics tools used at authorized repair shops. These tools are based on a knowledge 
database mapping specific fault conditions, indexed by DTC, into suggested troubleshooting 
and repair actions. A more sophisticated data analysis takes place at the automotive 
company after the DTCs have been uploaded to the diagnostic database, either from 
aftermarket (i.e. production) vehicles or from test vehicles during product development. 
This processing, consisting primarily of data mining and statistical analysis, will be 
described in more detail in section 5.3. 

5.2.4 Diagnostic authoring tools 
Diagnostic authoring tools are used by diagnostics engineers to develop new diagnostic 
functions in the ECUs, in the DRO tools, and in the analysis toolsets. Based on requirements 
from the product development, and novel needs identified in the analysis phase, new 
diagnostics functions are developed in tandem with new analysis tools in a constantly 
ongoing development process. A diagnosis script editor is typically used to design new 
read-out functions in DRO systems, based on new or updated diagnostic functions in the 
ECUs. Preprocessing and interpretation of the results of the new DRO functions then need 
to be implemented, before the data can be stored in the diagnostic database. The analysis 
tools may also need to be updated for processing the new diagnostic data. 
The information flow between the different stages of the automotive diagnostics process is 
illustrated in Fig. 3.   

5.3 Statistical analysis of DTCs 
A DTC is a compact representation (typically five digits encoded in two bytes) of specific 
component malfunctions. A number of DTCs are standardised through the OBD-II (on-
board diagnostics) initiative (SAE J2012/ISO 15031-6), but each vehicle manufacturer 
typically also defines a large number of additional codes. The conversion from the 
compactly encoded form into a humanly legible text format is performed through a table 
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look-up by the diagnostics tool. After a DTC has been read out from an ECU, it is generally 
erased from the ECU's memory bank. To enable statistical analysis, the DTCs must be 
uploaded to the diagnostics database for persistent storage. 
Let's consider an illuminating example of how statistical analysis of DTCs can be performed. 
When a large number of DTCs have been collected, we can query the database for a specific 
DTC set during a specified time interval in a fleet of vehicles defined by a number of 
characteristics such as car model, engine type, transmission type, etc. The frequency of 
DTCs over time can be plotted in a histogram (see Fig. 4). Here, mileage is used instead of 
time as independent variable, as is common practice in automotive reliability engineering. 
In order to perform statistical analysis, we can design a function f(t) that approximates the 
histogram. Such a function is called a probability density function (PDF). The probability of 
a failure (resulting in a DTC) in a time interval [t1, t2] is then the area under the curve f(t) 
between t=t1 and t=t2, i.e. 
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The probability of failure before a given time t1, F(t1) = P(t ≤ t1), is called the cumulative 
distribution function (CDF). Conversely, the probability of survival beyond a given time t2 is 
given by the reliability function R(t2) = P(t > t2) = 1 – F(t2). 
 

 
Fig. 4. Histogram showing the frequency of failures in discrete intervals of mileage 



 New Trends and Developments in Automotive System Engineering 

 

484 
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The hazard function h(t) gives the probability of instant failure in the next small time 
interval ∆t, given survival until time t. The hazard function is better known as the failure 
rate, and is simply the number of failures at time t divided by the numbers at risk at t, i.e. 

 h(t) = f(t) / R(t). (2) 

To visualize a trend of failures, we can study the integral of the hazard function, called the 
cumulative hazard, which is calculated as  
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The cumulative hazard can be interpreted as the probability of failure at time t given 
survival until time t.  
Now, to be able to calculate all of the abovementioned useful statistics of a collected data set, 
we need to find a PDF that approximates the histogram of collected DTCs in a good way. 
One very well known PDF that has proven highly useful for statistical modelling in 
reliability engineering and failure analysis is the Weibull distribution, given by 
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where k>0 is the shape parameter and λ>0 is the scale parameter of the distribution. 
Using regression analysis, the parameters k and λ can be easily calculated from the 
histogram data. For instance, looking at our histogram in Fig. 4 we can calculate the values 
k=3.1 and λ=1.5 from the histogram data by a simple curve-fitting algorithm. This gives the 
Weibull density function for our hypothetic DTC shown in Fig. 5. 
 

 
Fig. 5. Weibull density function  

From the Weibull function we can now calculate the hazard function using formula (2) and 
the cumulative hazard, shown in Fig. 6, using formula (3). This gives a good visualization of 
the trend of failures of the component or subsystem from which the DTC originates, and can 
be used for instance to optimise service intervals or as input to the development of the next 
generation of the component or subsystem. 
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Fig. 6. Cumulative hazard function  

The statistical analysis shown above is just one example out of a wide variety of 
computational methods for diagnostics and prognostics. When the volume of the diagnostic 
data collected grows due to improved means of collecting data through telematics services, 
it will be increasingly important to have sophisticated computer-based tools for processing 
the data. 

6. Remote software download 
With the explosive growth of software in vehicles, development and maintenance of ECU 
software (firmware) are increasingly important tasks in automotive engineering. From a 
testing and validation perspective, tracking down and documenting ECU software bugs 
have become major issues. When a software bug has been found and fixed, the new version 
of the software needs to be installed, followed by new testing to verify that the problem is 
solved and that no new problems have been introduced. The cycle of finding software 
related problems, upgrading the software and repeating the tests can quickly become very 
time-consuming and needs to be streamlined as much as possible to optimise efficiency. In 
this context it is of great value to be able to upgrade ECU software as quickly and 
effortlessly as possible. Unfortunately, ECU reprogramming is typically a rather tricky and 
time-consuming procedure, often requiring the vehicle to be taken to a workshop. With test 
vehicles frequently being inaccessible, as previously discussed, software updates are 
commonly delayed. Once again, telematics services seem to be the answer. With the ability 
to remotely update the ECU software over a wireless network connection, test vehicles can 
get the latest software versions installed with little or no manual intervention. Moreover, 
with version management systems keeping track of all vehicles' software status, the burden 
of keeping track of which software version is currently installed on a particular test vehicle 
is lifted from the engineer. 
Remote software download has also been suggested as an aftermarket service, giving the 
customers the opportunity to get the latest ECU software versions installed without having 
to take the car to an authorized repair shop.   
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get the latest software versions installed with little or no manual intervention. Moreover, 
with version management systems keeping track of all vehicles' software status, the burden 
of keeping track of which software version is currently installed on a particular test vehicle 
is lifted from the engineer. 
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6.1 Telematics services for remote software download 
A telematics service for remote software download can be developed by implementing an 
ECU upgrade component in the telematics unit and making new ECU software releases 
available on a server for download over a wireless network connection. A revision control 
system keeps a centralized record of the versions of all ECUs in all vehicles managed by the 
system. When the telematics service detects a new version of the software for one or more of 
its ECUs, it downloads the software packages, sets the vehicle in programming mode, and 
replaces the software in the ECUs via the in-vehicle network (e.g. the CAN bus).  
Automated software update mechanisms are well-known in the computer and tele-
communications industry. For upgrades of mobile phone firmware over a wireless network, 
the term FOTA (Firmware update Over the Air) is commonly used. It has been suggested 
that the principles of FOTA in the telecommunications industry can be applicable also in the 
automotive industry (Shavit et al., 2007).  
A generic mechanism for remote ECU software update is presented by de Boer et al. (2005). 
Their approach is based on a generic OSGi (Open Service Gateway initiative) service 
platform installed on a telematics unit and a remote administration server, which keeps a 
repository of ECU flash-bundles. A key feature of their solution is that the ECU 
reprogramming controller is downloaded from the server together with the flash-bundles, 
which alleviates problems with different reprogramming procedures for different ECUs.   
Although the prospects of remote ECU software upgrades seem very promising, many 
practical obstacles related to safety and security need to be overcome before large-scale 
deployment of telematics based services can be realized. Specifically, remote access to 
vehicles must be restricted based on authorization mechanisms and the integrity of ECU 
software updates must be guaranteed. To this end, Nilsson and Larson (2008) suggest a 
protocol for secure remote ECU software updates based on symmetric key encryption and 
digital signatures. In a similar vein, Mahmud et al. (2005) present an architecture for secure 
ECU software updates through a combination of one-time authentication keys and 
symmetric key encryption. 

7. Distributed collaborative automotive engineering 
Automotive proving grounds are commonly located in remote rural areas, due to the need 
for extreme climate conditions and privacy. As a consequence, test engineers must travel to 
remote locations for extended periods of time, which is time consuming and expensive. By 
making heavy use of broadband communication infrastructure and by developing new 
work procedures based on distributed collaborative work, automotive testing can be 
performed with less need to send highly qualified personnel to remote regions. The 
specialists on a subsystem of a car can stay at the car manufacturer's development site, 
where they can be more productive in their work, while still having immediate access to the 
measurement data of the tests being performed elsewhere. Less qualified test engineers can 
be hired for conducting the tests, with data being analysed and the tests being coordinated 
from a remote location. Furthermore, the opportunity of conveying test results in real time 
over a network to the development site means that people traditionally not involved in 
testing until a much later stage can be engaged earlier, shortening development cycles. 
To realize such a distributed collaborative work environment requires a number of 
sophisticated software tools for remote interactions and data sharing between the engineers. 
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Traditionally, tools for collaborative engineering and design have focused on supporting 
distributed group meetings using synchronous communication tools, like videoconferencing 
and application sharing. Sophisticated collaboration studios have been built for the purpose 
of group-to-group communication. Although useful, these collaboration studios do not 
explore the full potential of distributed collaborative work, and in particular they fail to 
support the day-to-day communication between engineers. Arranging a distributed meeting 
using a collaboration studio is of course less troublesome compared to travelling to face-to-
face meetings, but it still requires the involved engineers to get out of their ordinary 
workplaces, book a studio, and so on. Instead, software tools supporting distributed 
collaborative work directly from the engineers' workstations are needed. This way 
synchronous collaboration sessions can be initiated effortlessly, supporting impromptu 
interactions and a much tighter collaboration between the members of a distributed team. 
A technological framework supporting distributed collaborative automotive testing is 
presented by Johanson and Karlsson (2007), along with a pilot study demonstrating the use 
in distributed winter testing of climate control systems. This system supports audiovisual 
communication, synchronous sharing of measurement data and shared visualization of 
data. Validation of climate control systems is an interesting application, since it involves a 
considerable amount of subjective testing, complementing the measurement data collection 
and analysis. In this context it was found useful to have direct voice (and even video) 
communication with the engineers riding in the test vehicles, to communicate subjective 
impressions.  
Nybacka et al. (2006) describe a system for feeding real time measurement data from a car 
into a simulator, for computation of dynamical properties that cannot be measured directly. 
With this system, measurement data about a car's current position, velocity and acceleration 
can be used as input to a simulation model, to calculate the normal forces acting on the tires 
of the car. The result is visualized collaboratively in real time using a 3D model of the car, 
giving the distributed engineers an improved understanding of the behaviour of the car 
during handling tests. This kind of hardware-in-the-loop simulations, combining real time 
measurement data acquisition, simulation techniques and collaborative visualization has a 
strong potential of improving automotive multi-body dynamics testing and validation in the 
future. 

8. Conclusions and future outlook 
In this chapter we have explored the information and communication needs of the testing 
and validation stages of automotive development. As we have seen, the growing complexity 
of electronic control systems in modern vehicles increases the need for testing and 
validation. The challenge of achieving this extended testing in less time, due to shortened 
development cycles, must be met with improved testing and validation processes based on 
sophisticated information and communication systems for data capture and processing.  
The interconnection of in-vehicle communication networks with wireless internetworks 
through telematics services enables communication of measurement data, diagnostics data 
and other vehicle data almost ubiquitously. This has a tremendous impact on the way 
automotive testing and validation is conducted. Instead of devoting much of their time to 
hunting down prototype vehicles for the purpose of reading out diagnostic data or 
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reconfiguring flight recorders, the engineers can focus on designing test procedures and 
analyzing the data made available through telematics services. When software-related 
problems are found through remote metrology and diagnostics services, the ECUs can be 
remotely updated with new versions of the software. With computer-based tools for 
distributed collaborative work, engineers at remote test sites can seamlessly collaborate with 
colleagues at the automotive company's development sites, without need for excessive 
travel. 
When fleets of test vehicles are interconnected with server-side infrastructure through 
sophisticated telematics services they are in a sense being transformed into a giant 
distributed system of data producing units. Probing into the future, we can envision a 
situation when all vehicles (not just test vehicles) are constantly online, monitored by 
sophisticated management systems operated by the automotive manufacturers or third 
party service providers. This poses many challenges of scalability, maintainability, safety 
and security, but at the same time promises great opportunities for meeting the challenge of 
delivering superior products to future customers in the automotive sector. 
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1. Introduction 
When discussing vehicular safety, there are two key concepts: The first is the concept of 
Primary Safety, which can be defined as ‘the vehicle engineering aspects which as far as 
possible reduce the risk of an accident occurring’ (DfT (UK), 2008a); in contrast, Secondary 
Safety can be defined as ‘all structural and design features that reduce the consequences of 
accidents as far as possible’ (DfT (UK), 2008b). 
It is important to note that these two aspects of safety sometimes interact in conflicting 
ways. For example, to improve secondary safety in vehicles, manufacturers often strengthen 
and increase the size of a vehicle’s A-pillar (the vertical or near vertical shaft of material that 
supports the vehicle roof on either side of the wind-shield). However, this can decrease the 
visibility of the vehicle’s immediate environment to a driver (i.e. increase the vehicle’s blind-
zones1), which has a negative impact on the primary safety of the vehicle. 
In this chapter, we will discuss the role of automotive vision systems in improving the 
primary safety of vehicles. The development of electronic vision systems for the automotive 
market is a strongly growing area of development, driven in particular by consumer 
demand for increased safety in vehicles, both for drivers and for other road users, including 
Vulnerable Road Users (VRUs), such as pedestrians, cyclists or motorcyclists. Consumer 
demand is matched by legislative developments in a number of key automotive markets; for 
example Europe, Japan and the US have either introduced or are in the process of 
introducing legislation with the intention of reducing the number of VRU fatalities, with 
some emphasis on the use of vision systems. 
There are several areas in which electronic vision systems can be utilised. These can be 
broadly divided into two applications: visual display applications for passive human 

                                                 
1 A vehicles blind-zones are the areas around the vehicle that cannot be seen directly by the driver by 
looking forward or by using any of the vehicles standard rear-view mirrors (internal and external) from 
the normal sitting position. The term “blind-zone” is used in preference over the other commonly used 
term “blind-spot”, as this is the term used in some of the jurisdictions described in this section, and 
more accurately describes the (often sizeable) areas that cannot be seen by a driver of a vehicle. 
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actualisation, and scene processing for active machine vision-based safety assessment. 
Visual display applications require the display of the vehicle’s environment in such a 
manner that is both intuitive and useful to the driver of the vehicle. Scene processing 
applications require a video stream that is suitable for automated processing of the scene. 
For display-based applications, typically, the aim is to display a vehicle’s blind-zones to the 
driver. With this is mind, we discuss some of the factors that motivate the use of wide-angle 
and fish-eye camera technologies in vehicles. With scene processing applications, typically 
the aim is to process the scene captured by the cameras to intelligently provide or enhance 
information delivered to the vehicle driver. This information would then be used to provide 
active warning to the driver in safety critical situations such as detecting the presence of a 
VRU, a lane departure warning or lane-merge situation. Another application might be to 
prepare the vehicle for an imminent impact in pre-crash situations. Additionally, some non-
safety critical situations (or driver assist situations) include vehicle detection and distancing 
for adaptive cruise control, auto headlamp dimming and road-sign recognition. 
Low-light situations are of critical importance to the overall safety of all road users. 
Proportionally, there is a far higher accident-per-trip ratio during night-time compared to 
daytime. Due to advances in technology, the sensitivity of image sensor has improved in 
recent years, and continues to improve, which allows continually improved low-light 
performance of camera systems. However, in the absence of a minimum of environmental 
lighting, visual cameras will fail to return useful information. Therefore, we also discuss the 
use of passive far-infrared imaging devices for both display and scene-processing 
applications. 
The remainder of this chapter is broken down as follows: in Section 2, we will discuss the 
general global trend towards the use of electronic vision systems on vehicles, including a 
detailed examination of statistics, legislation and standards, and with a particular emphasis 
on safety of pedestrians and other VRUs. In Section 3, we will describe some of the basic 
technologies that exist and some of the issues with particular applications. Finally, in Section 
4, we draw some conclusions about the future roles of automotive camera devices. 

2. Global trends 
The World Health Organisation states that traffic accident are one of the leading causes of 
death glablly, accounting for 1.2 million fatalities and 50 million injuries annually (Peden et 
al., 2004), with pedestrians accounting for 65% of the fatalities; 35% of these being children. 
Therefore, safety both within and in the presence of vehicles is a growing concern globally. 
Traditionally, specific emphasis has been placed on the secondary safety of vehicles. For 
example, the European New Car Assessment Program (Euro-NCAP, 1997), which was 
established in 1997, provides objective information on the safety of drivers and passengers 
in cars in crash situations. In a study commissioned by the Euro-NCAP, 94% of respondents 
list safety in vehicles as a major concern (Hobbs, 1996). There are similar organisations in 
Japan (J-NCAP, 2010), the United States (US-NCAP, 2010), Australia and New Zealand (A-
NCAP, 2010), China (C-NCAP, 2010) and Korea (K-NCAP, 2010). However, more recently, 
interest in the protection of VRUs, e.g. pedestrians and cyclists, has increased. The OECD 
define VRUs as “those unprotected by an outside shield, namely pedestrians and two-
wheelers” (OECD, 1998). This section discusses the global trend towards increased VRU 
safety, with specific emphasis on how automotive vision systems can be utilised to meet 
these demands. 
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2.1 Statistics 
2.1.1 European Union 
In Europe, official statistics for VRU deaths due to the victims not being visible to the driver 
of a vehicle are not readily available, as there is no single repository for such information. 
However, the European Commission’s CARE Road Accident Database claims that there 
were 3,961 VRU pedestrian fatalities within urban areas in 2005 (CARE, 2010). It is 
reasonable to assume that a significant number of these deaths were caused by the driver of 
the vehicle being unaware of the presence of a VRU. This assumption is supported by 
several statistics. The European Commission Directorate-General for Energy and Transport 
estimates that the lack of visibility in the blind-zone towards the rear of a vehicle directly 
causes 500 deaths a year in the EU (ECDGET, 2004). Furthermore, the Commission of the 
European Communities estimates that every year, approximately 400 European road users 
lose their lives in collisions with Large Goods Vehicles (LGVs)2, because the driver did not 
see them when turning to the blind side of their vehicle (i.e., turning to the left in the UK 
and Ireland, to the right in other EU countries) (CEC, 2009). 

2.1.2 North America 
Statistics for the United States are equally disjointed, with no official statistics directly 
available for VRU injuries due to vehicle blind-zones. However, there are several sources 
that strongly suggest that blind-zones are a cause of injuries and fatalities: The Kids and 
Cars Organisation in the United States claims that 941 children were killed in non-traffic 
collisions3 in the United States between 2002 and 2006. They further claim that 49.5% of the 
fatalities (or 466 children) were due to the vehicle reversing while children were present in a 
vehicle’s rearward blind-zone (KCO, n.d.). The National Highway Traffic Safety 
Administration claims that 221 people were killed and 14,000 people were injured in 2007 by 
vehicles that were completing a reversing manoeuvre. 99 of the deaths and 2,000 of the 
injuries involved children under the age of 14 (NHTSA, 2007). 
In a study between July 2000 and June 2001, the Centers for Disease Control and Prevention 
(CDC) (McLoughlin et al., 2002) reported that there were an estimated 9,160 non-fatal 
injuries to children in non-traffic automotive collisions, with approximately 20% (or 1,832 
children) of these injuries caused by the vehicle moving backwards. Between 2001 and 2003, 
the CDC reported that an estimated 7,475 children (2,492 per year) were treated for moving 
vehicle backover injuries (Patel et al., 2005). In Canada, it has been shown that the age 
distribution for children struck by a vehicle reversing is lower than children struck by a 
vehicle moving forward (Nhan et al., 2009), with over 50% being below the age of five. 
Again, while the blind-zone is not directly implicated in these injuries, it is reasonable to 
assume that a significant proportion of these injuries were due to the children being present 
in the vehicle’s rearward blind-zone. Wang & Knipling (1994) estimated that lane 
change/merge crashes in 1991 accounted for approximately 244,000 police-reported crashes 
with 224 associated fatalities. Furthermore, the authors reported that the principal causal 
factor in such crashes is that the driver “did not see other vehicle”. 
                                                 
2 The term ‘LGV’ is used in this paper, instead of the term ‘heavy goods vehicle (HGV)’, as this is the 
terminology used in most European Union documentation because of the fact that the word “heavy” 
does not have a direct translation in all European languages. 
3 Non-traffic collisions are collisions involving vehicles while they are not in a traffic situation (for 
example, while on private residential property) 
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vehicles that were completing a reversing manoeuvre. 99 of the deaths and 2,000 of the 
injuries involved children under the age of 14 (NHTSA, 2007). 
In a study between July 2000 and June 2001, the Centers for Disease Control and Prevention 
(CDC) (McLoughlin et al., 2002) reported that there were an estimated 9,160 non-fatal 
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children) of these injuries caused by the vehicle moving backwards. Between 2001 and 2003, 
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factor in such crashes is that the driver “did not see other vehicle”. 
                                                 
2 The term ‘LGV’ is used in this paper, instead of the term ‘heavy goods vehicle (HGV)’, as this is the 
terminology used in most European Union documentation because of the fact that the word “heavy” 
does not have a direct translation in all European languages. 
3 Non-traffic collisions are collisions involving vehicles while they are not in a traffic situation (for 
example, while on private residential property) 
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2.1.3 Asia 
Gandhi & Trivedi (2007) give a good overview of statistics in developing countries in their 
introduction. During 2001, there were 80,000 fatalities on Indian roads, which grew in the 
last decade by 5% per year (Singh, 2005), with 60%–80% of the road fatalities being VRUs 
(Mohan, 2002). In China, in 1994 pedestrians and cyclists accounted for 27% and 23% of the 
fatalities respectively, compared to 13% and 2% in the United States (Mohan, 2002). In 
Japan, 25% of all fatal car accidents involve pedestrians (Takeuchi & Ikari, 2007). 

2.1.4 Night-time 
Vehicle collision statistics confirm that night conditions are an important area of focus for road 
safety and collision prevention. In the EU (EU-15) there were more than 43,000 fatal road 
accidents in 2006 (CARE, 2010). Almost one third of these road fatalities (32.3%) occurred 
during the hours of darkness (ERSO, 2008). In 2005, 45.5% of pedestrian fatalities in the EU 
were in darkness (ERSO, 2007). A similar pattern is prevalent in statistics from the USA, with 
47.2% of fatal accidents occurring in darkness (FARS, 2010) and 70% of pedestrian fatalities 
occurring at night (6pm-6am) in 2008 (NHTSA, 2008). In Japan, 55% of all road fatalities occur 
during night-time (Oya et al., 2002). These statistics confirm that the hours of darkness account 
for a disproportionate amount of road collisions and fatalities, as there is a substantially 
reduced traffic volume during night hours. It has been estimated that per vehicle mile, the 
road fatality rate is 3-4 times higher in darkness than in daylight (Fors & Lundkvist, 2009). 
A review by VTI, the Swedish National Road and Transport Research Institute (Fors & 
Lundkvist, 2009), provides an in-depth analysis of the numerous factors that contribute to 
the imbalance between day-time and night-time road accident rates. They determine that 
human vision is not well adapted to night conditions. Visual acuity, contrast sensitity, 
spatial resolution, distance perception and reaction time all deteriorate as overall light levels 
decrease. VTI state that numerous factors contribute to driver performance at night 
including low luminance (Plainis et al., 2006), tiredness (Akerstedt et al., 2001), alcohol 
(Akerstedt et al., 2001), and glare from oncoming headlamps (Andre, 1996). 

2.2 Legislation and standards 
2.2.1 European Union 
To match the consumer desire for increased safety in vehicles, the European Union has 
introduced legislation that requires LGVs to have large portions of their blind-zones made 
visible to the driver. Legislation in the form of Directive 2003/97/EC (EPC, 2003) was 
introduced in 2003. Although the initial requirements of this directive aimed to reduce 
collisions caused by the blind-zones of LGVs and improve road safety for new vehicles 
circulating from 2006/2007 onwards, the legislation does not cover the existing fleet of LGVs 
in the EU. However, since it has been estimated that existing fleets will not be fully replaced 
until 2023, Directive 2007/38/EC (EPC, 2007) was introduced in 2007. This legislation 
required the retrofitting of the required indirect vision systems to all existing fleets within 24 
months of enactment of the bill (i.e. by July 2009). Directives 2003/97/EC and 2007/38/EC 
were introduced in response to the UNECE World Forum for Harmonization of Vehicle 
Regulations Agreement E/ECE/324 Regulation No. 46 (UNECE, 2009). 
The shaded areas in Figure 1 show the areas of a left-hand drive LGV’s environment that 
must be visible to the driver via the use of “Indirect Vision Systems” (IVS), as required by 
these directives. The United Kingdom have suggested increasing the size of the visible 
regions for objects 1m off the ground UNECE (2010). Examples of IVS’s include additional 
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mirrors to the standard rear-view mirrors (internal and external), as well as camera-monitor 
devices. However, practical problems arise with the use of additional mirrors as the extra 
mirrors can themselves introduce additional blind-zones, by obstructing direct forward 
vision, as well as having additional cost and styling implications. 
 

 
Fig. 1. Area required by Directive 2003/97/EC to be visible to drivers of (left-hand drive) 
LGVs via the use of IVSs (not including areas covered by the standard and wide-angle 
wing-mirrors). 

As early as 1994, camera devices were identified as a means of reducing accident rates on 
roads in Europe: “A camera fitted at the rear of the vehicle with a screen on the dashboard 
to enable the driver to see directly what is happening behind the vehicle, particularly when 
backing up, is often claimed to be a facility that should be introduced more generally, but so 
far no country has made it compulsory” (ECMT, 1994). Now, there is a clear provision in 
Directive 2003/97/EC for the use of camera-monitor devices for the coverage of vehicle 
blind-zones in this directive. In fact, the use of camera-monitor devices over mirrors is often 
not only desirable, but necessary in certain situations. For example, it is practically 
impossible to cover the area at the rear of an LGV with mirrors alone, so camera-monitor 
systems are the only practical solution. 
More recently, EU regulations place the onus on automotive manufacturers to protect VRUs 
by introducing new passive secondary standards (EC, 2009) on a staggered basis from 2011- 
2019. However, a vehicle will be granted immunity from a large section of the requirements 
if it is equipped with a collision avoidance system. This is based on a European Commission 
study (Lawrence et al., 2006) that found that VRU protection can be significantly improved 
by a combination of primary and secondary safety measures, particularly adoption of active 
brake assistance systems. While secondary safety systems aim to reduce injury on impact, 
primary safety measures aim to avoid an impact or mitigate the conditions under which it 
takes place. 

2.2.2 United States 
In the United States, legislation in the form of H.R.1216 (The Cameron Gulbransen 
Transportation Safety Act of 2007) (HR1216, 2007) is designed to protect against children 
being injured or killed in non-traffic vehicle related incidents, such as when a vehicle is 
reversing. Relating to the potential use of cameras, the H.R.1216 Act requires a “field-of-



 New Trends and Developments in Automotive System Engineering 

 

496 

2.1.3 Asia 
Gandhi & Trivedi (2007) give a good overview of statistics in developing countries in their 
introduction. During 2001, there were 80,000 fatalities on Indian roads, which grew in the 
last decade by 5% per year (Singh, 2005), with 60%–80% of the road fatalities being VRUs 
(Mohan, 2002). In China, in 1994 pedestrians and cyclists accounted for 27% and 23% of the 
fatalities respectively, compared to 13% and 2% in the United States (Mohan, 2002). In 
Japan, 25% of all fatal car accidents involve pedestrians (Takeuchi & Ikari, 2007). 

2.1.4 Night-time 
Vehicle collision statistics confirm that night conditions are an important area of focus for road 
safety and collision prevention. In the EU (EU-15) there were more than 43,000 fatal road 
accidents in 2006 (CARE, 2010). Almost one third of these road fatalities (32.3%) occurred 
during the hours of darkness (ERSO, 2008). In 2005, 45.5% of pedestrian fatalities in the EU 
were in darkness (ERSO, 2007). A similar pattern is prevalent in statistics from the USA, with 
47.2% of fatal accidents occurring in darkness (FARS, 2010) and 70% of pedestrian fatalities 
occurring at night (6pm-6am) in 2008 (NHTSA, 2008). In Japan, 55% of all road fatalities occur 
during night-time (Oya et al., 2002). These statistics confirm that the hours of darkness account 
for a disproportionate amount of road collisions and fatalities, as there is a substantially 
reduced traffic volume during night hours. It has been estimated that per vehicle mile, the 
road fatality rate is 3-4 times higher in darkness than in daylight (Fors & Lundkvist, 2009). 
A review by VTI, the Swedish National Road and Transport Research Institute (Fors & 
Lundkvist, 2009), provides an in-depth analysis of the numerous factors that contribute to 
the imbalance between day-time and night-time road accident rates. They determine that 
human vision is not well adapted to night conditions. Visual acuity, contrast sensitity, 
spatial resolution, distance perception and reaction time all deteriorate as overall light levels 
decrease. VTI state that numerous factors contribute to driver performance at night 
including low luminance (Plainis et al., 2006), tiredness (Akerstedt et al., 2001), alcohol 
(Akerstedt et al., 2001), and glare from oncoming headlamps (Andre, 1996). 

2.2 Legislation and standards 
2.2.1 European Union 
To match the consumer desire for increased safety in vehicles, the European Union has 
introduced legislation that requires LGVs to have large portions of their blind-zones made 
visible to the driver. Legislation in the form of Directive 2003/97/EC (EPC, 2003) was 
introduced in 2003. Although the initial requirements of this directive aimed to reduce 
collisions caused by the blind-zones of LGVs and improve road safety for new vehicles 
circulating from 2006/2007 onwards, the legislation does not cover the existing fleet of LGVs 
in the EU. However, since it has been estimated that existing fleets will not be fully replaced 
until 2023, Directive 2007/38/EC (EPC, 2007) was introduced in 2007. This legislation 
required the retrofitting of the required indirect vision systems to all existing fleets within 24 
months of enactment of the bill (i.e. by July 2009). Directives 2003/97/EC and 2007/38/EC 
were introduced in response to the UNECE World Forum for Harmonization of Vehicle 
Regulations Agreement E/ECE/324 Regulation No. 46 (UNECE, 2009). 
The shaded areas in Figure 1 show the areas of a left-hand drive LGV’s environment that 
must be visible to the driver via the use of “Indirect Vision Systems” (IVS), as required by 
these directives. The United Kingdom have suggested increasing the size of the visible 
regions for objects 1m off the ground UNECE (2010). Examples of IVS’s include additional 

Trends towards Automotive Electronic Vision Systems  
for Mitigation of Accidents in Safety Critical Situations   

 

497 

mirrors to the standard rear-view mirrors (internal and external), as well as camera-monitor 
devices. However, practical problems arise with the use of additional mirrors as the extra 
mirrors can themselves introduce additional blind-zones, by obstructing direct forward 
vision, as well as having additional cost and styling implications. 
 

 
Fig. 1. Area required by Directive 2003/97/EC to be visible to drivers of (left-hand drive) 
LGVs via the use of IVSs (not including areas covered by the standard and wide-angle 
wing-mirrors). 
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view to enable the driver of a motor vehicle to detect areas behind the motor vehicle to 
reduce death and injury resulting from backing incidents, particularly incidents involving 
small children and disabled persons” and that the expanded field-of-view “may be met by 
the provision of additional mirrors, sensors, cameras, or other technology to expand the 
driver’s field of view”. H.R.1216 also requires the National Highway Traffic Safety 
Administration (NHTSA) to “maintain a database of injuries and deaths in non-traffic, non-
crash events involving motor vehicles”. (HR1216, 2007). 
Additionally, H.R.1216 also requires the NHTSA to initiate rulemaking to amend the 
Federal Motor Vehicle Safety Standard (FMVSS) No. 111: Rearview Mirrors (FMVSS, 1971) 
to improve a driver’s ability to see areas to the rear of a motor vehicle in order to mitigate 
fatalities and injuries associated with backover incidents (FMVSS, 2009). This rulemaking 
was initiated in March 2009, with final rulemaking due in February 2011. Several major 
automotive manufacturer’s have made submissions on this review that explicitly propose 
camera-monitor devices for inclusion in the standard (GM, 2009; Nissan, 2009; Magna, 2009; 
Gentex, 2009; IIHS, 2009), with at least one stating that “it is clear that rearview video 
systems can provide the widest range of coverage” (Magna, 2009), and another “urges [the 
NHTSA] to establish a no-blind-spot requirement” and that they “expect that rearview 
video systems will be a popular means of meeting such a requirement” (IIHS, 2009). 
In addition to vision based applications, the NHTSA have committed to continue to review 
technologies that provide object detection capabilities (FMVSS, 2009). Indeed, in their 
documentation, the NHTSA have explicitly acknowledged that, in future, video-based and 
infrared-based obstacle detection may be employed in meeting the requirements of the 
proposed standard. 

2.2.3 Japan 
In Japan, legislation has also been proposed (again in response to UNECE Regulation No. 46 
(UNECE, 2009)) that would require medium and large vehicles to be equipped with devices 
that allow drivers to detect objects in the vehicles blind-zones, either directly or indirectly 
using mirrors or camera-monitor devices (see Figure 2) (UNECE, 2005). For the purpose of 
the proposed legislation, a cylinder one metre high with a diameter of 0.3 metres placed 
anywhere within the coverage areas must be at least partially visible to the driver of the 
 

              
                                               (a) LGV < 7.5t                    (b) LGV > 7.5t 

Fig. 2. Proposed Japanese legislation: area in which a cylinder (1m high, 0.3m diameter) 
must be at least partially visible to the driver of the (right-hand drive) LGV (UNECE, 2005). 
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LGV directly, by mirror or by camera. However, in this legislation, it is proposed that 
objects within blind-zones caused by A-pillars and external mirrors need not be visible to 
the driver of the vehicle (UNECE, 2002). 
In both the EU and the Japanese requirements, the focus has been on LGVs, as these pose 
the greatest risk to other road users, including pedestrians (Desapriya et al., 2010). 

3. Technologies 
The general opinion of within the automotive industry is that camera-based technologies 
will provide the best means to prevent road fatalities. For example, the Insurance Institute 
for Highway Safety recently stated that “NHTSA has presented evidence suggesting that 
current non-visual technologies (e.g., radar and sonar sensors) do not represent an effective 
solution to the problem of backover crashes. Both the unreliability of current sensors to 
detect people and drivers slow responses to audible warnings suggest that requiring or even 
allowing such systems in lieu of vision-based systems is not advisable at this time” (IIHS, 
2009). The NHTSA themselves have said that “camera based systems may have the greatest 
potential to provide drivers with reliable assistance in identifying people in the path of the 
vehicle when backing” (NHTSA, 2006). 
The camera-monitor combination can be thought of as a passive device – it displays 
information to the user, but provides no active warning in the presence of, for example, 
pedestrians or other objects. While the visual display of information is perhaps the most 
important aspect for driver/VRU safety, the NHTSA have said that a “driver must look at 
the display and have the capability to identify an object or person in the path when backing 
up, and to react and brake quickly enough to prevent the incident” (NHTSA, 2006). This 
reaction time can potentially be reduced significantly if a warning can be issued to the 
driver of the vehicle. One automotive manufacturer has stated in a research paper that 
”sensing the surroundings of the vehicle is the key technology for such [driving assistance 
and warning systems]. Machine vision technology, especially, is expected to detect 
surrounding objects with high space resolution as well as lane markings painted on the road 
surface” (Takahashi et al., 2003). 
Thus, in this section, we discuss some of the camera-based technologies that can be utilised 
to provide visual information and active warnings to drivers of vehicles. 

3.1 Visual systems 
The aim of a visual camera systems is typically to display a vehicle’s blind-zones to the 
driver. The sizes of blind-zones are determined by the size and design of the vehicle and 
mirrors, and will vary significantly according to vehicle model and manufacturer. 
Consumers’ Union (2010) have examined the rearward blind-zone of many non-commercial 
light-duty passenger vehicles (from small passenger cars to large sports utility vehicles). The 
zone was measured by determining how far behind the vehicle a 28-inch (0.71 metre) traffic 
cone needed to be before a person, seated in the drivers seat, could see its top while looking 
directly through the rear window, i.e. not using mirrors. For a 5-foot 8-inch (1.73 metres) tall 
driver, the distance measured was up to 44 feet (13.4 metres) for a commercially available 
four-wheel drive vehicle registered in 2006. In the same vehicle, the blind-zone distance for 
a 5-foot 1-inch (1.55 metres) driver extends to 69 feet (21 metres). 
The blind-zone for LGVs is naturally much larger than that of light-duty vehicles. Ehlgen & 
Paidla (2007) calculated the forward blind-zones of a given LGV as shown in Figure 3. 
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view to enable the driver of a motor vehicle to detect areas behind the motor vehicle to 
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Fig. 2. Proposed Japanese legislation: area in which a cylinder (1m high, 0.3m diameter) 
must be at least partially visible to the driver of the (right-hand drive) LGV (UNECE, 2005). 
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LGV directly, by mirror or by camera. However, in this legislation, it is proposed that 
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current non-visual technologies (e.g., radar and sonar sensors) do not represent an effective 
solution to the problem of backover crashes. Both the unreliability of current sensors to 
detect people and drivers slow responses to audible warnings suggest that requiring or even 
allowing such systems in lieu of vision-based systems is not advisable at this time” (IIHS, 
2009). The NHTSA themselves have said that “camera based systems may have the greatest 
potential to provide drivers with reliable assistance in identifying people in the path of the 
vehicle when backing” (NHTSA, 2006). 
The camera-monitor combination can be thought of as a passive device – it displays 
information to the user, but provides no active warning in the presence of, for example, 
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important aspect for driver/VRU safety, the NHTSA have said that a “driver must look at 
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reaction time can potentially be reduced significantly if a warning can be issued to the 
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and warning systems]. Machine vision technology, especially, is expected to detect 
surrounding objects with high space resolution as well as lane markings painted on the road 
surface” (Takahashi et al., 2003). 
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to provide visual information and active warnings to drivers of vehicles. 

3.1 Visual systems 
The aim of a visual camera systems is typically to display a vehicle’s blind-zones to the 
driver. The sizes of blind-zones are determined by the size and design of the vehicle and 
mirrors, and will vary significantly according to vehicle model and manufacturer. 
Consumers’ Union (2010) have examined the rearward blind-zone of many non-commercial 
light-duty passenger vehicles (from small passenger cars to large sports utility vehicles). The 
zone was measured by determining how far behind the vehicle a 28-inch (0.71 metre) traffic 
cone needed to be before a person, seated in the drivers seat, could see its top while looking 
directly through the rear window, i.e. not using mirrors. For a 5-foot 8-inch (1.73 metres) tall 
driver, the distance measured was up to 44 feet (13.4 metres) for a commercially available 
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Furthermore, the rearward blind-zones of LGVs tend to be very large; it has been calculated 
that several LGVs have a rearward blind-zone that can extend up to 65 metres on the 
ground plane behind the vehicle. 
 

 
Fig. 3. Measured blind-zones around the front of a given (left-hand drive) LGV (Ehlgen & 
Paidla, 2007). 

While rear-facing cameras can be used to cover some blind zones, the use of standard lenses 
has limitations. As shown in Figure 4(a), standard lens camera systems (e.g. 45° Field-Of-
View (FOV) lenses) are unable to fully cover the blind-zone of some SUVs. A standard lens 
camera with FOV of 45° can only cover perhaps 1m of the SUV rearward blind-zone. Figure 
4(b) illustrates how the use of a wide-angle lens camera system (e.g. > 100° FOV lenses) 
enables the entire SUV rearward blind-zone to be covered. 
 

  
     (a) standard lens camera (e.g. 45° FOV)           (b) wide-angle lens camera (e.g. 100° FOV) 

Fig. 4. Coverage for standard and wide-angle lens cameras mounted on the rear of a typical 
SUV. 

Figure 5(a) shows a sample placement of two wide-angle cameras mounted on an LGV. 
Camera 1 is a 170° FOV fish-eye camera, located approximately half-way down the length of 
the LGV, and 3m off the ground plane. The optical axis of camera 1 is tilted at 15° from the 
side of the LGV trailer. Camera 2 is a 135° wide-angle camera, located in the middle of the 
front cabin at about 2m off the ground plane. The optical axis of camera 2 is tilted at 20° 
from the front face of the cabin. The angles and locations of the cameras are chosen to 
maximise the usable field-of-view of the cameras, and minimise the amount of the body of 
the vehicle captured by the cameras. With both cameras corrected for distortion, Figure 5(b) 
shows the areas in the vicinity of the vehicle that can be displayed to the driver. Such a 
camera system would cover all the blind zones of the LGV shown in Figure 3, and would 
meet the requirements of both the EU Directive 2003/97/EC (Figure 1), and the proposed 
Japanese legislation (Figure 2). 
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                   (a) Example camera placement                               (b) Areas of coverage 

Fig. 5. Example of a potential wide-angle camera placement on an LGV that would meet the 
requirements of the EU Directive 2003/97/EC and the proposed Japanese legislation. 
While wide-angle lenses greatly increase the area in blind zones that can be covered, 
problems arise due to the deviation of wide-angle lens cameras from the rectilinear pin-hole 
camera model, due to geometric distortion effects caused by lens elements. Fish-eye cameras 
deviate substantially from the pin-hole model, introducing high levels of geometric 
nonlinear distortion. Figure 6 shows an example of an image captured from an automotive 
fisheye camera. Because of this distorted representation of the real world scene on-screen, 
there is the potential for the driver to not recognise obstacles and VRUs. Additionally, the 
distortion may cause the driver to misjudge distance to objects, due to the nonlinearity of 
the view presented. Thus, camera calibration and fish-eye compensation are important tasks 
for automotive camera applications. Not only do they make images captured by the camera 
more visually intuitive to the human observer, they are often also necessary for computer 
vision tasks that require the extraction of geometric information from a given scene. Hughes 
et al. (2009) describe in detail how the geometric fish-eye effects of can be compensated, and 
Friel et al. (2010) describe a method demonstrating how calibration can be performed 
automatically using typical automotive video sequences. 
 

 
Fig. 6. Automotive fish-eye example illustrating the effects of fisheye distortion. 
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has limitations. As shown in Figure 4(a), standard lens camera systems (e.g. 45° Field-Of-
View (FOV) lenses) are unable to fully cover the blind-zone of some SUVs. A standard lens 
camera with FOV of 45° can only cover perhaps 1m of the SUV rearward blind-zone. Figure 
4(b) illustrates how the use of a wide-angle lens camera system (e.g. > 100° FOV lenses) 
enables the entire SUV rearward blind-zone to be covered. 
 

  
     (a) standard lens camera (e.g. 45° FOV)           (b) wide-angle lens camera (e.g. 100° FOV) 

Fig. 4. Coverage for standard and wide-angle lens cameras mounted on the rear of a typical 
SUV. 

Figure 5(a) shows a sample placement of two wide-angle cameras mounted on an LGV. 
Camera 1 is a 170° FOV fish-eye camera, located approximately half-way down the length of 
the LGV, and 3m off the ground plane. The optical axis of camera 1 is tilted at 15° from the 
side of the LGV trailer. Camera 2 is a 135° wide-angle camera, located in the middle of the 
front cabin at about 2m off the ground plane. The optical axis of camera 2 is tilted at 20° 
from the front face of the cabin. The angles and locations of the cameras are chosen to 
maximise the usable field-of-view of the cameras, and minimise the amount of the body of 
the vehicle captured by the cameras. With both cameras corrected for distortion, Figure 5(b) 
shows the areas in the vicinity of the vehicle that can be displayed to the driver. Such a 
camera system would cover all the blind zones of the LGV shown in Figure 3, and would 
meet the requirements of both the EU Directive 2003/97/EC (Figure 1), and the proposed 
Japanese legislation (Figure 2). 
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                   (a) Example camera placement                               (b) Areas of coverage 

Fig. 5. Example of a potential wide-angle camera placement on an LGV that would meet the 
requirements of the EU Directive 2003/97/EC and the proposed Japanese legislation. 
While wide-angle lenses greatly increase the area in blind zones that can be covered, 
problems arise due to the deviation of wide-angle lens cameras from the rectilinear pin-hole 
camera model, due to geometric distortion effects caused by lens elements. Fish-eye cameras 
deviate substantially from the pin-hole model, introducing high levels of geometric 
nonlinear distortion. Figure 6 shows an example of an image captured from an automotive 
fisheye camera. Because of this distorted representation of the real world scene on-screen, 
there is the potential for the driver to not recognise obstacles and VRUs. Additionally, the 
distortion may cause the driver to misjudge distance to objects, due to the nonlinearity of 
the view presented. Thus, camera calibration and fish-eye compensation are important tasks 
for automotive camera applications. Not only do they make images captured by the camera 
more visually intuitive to the human observer, they are often also necessary for computer 
vision tasks that require the extraction of geometric information from a given scene. Hughes 
et al. (2009) describe in detail how the geometric fish-eye effects of can be compensated, and 
Friel et al. (2010) describe a method demonstrating how calibration can be performed 
automatically using typical automotive video sequences. 
 

 
Fig. 6. Automotive fish-eye example illustrating the effects of fisheye distortion. 
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3.2 Advanced Driver Assistance Systems (ADAS) 
Driver inattention is one of the most common causes of traffic collisions (Ledesma et al., 
2010), and as such, there is a desire for technologies that actively draw the attention of a 
driver in a danger situation. Thus, the demand for Advanced Driver Assistance Systems 
(ADAS) is expected to increase as consumers grow increasingly safety conscious, and 
insurance companies and regulators begin to recognise the positive impact such systems can 
have on accident rates. Concurrently, vision systems are becoming increasingly common in 
road vehicles due to advances in technology, as discussed in the previous section. Some 
vehicles currently come equipped with vision systems for displaying blind zone and as 
parking and reversing aids. However, supplemental functionality can be extracted from 
these cameras by using them to detect other road vehicles and VRUs. The detection of other 
road vehicles is a core component of many ADASs such as Automatic Cruise Control (ACC) 
(Hofmann et al., 2003), Advanced Collision Warning (ACW) (Dagan et al., 2004), overtaking 
vehicle monitoring (Hegeman et al., 2005), automatic headlamp dimming (Alcantarilla et al., 
2008) and automatic blind zone monitoring (Kiefer & Hankey, 2008). It is beneficial to use 
standard colour cameras for these functions as they are low-cost, readily available, and may 
already be present on the vehicle. The colour video produced can be simultaneously used 
for other ADAS utilising colour data and for full colour display purposes. Additionally, 
standards exist that outline the performance of manoeuvering aids with distance ranging 
(BS ISO, 2004; 2009). Further information on vehicle detection techniques can be found in the 
comprehensive review by Sun et al. (2006). 
Quite apart from vehicle detection algorithms, there are a several other topics of interest in 
the area of ADAS. 

3.2.1 Lane Departure Warning (LDW) 
The NHTSA has recognised that Single-Vehicle Road Departure (SVRD) crashes lead to 
more fatalities than any other crash type (Wang & Knipling, 1994), and as such, lane 
departure warning was a key technology identified by the NHTSA Intelligent Vehicle 
Highway System (IVHS) program that could potentially reduce the number of fatalities and 
injuries associated with SVRD (Mironer & Hendricks, 1994). However, at present, there are 
no EC directives, US directives, standards or regulations that cover LDW systems. The main 
forum for the creation of Standards for LDW systems is the International Organisation for 
Standardisation (ISO). However, while ISO standards are voluntary, there have been several 
instances where existing ISO standards have formed the basis for proposals to amend 
European Legislation (Visvikis et al., 2008). 
Two standards documents are identified that are relevant for LDW systems. These are the 
ISO 17361:2007 Lane Departure Systems (ISO, 2007) and the American Federal Motor 
Carrier Safety Administration Concept of Operations and Voluntary Operational 
Requirements for Lane Departure Warning Systems (FMCSA-MCRR-05-005) (FMCSA, 
2005). These define LDW systems as in-vehicle systems that warn the driver when an 
unintentional lane departure has occurred. 
A previous study of the area can be found in (McCall & Trivedi, 2006). Typically, LDW 
algorithms segment the road markings, followed by localisation of the lane borders before 
lane departure can be determined. There have been several proposals for the segmentation 
of road markings from images, including, for example, tangent-vectors (Furusho et al., 
2002), colour information in various colour spaces (Chiu & Lin, 2005; Tsung-Ying et al., 
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2006)4, or width and colour intensity using top-hat or Gaussian filters (Takahashi et al., 2003; 
Baldassano et al., 2009). The localisation of lane markings can also be achieved in several 
ways, for example, lane-deformable models (Park et al., 2003; Wang et al., 2004) or indeed 
simple linear models (e.g. Hough transform), which are within the technical specification of 
ISO 17361:2007 and FMCSA-MCRR-05-005. 
Once the lane markings are localised, the time at which lane departure occurs needs to be 
predicted to provide warning to the driver. Reviews of the literature have revealed that 
there are two main methods for lane departure prediction (Gonzalez-Mendoza et al., 2004; 
Taylor et al., 1999). One is lateral offset (Taylor et al., 1999), which monitors the relative 
distance between the lane-boundary and the vehicle, and gives a warning when the vehicle 
approaches to or remains near the vicinity of the lane edge. In essence, this can be thought of 
as a “virtual rumble strip”. The second is Time to Lane Crossing (TLC), which is the 
calculation of the time remaining until the vehicle crosses over the lane edge, assuming that 
the vehicle speed and steering angle do not change. Typically, both are reliable warning 
criteria (Sukhan et al., 1999). In general, TLC provides more warning time, because warnings 
are issued when the system predicts that the vehicle is likely to be in danger. However, as it 
does not take into account the drivers’ reactions, the rate of false positives is generally 
higher than the lateral offset method (Gonzalez-Mendoza et al., 2004). Also, the lateral offset 
method is generally simpler to implement, as specialised hardware is not needed to measure 
the host vehicles steering angle or speed. Both ISO 17361:2007 and FMCSA-MCRR-05-005 
describe the concept of lane departure warning in terms of lines across which a warning is 
issued by the system, which is similar to the lateral offset method. Figure 7 shows an 
example of lane boundary detection for an LDW system. 
 

   
      (a) Automotive image          (b) Segmented roadmarkings     (c) Detected lane boundaries 

Fig. 7. Example of lane boundary detection for a lane departure warning system 

3.3 Night-time 
3.3.1 Infrared for pedestrian detection 
Visible spectrum cameras are severely limited when it comes to the task of detecting 
pedestrians in low-light conditions, as they can only observe what is illuminated by vehicle 
lamps or street lamps. While removing the near-infrared blocking filter from a regular 
camera can extend its low-light pedestrian detection capabilities, it has been found that far-
infrared thermal night vision technology yields substantially better range for detecting 

                                                 
4 Though an issue with this is the lack of international standards in the area: lane marking colours can 
vary from country to country 
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2006)4, or width and colour intensity using top-hat or Gaussian filters (Takahashi et al., 2003; 
Baldassano et al., 2009). The localisation of lane markings can also be achieved in several 
ways, for example, lane-deformable models (Park et al., 2003; Wang et al., 2004) or indeed 
simple linear models (e.g. Hough transform), which are within the technical specification of 
ISO 17361:2007 and FMCSA-MCRR-05-005. 
Once the lane markings are localised, the time at which lane departure occurs needs to be 
predicted to provide warning to the driver. Reviews of the literature have revealed that 
there are two main methods for lane departure prediction (Gonzalez-Mendoza et al., 2004; 
Taylor et al., 1999). One is lateral offset (Taylor et al., 1999), which monitors the relative 
distance between the lane-boundary and the vehicle, and gives a warning when the vehicle 
approaches to or remains near the vicinity of the lane edge. In essence, this can be thought of 
as a “virtual rumble strip”. The second is Time to Lane Crossing (TLC), which is the 
calculation of the time remaining until the vehicle crosses over the lane edge, assuming that 
the vehicle speed and steering angle do not change. Typically, both are reliable warning 
criteria (Sukhan et al., 1999). In general, TLC provides more warning time, because warnings 
are issued when the system predicts that the vehicle is likely to be in danger. However, as it 
does not take into account the drivers’ reactions, the rate of false positives is generally 
higher than the lateral offset method (Gonzalez-Mendoza et al., 2004). Also, the lateral offset 
method is generally simpler to implement, as specialised hardware is not needed to measure 
the host vehicles steering angle or speed. Both ISO 17361:2007 and FMCSA-MCRR-05-005 
describe the concept of lane departure warning in terms of lines across which a warning is 
issued by the system, which is similar to the lateral offset method. Figure 7 shows an 
example of lane boundary detection for an LDW system. 
 

   
      (a) Automotive image          (b) Segmented roadmarkings     (c) Detected lane boundaries 

Fig. 7. Example of lane boundary detection for a lane departure warning system 

3.3 Night-time 
3.3.1 Infrared for pedestrian detection 
Visible spectrum cameras are severely limited when it comes to the task of detecting 
pedestrians in low-light conditions, as they can only observe what is illuminated by vehicle 
lamps or street lamps. While removing the near-infrared blocking filter from a regular 
camera can extend its low-light pedestrian detection capabilities, it has been found that far-
infrared thermal night vision technology yields substantially better range for detecting 

                                                 
4 Though an issue with this is the lack of international standards in the area: lane marking colours can 
vary from country to country 
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pedestrians than these near-infrared systems (Tsimhoni et al., 2004). Far-Infrared technology 
is greatly suited to the task of night-time automotive pedestrian detection as thermal 
radiation from humans peaks in the 8-14μm spectral band, and no illumination is required. 
As pedestrians are generally warmer than the background environment, especially at night, 
they appear with higher intensity in far-IR imagery, greatly aiding automatic segmentation. 
Figure 8 shows an example of the difference between a pedestrian viewed using a visible 
spectrum camera and an infrared camera at night. 
 

  
                   (a) Visible spectrum                                                      (b) Infrared 

Fig. 8. Example automotive images of a pedestrian at 35m with dipped headlights 

The structure of most pedestrian detection systems consists of a Region of Interest (ROI) 
generation stage, typically via thresholding of some form, for example, Bayes Classification 
(Nanda & Davis, 2002), region-growing (Bertozzi et al., 2005; Chen et al., 2008), or defining a 
threshold based on maximum/minimum intensity values in the infrared image (Fang et al., 
2004; Xu et al., 2005). This is generally followed by a process that classifies these regions as 
pedestrian or non-pedestrian. Objects can be filtered according to, for example, aspect-ratio 
(since pedestrians are generally expected to be taller than they are wide) (Xu et al., 2005), 
inertial parameters (total rotational momen tum of a candidate with respect to its centre) 
(Fang et al., 2004), horizontal and vertical grey-level intensity profiles (Fang et al., 2004), or, 
as humans display bilateral symmetry, grey-level symmetry and edge symmetry of 
pedestrians can also be used to segment regions of interest (Bertozzi et al., 2004). Edge 
density can also be analysed as pedestrians in far-IR images are usually much brighter than 
the background, and there can be a sharp change in image intensity at their edges (Bertozzi 
et al., 2004). The gradient operator can also be used to aid detection (Meis et al., 2003; Suard 
et al., 2006). 

3.3.2 Vehicle detection at night 
As already noted, the techniques commonly employed for vehicle detection in daylight 
conditions have been comprehensively reviewed by Sun et al. (2006). However, most of the 
features employed for daylight vehicle detection have limited use in dark conditions and 
night-time. Vehicle shadows, horizontal and vertical edges and corners are difficult or 
impossible to detect in darkness, and the most significant preceding vehicle features in dark 
environments are rear-facing lamps. Vehicular rear lamps appear as some of the brightest 
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regions in a frame of night time automotive video, so it is common in image processing 
techniques for lamp detection to begin with some form of thresholding. Grayscale or 
brightness thresholding is a common starting point (Alt et al., 2008; Alcantarilla et al., 2008), 
though typically further filtering is required as there are many potential light sources that 
are not rear vehicle lamps, such as street lamps, headlamps of oncoming vehicles and 
reflections from signs. Employing a red color filter has been shown to be an effective way to 
remove non-vehicle light-sources, using a variety of colour spaces (Chen, 2009; Wang et al., 
2005; Cabani et al., 2005; O’Malley et al., 2010a). 
Current commercial systems use non-standard camera hardware with custom hardware 
filters – i.e. non-Bayer colour filter arrays with combinations of red and clear filters have 
proven effective in detection of red lamps and differentiating between tail lamps and other 
light sources (Stein et al., 2009; López et al., 2008). Another system utilises two coated lenses 
(one blocking red light, one allowing only red light to pass) to focus incoming light onto 
different parts of a single image sensor (Schadel & Falb, 2007; Beschtel et al., 2008). While 
custom hardware can have performance advantages, these cameras cannot produce color 
images so cannot be reused for other ADAS that use color image processing. Thus, they 
have very limited use in terms of displaying video to the driver, and can also adds cost and 
complexity to automotive systems. 
In addition to tail lamp detection, headlamp detection (O’Malley et al., 2010b) is an 
important application for systems such as automatic headlamp dimming, or rearward 
vehicle detection for applications such as collision warning, blind-spot monitoring and 
overtaking vehicle detection. Headlamps have been detected by utilising, for example, top-
hat filters (Alcantarilla et al., 2008) or optical flow (Ohta & Niijima, 2005). 
Once tail lamp or headlamp candidates have been detected in a video frame, to improve 
robustness, a system can be put in place to pair the detected tail-lamps, to associate detected 
lamps with a target vehicle (Chen, 2009; O’Malley et al., 2010a;b). Figure 9 shows an 
example of the detection of tail lamps and headlamps. 
 

  
                    (a) Tail lamp detection                                       (b) Headlamp detection 

Fig. 9. Examples of vehicle detection at night (O’Malley et al., 2010a;b). 

3.4 Other 
There are other applications of vehicular vision systems that are, perhaps, less safety critical 
than those discussed in previous sections. For example, road-sign recognition is becoming a 
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popular application (Lopez & Fuentes, 2007). Poor weather conditions can also be detected 
(Kurihata et al., 2005). Cameras that are already installed on vehicles could also be used for 
recording in accident situations, with benefits such as decreasing management and legal 
costs, be a tool for education and emphasis of safety to drivers and, in general, discourage 
poor driving practices (Sul & Cho, 2009). 

4. Conclusions 
In this chapter, the rationale for the on-vehicle use of camera systems has been discussed. 
With increasing numbers of vehicles on the world’s roads, statistics show that a significant 
percentage of traffic fatalities are caused by drivers who are not aware of VRUs and other 
road users. While customer demand for products that give information about a vehicles 
blind-zones to the driver is already high, pending and existing legislation is, de facto, 
making the installation of such cameras on vehicles a necessity, particularly for large SUVs 
and LGVs. However, while small vehicles are exempt from current European and Japanese 
legislation, US legislation specifically targets the smaller private vehicles. 
Ultimately, camera systems will be necessary equipment for improved visibility around 
vehicles, particularly SUVs and LGVs, where the blind-zones are substantial. Wide-
angle/fish-eye camera systems are currently the best candidates, because of their ability to 
display even the largest blind-zones of a vehicle. 
Given that camera systems will be used extensively in the future for visual systems, the 
versatility of vision systems means that it makes economic sense that these systems should 
be reused for autmotive machine vision tasks. Several safety-critical ADAS applications 
have been discussed in this chapter, though these are only the more popular applications. 
There are, undoubtedly, a multitude of other applications that can be applied to an 
automotive camera system, for safety or assistance situations. 
Camera systems will soon be as commonplace on vehicles as climate control systems or 
antilock braking systems. 
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popular application (Lopez & Fuentes, 2007). Poor weather conditions can also be detected 
(Kurihata et al., 2005). Cameras that are already installed on vehicles could also be used for 
recording in accident situations, with benefits such as decreasing management and legal 
costs, be a tool for education and emphasis of safety to drivers and, in general, discourage 
poor driving practices (Sul & Cho, 2009). 

4. Conclusions 
In this chapter, the rationale for the on-vehicle use of camera systems has been discussed. 
With increasing numbers of vehicles on the world’s roads, statistics show that a significant 
percentage of traffic fatalities are caused by drivers who are not aware of VRUs and other 
road users. While customer demand for products that give information about a vehicles 
blind-zones to the driver is already high, pending and existing legislation is, de facto, 
making the installation of such cameras on vehicles a necessity, particularly for large SUVs 
and LGVs. However, while small vehicles are exempt from current European and Japanese 
legislation, US legislation specifically targets the smaller private vehicles. 
Ultimately, camera systems will be necessary equipment for improved visibility around 
vehicles, particularly SUVs and LGVs, where the blind-zones are substantial. Wide-
angle/fish-eye camera systems are currently the best candidates, because of their ability to 
display even the largest blind-zones of a vehicle. 
Given that camera systems will be used extensively in the future for visual systems, the 
versatility of vision systems means that it makes economic sense that these systems should 
be reused for autmotive machine vision tasks. Several safety-critical ADAS applications 
have been discussed in this chapter, though these are only the more popular applications. 
There are, undoubtedly, a multitude of other applications that can be applied to an 
automotive camera system, for safety or assistance situations. 
Camera systems will soon be as commonplace on vehicles as climate control systems or 
antilock braking systems. 
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1. Introduction  
Today's production vehicles are fitted with a multitude of antennas to facilitate 
communication and enable a moving vehicle to connect with the outside world.  Recent 
years have seen the introduction of new electronic devices to the automotive environment.  
These devices are usually designed to aid the driver, increase safety, or enhance the driving 
experience, and many of them rely on wireless communication to perform their task.  
Antennas are a necessary part of any wireless communication system, enabling transmission 
and reception of signals in free-space. 
At the same time, automobile manufacturers have been seeking to create cost effective, fuel 
efficient vehicles with attractive styling.  This leads to a focus on sleek, lightweight vehicles 
with reduced aerodynamic drag and improved styling - an emphasis that would naturally 
conflict with fitment of traditional antennas.  These market preferences, along with the 
technological factors, have combined in the past few years to drive significant innovation in 
the world of vehicular antennas. 
In this chapter, we review the basics of antennas and radiation and examine the frequencies 
and services which are commonly used in the automotive environment. We will briefly 
discuss the antennas traditionally used on vehicles, and then detail the recent developments 
and trends in automotive antenna research. 

2. Antenna fundamentals 
Antennas are necessary components of any wireless communications device or system.  An 
antenna is a device designed to send or receive radio waves.  The antenna takes a guided 
wave, usually bound to a transmission line of some type such as a coaxial line, waveguide 
or microstrip transmission line and allows that same energy to propagate through free 
space.  Antennas are passive devices, meaning that they do not require an external power 
source.  They are also linear, meaning that their function is preserved regardless of the 
applied power level, and reciprocal, which implies that they behave in an equivalent 
manner in either transmit or receive modes. 
Electrically conductive materials are commonly used to create antennas.  Most antennas are 
made from metals, although they can be constructed from dielectric materials. 
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In this chapter, we review the basics of antennas and radiation and examine the frequencies 
and services which are commonly used in the automotive environment. We will briefly 
discuss the antennas traditionally used on vehicles, and then detail the recent developments 
and trends in automotive antenna research. 
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Antennas are necessary components of any wireless communications device or system.  An 
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or microstrip transmission line and allows that same energy to propagate through free 
space.  Antennas are passive devices, meaning that they do not require an external power 
source.  They are also linear, meaning that their function is preserved regardless of the 
applied power level, and reciprocal, which implies that they behave in an equivalent 
manner in either transmit or receive modes. 
Electrically conductive materials are commonly used to create antennas.  Most antennas are 
made from metals, although they can be constructed from dielectric materials. 
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2.1 Key properties of antennas 
Specialised terminology is used to describe antenna performance.  This language allows 
engineers to express antenna behaviour, specify requirements, and compare various design 
options.  Some of the most commonly used terms are included below.  Text which appears 
in quotation marks is from the IEEE Standard Definitions of Terms for Antennas (IEEE Std 
145-1993). 

Bandwidth 
The bandwidth of an antenna refers to “the range of frequencies within which the 
performance of the antenna, with respect to some characteristic, conforms to a specified 
standard”.  The most common usage of bandwidth is in the sense of impedance bandwidth, 
which refers to those frequencies over which an antenna may operate.  This is often defined 
with the aid of the Voltage Standing Wave Ratio (VSWR) or return loss values from 
measurements. 
Other bandwidths which may be referred to are gain bandwidth, which defines the range of 
frequencies over which the gain is above a certain value, and axial ratio bandwidth which may 
be used in the case of a circularly polarised antenna. 

Radiation Pattern 
The radiation pattern represents the energy radiated from the antenna in each direction, often 
pictorially.  The IEEE Definition states that it is “the spatial distribution of a quantity that 
characterizes the electromagnetic field generated by an antenna”.  Most often this is the 
radiation intensity or power radiated in a given direction. 

Gain 
In many wireless systems an antenna is designed to enhance radiation in one direction while 
minimising radiation in other directions.  This is achieved by increasing the directivity of the 
antenna which leads to gain in a particular direction.  The gain is thus “the ratio of the 
radiation intensity, in a given direction, to the radiation intensity that would be obtained if 
the power accepted by the antenna were radiated isotropically” (that is, equally in all 
directions).  In the case of a receiving antenna, an increase in gain produces increased 
sensitivity to signals coming from one direction with the corollary of a degree of rejection to 
signals coming from other directions. Antenna gain is often related to the gain of an 
isotropic radiator, resulting in units dBi. An alternative is to relate the gain of any given 
antenna to the gain of a dipole thus producing the units dBd.  (0 dBd =  2.15 dBi).  Antenna 
gain may be viewed with the aid of a radiation pattern. 

Polarisation 
Polarisation of the wave radiated from an antenna describes the behaviour of the electric and 
magnetic field vectors as they propagate through free space.  Polarisation is typically 
approximately linear.  When linear the polarisation may be further described as either 
vertical or horizontal based on the orientation of the electric field with respect to earth.  In the 
automotive environment, the polarisation of signals depends on the service in question.  
Many satellite services (such as GPS) use circularly polarised signals.  For best performance 
the polarisation of the receive antenna should match the polarisation of the transmitted 
signal. 
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2.2 Impedance matching conventions 
In low frequency electronic circuits ordinary wires are used to connect components together 
to form a circuit. When the frequency in the circuit is high, or the circuit dimensions 
approach that of a wavelength, a transmission line (a special configuration of wires or flat 
conductors) must be used to connect these components and avoid reflections. This 
transmission line has a defined impedance, and allows the high frequency energy to 
propagate down the line. Impedance discontinuities in this transmission line will cause a 
reflection and stop effective transmission down the line. For this reason the input 
impedance of an antenna is critical to achieving proper matching to the transmitting device 
to which it is attached. Most transmission lines have an impedance of 50Ω, while the 
impedance of an antenna changes with frequency.  At some frequencies a given antenna will 
not be matched to the transmission line, and will not accept or radiate power, while at those 
frequencies where the antenna is designed to operate, the impedance of the antenna will 
allow the electromagnetic energy to pass into the structure and radiate into the surrounding 
space. These frequencies would be deemed to be inside the antenna’s impedance bandwidth. 
Two measures of stating the impedance matching are commonly used, both of which are 
based on the reflection coefficient, which is a measure of how much energy is reflected back 
into the source from the antenna’s terminals. The first measure shows the reflection 
coefficient on a logarithmic scale as |S11|. Common definitions require that |S11| be below 
the -10 dB line to declare an acceptable impedance match.  The second measure is similar, 
but on a linear scale and is referred to as VSWR (Voltage Standing Wave Ratio).  In this 
terminology an antenna is deemed to be well matched to the line where VSWR is less than 
2:1. This corresponds to a value of -9.54 dB in the logarithmic scheme, meaning the 
measures are approximately equivalent.  Fig. 1 shows plots of |S11| and VSWR for a dipole  
 

 
(a) |S11| of a dipole Antenna 

 

(b) VSWR of same dipole antenna 

Fig. 1. (a) |S11| and (b) VSWR of a dipole antenna 



 New Trends and Developments in Automotive System Engineering 

 

514 

2.1 Key properties of antennas 
Specialised terminology is used to describe antenna performance.  This language allows 
engineers to express antenna behaviour, specify requirements, and compare various design 
options.  Some of the most commonly used terms are included below.  Text which appears 
in quotation marks is from the IEEE Standard Definitions of Terms for Antennas (IEEE Std 
145-1993). 

Bandwidth 
The bandwidth of an antenna refers to “the range of frequencies within which the 
performance of the antenna, with respect to some characteristic, conforms to a specified 
standard”.  The most common usage of bandwidth is in the sense of impedance bandwidth, 
which refers to those frequencies over which an antenna may operate.  This is often defined 
with the aid of the Voltage Standing Wave Ratio (VSWR) or return loss values from 
measurements. 
Other bandwidths which may be referred to are gain bandwidth, which defines the range of 
frequencies over which the gain is above a certain value, and axial ratio bandwidth which may 
be used in the case of a circularly polarised antenna. 

Radiation Pattern 
The radiation pattern represents the energy radiated from the antenna in each direction, often 
pictorially.  The IEEE Definition states that it is “the spatial distribution of a quantity that 
characterizes the electromagnetic field generated by an antenna”.  Most often this is the 
radiation intensity or power radiated in a given direction. 

Gain 
In many wireless systems an antenna is designed to enhance radiation in one direction while 
minimising radiation in other directions.  This is achieved by increasing the directivity of the 
antenna which leads to gain in a particular direction.  The gain is thus “the ratio of the 
radiation intensity, in a given direction, to the radiation intensity that would be obtained if 
the power accepted by the antenna were radiated isotropically” (that is, equally in all 
directions).  In the case of a receiving antenna, an increase in gain produces increased 
sensitivity to signals coming from one direction with the corollary of a degree of rejection to 
signals coming from other directions. Antenna gain is often related to the gain of an 
isotropic radiator, resulting in units dBi. An alternative is to relate the gain of any given 
antenna to the gain of a dipole thus producing the units dBd.  (0 dBd =  2.15 dBi).  Antenna 
gain may be viewed with the aid of a radiation pattern. 

Polarisation 
Polarisation of the wave radiated from an antenna describes the behaviour of the electric and 
magnetic field vectors as they propagate through free space.  Polarisation is typically 
approximately linear.  When linear the polarisation may be further described as either 
vertical or horizontal based on the orientation of the electric field with respect to earth.  In the 
automotive environment, the polarisation of signals depends on the service in question.  
Many satellite services (such as GPS) use circularly polarised signals.  For best performance 
the polarisation of the receive antenna should match the polarisation of the transmitted 
signal. 

Advancements in Automotive Antennas   

 

515 

2.2 Impedance matching conventions 
In low frequency electronic circuits ordinary wires are used to connect components together 
to form a circuit. When the frequency in the circuit is high, or the circuit dimensions 
approach that of a wavelength, a transmission line (a special configuration of wires or flat 
conductors) must be used to connect these components and avoid reflections. This 
transmission line has a defined impedance, and allows the high frequency energy to 
propagate down the line. Impedance discontinuities in this transmission line will cause a 
reflection and stop effective transmission down the line. For this reason the input 
impedance of an antenna is critical to achieving proper matching to the transmitting device 
to which it is attached. Most transmission lines have an impedance of 50Ω, while the 
impedance of an antenna changes with frequency.  At some frequencies a given antenna will 
not be matched to the transmission line, and will not accept or radiate power, while at those 
frequencies where the antenna is designed to operate, the impedance of the antenna will 
allow the electromagnetic energy to pass into the structure and radiate into the surrounding 
space. These frequencies would be deemed to be inside the antenna’s impedance bandwidth. 
Two measures of stating the impedance matching are commonly used, both of which are 
based on the reflection coefficient, which is a measure of how much energy is reflected back 
into the source from the antenna’s terminals. The first measure shows the reflection 
coefficient on a logarithmic scale as |S11|. Common definitions require that |S11| be below 
the -10 dB line to declare an acceptable impedance match.  The second measure is similar, 
but on a linear scale and is referred to as VSWR (Voltage Standing Wave Ratio).  In this 
terminology an antenna is deemed to be well matched to the line where VSWR is less than 
2:1. This corresponds to a value of -9.54 dB in the logarithmic scheme, meaning the 
measures are approximately equivalent.  Fig. 1 shows plots of |S11| and VSWR for a dipole  
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Fig. 1. (a) |S11| and (b) VSWR of a dipole antenna 
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antenna which is resonant near 900 MHz.  Although the shape of the curves is different due 
to the use of either log or linear scaling, both plots reveal that the antenna presents a good 
impedance match to frequencies in the range from approximately 850 MHz to 970 MHz. 
Although a 10 dB return loss is typically required in the majority of antenna applications, 
there are some exceptions.  While some high performance systems may specify more precise 
matching, a notable exception is the cellular phone industry which permits more relaxed 
specifications. Most modern cellular phone antennas meet an |S11| requirement of  
-6 dB (Waterhouse, 2008) which is equivalent to a VSWR of 3:1. Recent years of handset 
design have led to a trade off which sacrifices antenna performance in order to obtain an 
attractive small sized handset.  The signal strengths used in cellular networks combined 
with advances in receiver technology and modulation schemes compensate for handset 
antennas having low radiation efficiency and poor electrical performance, resulting in 
adequate performance of the overall system. 

2.3 Radiation pattern essentials 
Gain and Radiation Pattern were introduced in Section 2.1.  This section describes some 
common radiation patterns and identifies radiation pattern features. Three dimensional 
radiation patterns are shown in Fig. 2, while a 2D radiation pattern on a polar plot is shown 
in Fig. 3. 

Isotropic 
According to IEEE Standard 145-1993 an Isotropic radiator is “a hypothetical, lossless 
antenna having equal radiation intensity in all directions” (Fig. 2(a)).  Such an antenna does 
not exist, nor can one be created.  Nevertheless, an isotropic radiator is a useful concept as a 
truly omni-directional source and as a reference for gain comparison purposes.  When gains 
are specified in dBi the gain of the antenna under test is being described relative to this 
theoretical standard.   

Omni-directional 
When an antenna is described as omni-directional this is understood to mean that the antenna 
radiates an “essentially non-directional pattern in a given plane of the antenna and a 
directional pattern in any orthogonal plane”.  A pattern of this type is shown in Fig. 2(b).  In 
this figure it may be observed that the magnitude of the radiation is non-directional in the 
azimuth (around the sides) but not in elevation (sweeping from high to low).  A pattern of 
this type is produced by dipole antennas and monopoles on an infinite ground plane.  It 
represents an ideal standard for many services in the automotive environment where 
coverage is required on all angles around the vehicle but not required in the upward 
direction towards the sky. 

Directional 
A directional radiation pattern is shown in Fig. 2(c).  This type of pattern can boost the signal 
strength due to its higher gain if aimed in the required direction.  This comes at the expense 
of reduced effectiveness in other directions which may be desirable in certain applications.  
Highly directional antennas are desirable for point-to-point links and have application  
in automotive radar systems where a narrow beam may be scanned to detect nearby  
targets. 
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(a) Isotropic (b) Omni-directional (c) Directional 

Fig. 2. Three dimensional radiation patterns 
A two-dimensional representation highlighting common features 
Radiation patterns are often plotted in two-dimensional form. Fig. 3 shows a 2D cut through 
the y-z plane of the 3D radiation pattern shown in Fig. 2(c).  Careful examination of both 
figures will reveal the equivalence of the radiation information presented. 
Distinct parts of a radiation pattern are referred to as lobes. These lobes and other 
characteristic features of radiation patterns are highlighted in Fig. 3. 
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Fig. 3. A sample two dimensional radiation pattern 

2.4 Near-field and far-field regions 
The space surrounding an antenna may be divided into three approximate regions based on 
the behaviour of the electromagnetic fields in each of these regions.  The first two regions 
are the reactive near-field and radiating near-field regions.  The properties and configuration of 
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surrounding material in these regions may alter antenna performance, and the field at any 
angle is dependent on the distance to the antenna.  In the third region known as the far-field 
region however it can be assumed that the antenna is a point source.  The far-field region is 
normally regarded as beginning when the distance to the antenna is equal to 2D2/λ, where 
D is the maximum overall dimension of the antenna and continues on to infinity.  Once in 
the far-field region, the radiation pattern and gain may be measured. 

2.5 System considerations 
Antennas are necessary components of all wireless systems, but are not of themselves 
sufficient for signal reception.  Antennas do not operate in isolation.  Here we briefly 
examine other important factors related to vehicular antenna systems. 
Diversity Reception 
Some automotive services use diversity to enhance the quality of the received signal.  In non-
line-of-site propagation environments such as the urban environment, reflections and 
shadows cast by buildings and other structures can cause fading in the signal strength in 
particular spatial locations or in given directions.  In a diversity scheme two or more 
antennas are mounted in different locations or with different orientations on the vehicle.  
This provides two independent propagation paths for the signal.  On an elementary level 
the diversity receiver switches between antennas to choose the one with the stronger signal.  
This provides a higher quality signal with fewer dropouts.  Diversity is most commonly 
employed for FM radio reception purposes.  Given that cars fitted with multiple antennas 
are regarded as being less visually appealing, vehicle manufacturers tend to combine an 
external mast antenna with a glass mounted antenna to give two distinct antennas for 
diversity purposes.  This approach often achieves spatial and polarisation diversity, along 
with diversity in radiation direction. 
Noise, Sensitivity and the Receiver 
Any communications system receives the desired signal plus an unwanted signal which we 
may call noise.  Noise comes from a variety of sources, ranging from the random movement 
of electrons inside any conductor (at a temperature above absolute zero) to Electromagnetic 
Interference (EMI) coupled in with the signal from nearby devices.  In the automotive 
environment the vehicle’s ignition system can be a source of significant EMI, meaning that 
antennas mounted near the front of the vehicle may receive more noise than an equivalent 
antenna mounted towards the rear. 
Receiving systems have a specified sensitivity, which relates the minimum signal strength at 
the input required to achieve an acceptable Signal-to-Noise ratio (SNR).  The sensitivity of 
commercial automotive receiving systems will have a large impact on the overall quality of 
the received service, particularly in areas of low signal strength. 
In car radio systems the receiver may be called a tuner since it tunes its internal oscillators to 
demodulate the required station.  The input impedance of the tuner, along with other 
fundamental properties are important in ensuring proper system operation. 

3. Automotive frequencies and wireless services 
In previous decades the use of antennas in vehicles was primarily limited to those employed 
for AM and FM radio.  In contrast, today's vehicles are often fitted with many antennas for 
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additional purposes such as remote keyless entry, satellite navigation, and others.  In the 
future it is likely that vehicles will require still more antennas for such things as mobile 
internet and mobile video, collision avoidance radar, and vehicle-to-vehicle or vehicle-to-
infrastructure communication.  A list of present and soon to be realised services is provided 
in Table 1. Each of these wireless services necessitates the incorporation of a suitable 
antenna into the vehicular platform to receive signals at the appropriate frequency. 
 

Service Typical Frequency Tx* Rx# Direction of 
Radiation 

AM Radio Approximately 1 MHz  Yes Horizontal 
FM Radio 88 MHz to 108 MHz  Yes Horizontal 

In-vehicle TV 50 MHz to 400 MHz  Yes Horizontal 
Digital Audio Broadcasting (DAB) 100 MHz to 400 MHz  Yes Horizontal 

Remote Keyless Entry (RKE) 315 MHz/413 MHz/ 
434 MHz  Yes Horizontal 

Tyre Pressure Monitoring System 
(TPMS) 

315 MHz/413 MHz/ 
434 MHz Yes Yes Intra-vehicular 

Cellular Phone 
(provision of Internet via HSPA) 

850 MHz 
900 MHz 
1800 MHz 
1900 MHz 
2100 MHz 

Yes Yes Horizontal 

Satellite Navigation (GPS) 1.575 GHz  Yes Satellite 
Satellite Digital Audio Radio 

Service (SDARS) 2.3 GHz  Yes Satellite 

IEEE 802.11 b/g/n (Wi-Fi) 2.4 GHz Yes Yes Horizontal 
Bluetooth 2.4 GHz Yes Yes Intra-vehicular 
WiMAX 2.3 GHz/2.5 GHz/3.5 GHz Yes Yes Horizontal 

Electronic Toll Collection (ETC) 5.8 GHz (or 900 MHz) Yes Yes Overhead 
V2V+ and VII+ 5.9 GHz Yes Yes Horizontal 

Collision Avoidance Radar 24 GHz and 77 GHz Yes Yes Forward 
* Transmit  # Receive  + These terms are acronyms for Vehicle-to-Vehicle communication and Vehicle-
Infrastructure-Integration using IEEE 802.11p   

Table 1. Summary of signals used on modern and next generation vehicles 

The lowest frequencies used in vehicles are often for AM and FM radio.  The history of 
radios in cars is vague but dates back to the 1920’s.  During this time period the installation 
of such devices was deemed unsafe and illegal in at least one US state (Rowan & Altgelt, 
1985).  Significant policy change obviously occurred over the years given that AM and FM 
Radio are installed in nearly all modern day passenger vehicles and are used to provide 
entertainment for the driver and passengers. 
The third entry in the list of services in Table 1 describes in-vehicle television for which the 
necessary hardware is available including diversity receivers to minimise dropouts.  In-vehicle 
television is rarely installed by the factory in present day vehicles, although DVD and 
multimedia entertainments systems are finding increased uptake in high-end luxury vehicles. 
Digital Audio Broadcasting is a more modern format for broadcasting entertainment radio.  
DAB uses digital rather than analogue modulation schemes, providing higher spectral 
efficiency and better quality audio in certain circumstances. 
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additional purposes such as remote keyless entry, satellite navigation, and others.  In the 
future it is likely that vehicles will require still more antennas for such things as mobile 
internet and mobile video, collision avoidance radar, and vehicle-to-vehicle or vehicle-to-
infrastructure communication.  A list of present and soon to be realised services is provided 
in Table 1. Each of these wireless services necessitates the incorporation of a suitable 
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1985).  Significant policy change obviously occurred over the years given that AM and FM 
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DAB uses digital rather than analogue modulation schemes, providing higher spectral 
efficiency and better quality audio in certain circumstances. 
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Many present day vehicles are able to be locked and unlocked by pressing a button on a 
radio transmitter integrated into the car’s key or key ring.  These services are known as 
Remote Keyless Entry, and typically operate in one of the low power bands shown in the 
table.  These bands are often shared with Tyre Pressure Monitoring Systems which are finding 
increased acceptance in the passenger vehicle market and are available as third-party 
accessories.  A typical TPMS has an air pressure sensor and wireless transmitter fitted to 
each wheel with a receiver unit mounted in or on the dash.  The system can alert the driver 
to low tyre pressure before a flat tyre becomes a safety hazard. 
Many frequency bands are used globally for cellular telephone (a.k.a. mobile telephone).  
Blocks of new spectrum are occasionally released by the authorities and purchased by 
telecommunications companies to cater for increased demand. The most commonly used 
frequencies are provided in the table.  Inclusion of these frequency bands into a vehicle 
could allow for voice calls and additionally a full suite of services based on high speed 
access to the internet provided by HSPA (High Speed Packet Access).  This has the potential 
to bring about a realisation of useful Location Based Services, XML based traffic updates 
and internet connectivity almost anywhere in urban and rural environments. 
Guidance and navigation facilities are becoming more cost effective and seeing large uptake 
in the modern market. These navigation systems usually rely on the constellation of 
approximately thirty Global Positioning System (GPS) satellites to determine the location of 
the vehicle before plotting it on a map.  The GPS L1 band is received in a narrow 20 MHz 
channel centred at 1.575 GHz. 
The Satellite Digital Audio Radio Service is also described in the table.  This service delivers 
hundreds of additional radio stations and is implemented by using circularly polarised 
signals from satellites arranged in an orbit which dwells over the North American continent.  
In urban environments where buildings can cause multipath and shadowing of the 
satellites, terrestrial based transmitters are also used. 
The 2.4 GHz ISM band has seen enormous growth in the past decade due to the ubiquitous 
application and implementation of Wi-Fi and Bluetooth which occupy part of this band.  
Bluetooth is incorporated into many present day vehicles to allow hands free calling and 
operation of an equipped mobile through the vehicle’s multimedia system.  Future vehicles 
may be fitted with Wi-Fi to enable passengers to access the internet while on a journey. 
An emerging technology that will need to compete with LTE and HSPA technologies is 
WiMAX.  In a manner similar to the 3G and 4G cellular wireless standards, WiMAX could 
be used to provide a high speed wireless internet connection to a moving vehicle many 
kilometres from a base station. 
Many Electronic Toll Collection systems are implemented at 5.8 GHz, often achieved by 
windscreen mounted removable wireless tags operating in an active-RFID system. 
Vehicle-to-Vehicle communication systems are currently being developed and trialled to enable 
safer and more efficient road transport.  A portion of spectrum at 5.9 GHz has been reserved 
in many countries for this purpose, where vehicles and road side objects would form 
networks and share safety information as part of an Intelligent Transportation System (ITS).  
As an example a system such as this would alert the driver to sudden braking in traffic 
ahead, and of upcoming lane closures or unexpected obstructions.  Emergency vehicles 
could broadcast warnings to drivers up to 1km away, signalling their presence and 
intentions.  Many phrases have been coined to describe this technology including Dedicated 
Short Range Communications (DSRC), Vehicle2Vehicle (V2V), and Vehicle-Infrastructure-
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Integration (VII). The relevant IEEE standard upon which the wireless connection is based is 
IEEE 802.11p. The US Department of Transport is developing these technologies in the 
IntellidriveSM program. 
Collision Avoidance Radar is a technology which integrates with the Adaptive Cruise Control 
(ACC) system of a vehicle to prevent accidents, or in the case where a collision is 
unavoidable, reduce the severity of the impact. In normal use the system uses RADAR (or 
optionally LIDAR) to scan the road ahead and will reduce the throttle and apply brakes to 
automatically maintain a safe buffer distance to the car in front.  Some systems will also 
detect pedestrians or other objects. In the event that the system detects an imminent 
collision, it may apply emergency braking and other precautionary measures to increase 
vehicle safety. Collision Avoidance Radar uses very high frequencies for numerous reasons 
including spectrum availability, the small size of antenna elements enabling integration of 
necessary phased array radar antennas, and the fact that a higher frequency helps to 
increase the Radar Cross Section, and therefore, the detection range of targets of interest, 
such as pedestrians and other vehicles. 

4. Traditional AM/FM antennas 
4.1 Mast antennas 
The low frequency and relatively high signal strengths encountered in AM and FM car radio 
systems have allowed the use of uncomplicated antenna systems in the past. The most 
common antenna traditionally used for these bands is the mast antenna. A conductive rod is 
used to form a monopole antenna, approximately one quarter wavelength (λ/4) in length, 
which equates to approximately 75 cm in the middle of the FM band.  Locating such an 
antenna in the centre of the roof gives the best radiation performance, with the antenna 
elevated above obstructions and surrounded by a conducting ground plane of 
approximately equal extent in all directions.  Despite this, the front or rear fender is usually 
preferred for aesthetic reasons.  Retractable and non-retractable versions are commercially 
available. 
Antennas for receiving FM radio in vehicles should receive signals equally well from all 
directions around the horizon, due to the movement and rotation of the vehicle with respect 
to the transmitting source.  This quarter wavelength monopole antenna would provide an 
ideal radiation pattern in the azimuth if it was mounted above an infinite ground plane.  
Typical fender mounting provides a very non-ideal ground plane however, leading to 
radiation patterns that are less omni-directional (ie. the radiation becomes directional).  
Hence, designing such antennas for vehicles has traditionally been an iterative process 
involving several stages of prototyping and measurement on completed vehicle bodies. 
Retractable mast antennas (Fig. 4) allow the antenna to be retracted, hidden and protected 
when not in use.  Such antennas consist of a long rod divided into numerous segments.  The 
segments are appropriately dimensioned to slide inside one another when retracted, leading 
to a tapering profile when extended. Most modern retractable antennas are raised and 
lowered by an electric motor leading to increased cost and expense.  Such power retractable 
antennas are often mounted on the passenger side of the vehicle, whilst manually operated 
retractable antennas tend to be installed on the driver side so the driver can raise or lower 
the mast without having to walk to the other side of the vehicle. 
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Integration (VII). The relevant IEEE standard upon which the wireless connection is based is 
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(a) Manually retractable mast antenna (b) Power retractable mast antenna 

Fig. 4. Technical drawings of typical mast antennas 

4.2 Glass mounted AM/FM Antennas 
A second kind of AM and FM antenna is the glass mounted antenna. AM and FM antennas 
using this technique have became very common in the last decade, as pre-amplifiers have 
helped to compensate for poor radiation performance. On modern vehicles, these antennas 
are similar in appearance to the demister elements commonly embedded in the rear 
windscreen. 
Many glass mounted antennas installed in present day vehicles are based on wire geometry 
although the antenna may or may not be an actual wire.  It can be formed by using wire of a 
very thin diameter or a silk screened film which is laminated between layers of glass in the 
vehicle windows (Jensen, 1971). Glass mounted antennas provide no additional 
aerodynamic drag and create no wind noise which is a significant advantage over mast type 
designs. They also require no holes to be created in the vehicle body, which may lead to 
cheaper tooling for the metal work. Despite this, on glass antennas tend to be more 
directional than mast antennas, which can lead to nulls in the reception on certain angles 
around the vehicle. 
On-glass antennas where first located in the rear windscreen, and this remains a common 
position on sedans made today. Many SUV’s or station wagons use the rear quarter window 
in preference to the rear window.  A variety of different shapes are used for the antennas, 
often forming grid or meandering geometries, with a shape that works well on one vehicle 
not necessarily performing well on other vehicles (Gottwald, 1998). No universal glass 
mounted antenna has yet been discovered.  This is due to the effect of the vehicle body on 
the antenna’s impedance and radiation, which is significant for on-glass antennas.  Antenna 
oriented vertically may provide better reception of vertically polarised signals. 
Fig. 5 shows a typical active rear window antenna.  Early designs adopted the defogger 
elements themselves and connected through a DC blocking capacitor to the radio tuner.  
Newer designs often separate these two functions, having a defogger element which 
occupies most of the glass, with a smaller area set aside for antenna lines.  

Advancements in Automotive Antennas   

 

523 

 

 
Fig. 5. Schematic of a typical rear windscreen glass antenna. 

5. New developments and research outcomes 
Examination of production vehicles produced over the past ten to fifteen years reveals a 
shift away from the traditional quarter wavelength mast antenna towards more aesthetically 
pleasing antennas.  This section provides a review of new findings and innovative solutions 
to vehicular antenna problems along with the advantages and disadvantages of each type.  

5.1 Bee-sting antennas 
The bee-sting antenna is a wire antenna similar to the mast antenna used for many decades, 
but consists of a shortened element installed in a raked back attitude (Fig. 6).  An amplifier is 
used to boost the signal level to compensate for the poor performance obtained by the 
shorter antenna length (Cerretelli & Biffi Gentili, 2007). Some antennas also include a 
separate feed for a Cellular phone or DAB system. 
 

 
Fig. 6. Bee sting antenna © IEEE with permission (Cerretelli & Biffi Gentili, 2007) 

5.2 Blade or Shark-fin antennas 
Many varieties of shark-fin antennas exist, having been popularised primarily by the 
European marques near the turn of the 21st century.  Shark-fin antennas are commonly a 
collection of several antennas.  Most designs consist of multiple narrowband antennas all 
located together under a single radome or housing.  This housing is typically shaped like a 
blade or dorsal fin, and is usually located on the roof towards the rear of the vehicle.  Two 
examples of shark-fin designs are shown in Fig. 7. 
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Fig. 7. Shark-fin Antennas 

Fig. 8 shows an early shark-fin antenna design in detail.  This design was fitted to the BMW 
3-Series (E46) and provides for cellular phone frequencies. The antenna consists of a cast 
steel base and a fin-shaped cover made from an ABS and Polycarbonate polymer.  Radiating 
elements are on both sides of an FR-4 circuit board which stands erect in the middle of the 
device.  Rubber gaskets are used to seal the inner components from the environment. 
The design achieves an impedance match (shown in Fig. 9) at the required frequencies by 
incorporating inline filters which allow the radiators to be a quarter wavelength long at high  
 

 

(a)  Shark-fin on vehicle roof (b)  Shark-fin with radome removed showing 
filters 

Fig. 8. BMW 3-Series E46 Sharkfin Antenna 
 

 
Fig. 9. Measured reflection coefficient of BMW 3-series E46 Shark-fin Antenna 
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and low frequencies simultaneously.  A surface mount resistor is used in conjunction with a 
printed inductor on the reverse side of the board to form a filter.  This filter has the effect of 
connecting the upper radiating elements at lower frequencies by creating an electrical short 
circuit. At higher frequencies the filter creates an open circuit, leaving only the short 
elements connected to the feed line. 
Fig. 10 shows a shark-fin style antenna which was published in the literature for use in US 
automobiles (J.F. Hopf et al., 2007).  With the cover removed, it is clear that this antenna 
demonstrates the case where multiple individual antennas are located together under a 
single radome. 
The leftmost antenna in the figure is a GPS antenna, constructed using a probe fed patch 
design on a high dielectric constant substrate. This provides a hemispherical radiation 
pattern covering the sky which is appropriate for receiving satellite signals. Circular 
polarisation may be induced in patch antennas such as these by truncating diagonally 
opposite corners of the patch, or by feeding the antenna off centre. 
The white antenna to the right of centre in the figure is a crossed frame antenna for SDARS 
reception. 
The two posts present in the design provide for cellular telephone reception. The elements 
are based on quarter wavelength monopoles with top loading elements to increase the 
effective electrical length at the low end of the band.  The presence of these posts is typical 
of shark-fin antennas, however these particular posts contain filters which have been 
optimized to have minimal effect on the nearby SDARS antenna. 
 

 
Fig. 10. Internals of a modern shark-fin antenna    © IEEE with permission (J.F. Hopf et al., 
2007) 

5.3 TV antennas on glass 
Research has continued into traditional AM and FM antennas mounted on glass even today 
(Bogdanov et al., 2010), particularly in the area of effective simulation techniques. At the 
same time, antenna configurations for other services have also been investigated. An early 
paper describes the system shown in Fig. 11 of a diversity reception system for analogue TV.  
The antennas are printed on the rear quarter glass and have four branches. The antennas are 
arranged symmetrically on the left and right sides of the vehicle. The design includes some 
meandering elements which give a long electrical length in a small space. Other branches of 
the design include slanted and short horizontal elements. The authors claim the system 
provides improved performance over a rod antenna, and is capable of operating in the 
range from 90 MHz to 770 MHz (Toriyama et al., 1987). 
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Fig. 11. Analogue TV Antenna system in rear quarter glass     
© IEEE with permission (Toriyama et al., 1987) 
A glass mounted antenna designed for the newer Digital Terrestrial TV reception is shown 
in Fig. 12. The H-shaped elements allow both long and short current paths to be formed, 
providing a wideband impedance match (Iizuka et al., 2005).  The long path occurs when 
current flows diagonally from top left to bottom right in Fig. 12(a), while the shorter path 
runs diagonally from bottom left to top right.  The impedance matching of this design 
results in a VSWR of less than 3:1 from 470 MHz to 710 MHz when connected to a 110Ω line.  
The antenna is formed on a low cost FR-4 substrate, and is integrated with an RF circuit 
which provides a balun, some filtering, and a Low Noise Amplifier (LNA) to boost the 
signal before it is sent down the transmission line to the tuner.  Four of these antennas were 
installed in the test vehicle shown in Fig. 12(b), being located in the upper portion of both 
the front and rear windscreen on both driver and passenger sides.  The gain and radiation 
pattern of the system was measured at 530 MHz, and it was found that the radiation pattern 
was nearly omni-directional at this frequency when all four antennas were excited. 
 

 
Fig. 12. Digital TV Antenna attached to vehicle glass  
© IEEE with permission (Iizuka et al., 2005) 
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5.4 Circular microstrip patch antenna on glass 
Microstrip Patch antennas have many advantages in communication systems including 
being thin, cheap to produce, and easy to integrate into devices.  The application of this kind 
of antenna to automotive glass has been investigated by several researchers.  One paper 
suggested two methods of patch antenna integration (Economou & Langley, 1998).  The first 
is a patch antenna formed on a traditional microwave substrate such as Rogers RT Duroid® 
which is then attached to the inside of a vehicle windscreen (Fig. 13(a)).  The second 
describes a more integrated concept which uses a layer of glass itself as the antenna 
substrate, and excites the patch with a proximity coupled feed line (Fig. 13(b)). 
Patch antennas using the first method of integration were designed to resonate near 2 GHz 
and 6 GHz respectively, and were adhered to a vehicle windscreen for testing.  A useful 
increase in impedance bandwidth from less than 2% to about 7% was observed due to the 
addition of a thick dielectric superstrate.  Presence of the glass also generates surface waves 
which create undesirable ripples in the far-field radiation pattern. 
The second method using glass as the antenna substrate poses fabrication complexities, and 
would lead to a high windscreen replacement cost in the event of cracking or breakage, so 
was only investigated by simulation.  Simulation results showed that this geometry would 
also result in lower radiation efficiency due to increased surface wave losses. 
The electrical properties of the layers in the windscreen were εr1 = 6.75, tan δ = 0.03 for the 
glass and εr2 = 2.9, tan δ = 0.05 for the middle plastic layer. 
The thickness of automotive glass may vary by up to 15% in the standard manufacturing 
process.  This causes no problems or distortions for driver vision, but could present a 
problem for patch antennas attached to glass.  The centre frequency of the antenna may be 
shifted by up to 3% and could be coupled with an additional but slight change in the 
impedance bandwidth.  
 

 
Fig. 13. Patch Antennas on glass   © IEEE with permission (Economou & Langley, 1998) 

5.5 Rear spoiler with built-in antenna 
In the late 1990’s a team of Japanese engineers working with Toyota and Aisin Seiki 
developed a rear spoiler to be mounted up high on the rear of a compact SUV.  This spoiler 
was the first to be fitted with an invisible antenna (Fig. 14). The paper describes a blow 
molded part made from a polymeric material (Koike et al., 1999).  The spoiler is located high 
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on the vehicle, minimizing shadowing from passing traffic.  The antenna is similar to a 
dipole which would normally require a balanced feed.  In order to connect a dipole antenna 
to a coaxial line, a balun is usually required.  The geometry of the spoiler and processing 
temperature during manufacture would make integration of such a balun difficult.  In order 
to overcome this, an innovative antenna design is used.  The shorter element in Fig. 14(a) is 
approximately λ/4 long, while the longer element is approximately λ/2.  Parametric 
investigations found that a tab at the end of the longer radiating element improved antenna 
performance by coupling to the vehicle’s metallic roof.  Although the directivity is less than 
perfect (Fig. 14(b)), it is adequate for the intended application. 
 

 
(a) (b) 

Fig. 14. Integrated antenna in spoiler    
© SAE International with permission (Koike et al., 1999) 

5.6 Volvo XC90 aperture antenna 
Swedish manufacturer Volvo fitted a unique antenna to their XC90 SUV, launched in 2003.  
The system provides an alternative to glass mounted wire antennas which may be adversely 
affected by heated windscreen elements and window tinting films containing conductive 
metallic layers. The XC90 is fitted with a traditional metallic skinned “turret top” roof, but 
an aperture is created at the rear of the vehicle. This opening is covered with a polymeric 
panel, and forms an ideal location for some hidden antennas (Low et al., 2006).  Fig. 15(a) 
shows the XC90 from above and Fig. 15(b) shows some simulation results of the vehicle’s 
metallic structure for different antenna configurations.  The aperture in the vehicle body is 
clearly shown. The portion of roof which contains the antennas is the black unpainted 
section at the rear of the vehicle in Fig. 15(a) which at first glance may look like a sunroof.   
Seven antenna components (Fig. 16) are formed by printing wire shapes onto a large 
polyester film using conductive ink. The antennas act as monopole probes, exciting the 
aperture in which they are placed. For some services, multiple antennas are used in different 
locations to achieve radiation and polarisation differences between elements allowing 
diversity reception.  The film bearing the printed antennas is attached to a plastic carrier 
which contains the necessary amplifiers, and the whole unit is located in the aperture  and 
covered with a black polymeric composite material.  Examination of Fig. 16 reveals that 
these antennas are for low frequency services, with Table 1 revealing each service is centred 
well below 1 GHz.  This low frequency implies a long wavelength which requires physically 
long antenna elements.  Note that the services targeted in this design are different from 
those commonly used in the smaller shark-fin style antennas. 
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(a) Completed XC90 vehicle 
(b) Simulations of surface currents for various 

antennas 
© IEEE with permission (Low et al., 2006) 

Fig. 15. Volvo XC90 

 
Fig. 16. XC90 antenna configuration. The film from the top image attaches to the carrier in 
the lower image as shown.  © IEEE with permission (Low et al., 2006) 

Performance of the roof aperture antenna for the FM band was compared in both simulation 
and measurement against a roof mounted monopole with a length of 80 cm and a side 
window antenna as used in an estate car Fig. 15(b). Unsurprisingly, the authors report that 
the roof mounted monopole provided exceptional performance for vertically polarised 
signals, but performed poorly for horizontally polarised signals. On average, the roof 



 New Trends and Developments in Automotive System Engineering 

 

528 

on the vehicle, minimizing shadowing from passing traffic.  The antenna is similar to a 
dipole which would normally require a balanced feed.  In order to connect a dipole antenna 
to a coaxial line, a balun is usually required.  The geometry of the spoiler and processing 
temperature during manufacture would make integration of such a balun difficult.  In order 
to overcome this, an innovative antenna design is used.  The shorter element in Fig. 14(a) is 
approximately λ/4 long, while the longer element is approximately λ/2.  Parametric 
investigations found that a tab at the end of the longer radiating element improved antenna 
performance by coupling to the vehicle’s metallic roof.  Although the directivity is less than 
perfect (Fig. 14(b)), it is adequate for the intended application. 
 

 
(a) (b) 

Fig. 14. Integrated antenna in spoiler    
© SAE International with permission (Koike et al., 1999) 

5.6 Volvo XC90 aperture antenna 
Swedish manufacturer Volvo fitted a unique antenna to their XC90 SUV, launched in 2003.  
The system provides an alternative to glass mounted wire antennas which may be adversely 
affected by heated windscreen elements and window tinting films containing conductive 
metallic layers. The XC90 is fitted with a traditional metallic skinned “turret top” roof, but 
an aperture is created at the rear of the vehicle. This opening is covered with a polymeric 
panel, and forms an ideal location for some hidden antennas (Low et al., 2006).  Fig. 15(a) 
shows the XC90 from above and Fig. 15(b) shows some simulation results of the vehicle’s 
metallic structure for different antenna configurations.  The aperture in the vehicle body is 
clearly shown. The portion of roof which contains the antennas is the black unpainted 
section at the rear of the vehicle in Fig. 15(a) which at first glance may look like a sunroof.   
Seven antenna components (Fig. 16) are formed by printing wire shapes onto a large 
polyester film using conductive ink. The antennas act as monopole probes, exciting the 
aperture in which they are placed. For some services, multiple antennas are used in different 
locations to achieve radiation and polarisation differences between elements allowing 
diversity reception.  The film bearing the printed antennas is attached to a plastic carrier 
which contains the necessary amplifiers, and the whole unit is located in the aperture  and 
covered with a black polymeric composite material.  Examination of Fig. 16 reveals that 
these antennas are for low frequency services, with Table 1 revealing each service is centred 
well below 1 GHz.  This low frequency implies a long wavelength which requires physically 
long antenna elements.  Note that the services targeted in this design are different from 
those commonly used in the smaller shark-fin style antennas. 

Advancements in Automotive Antennas   

 

529 

 
 

(a) Completed XC90 vehicle 
(b) Simulations of surface currents for various 

antennas 
© IEEE with permission (Low et al., 2006) 

Fig. 15. Volvo XC90 

 
Fig. 16. XC90 antenna configuration. The film from the top image attaches to the carrier in 
the lower image as shown.  © IEEE with permission (Low et al., 2006) 

Performance of the roof aperture antenna for the FM band was compared in both simulation 
and measurement against a roof mounted monopole with a length of 80 cm and a side 
window antenna as used in an estate car Fig. 15(b). Unsurprisingly, the authors report that 
the roof mounted monopole provided exceptional performance for vertically polarised 
signals, but performed poorly for horizontally polarised signals. On average, the roof 



 New Trends and Developments in Automotive System Engineering 

 

530 

mounted aperture antenna performed approximately 2 dB better than the side window 
antenna, but was unable to trump the roof mounted monopole for vertical polarisation gain. 

5.7 Body integrated spiral antenna 
Researchers in Germany investigated the possibility of mounting a cavity-backed spiral 
antenna in the trunk lid of a car (Gschwendtner & Wiesbeck, 2003).  The four arm spiral 
antenna produced is approximately 40cm in diameter and is backed by a metallic cavity 
(Fig. 17(a)).  The spiral supports two modes of radiation depending on how the signal is fed 
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arms, creating a circularly polarised radiator with a maximum at zenith (directly overhead).  
This mode of radiation is ideal for satellite services. 
A metallic cavity with a height of 4 cm was placed below the spiral to stop back-radiation 
into the vehicle body. Measured S-parameters of the antenna with the cavity present are 
shown in Fig. 17(b). The curve is below -10 dB from 670 MHz to beyond 5 GHz for the 
terrestrial mode (|S11|), with the exception of some peaks as high as -8 dB in the frequencies 
below 1.4 GHz. These peaks are due to the presence of the metallic cavity. The satellite mode 
(|S22|) meets the -10 dB requirement from 1.3 GHz to 2.2 GHz, providing broadband 
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Fig. 18 shows the finished antenna installed in the intended location on a vehicle.  The top 
surface is mounted flush with the exterior trunk-lid panel.  No measurements of the antenna 
installed in the vehicle were provided.  The antenna provides for more multiple services due 
to its wideband impedance match and results in an elegant solution, given that the structure 
does not protrude from the vehicle body, eliminating additional drag. 
 

 
Fig. 18. Spiral antenna integrated into the trunk lid of a Mercedes Sedan    
© IEEE with permission (Gschwendtner & Wiesbeck, 2003) 

5.8 Planar Inverted Cone Antenna (PICA) 
The PICA is a low profile antenna (Fig. 19) with a very wideband impedance match (Pell et 
al., 2009).  In its intended application in a vehicle it would be encapsulated in or mounted 
under a polymeric panel in a manner similar to the Volvo XC90 antenna.  This may be 
achieved if the electrical properties of the material are known (Sulic et al., 2007).  However, 
rather than leaving the polymeric panel black, the covering panel could be painted to match 
the colour of the vehicle so that the assembled structure becomes a colour co-ordinated 
component which is indistinguishable from a section of bonnet, roof or trunk. 
 

 
Fig. 19. Planar Inverted Cone Antenna 
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The use of a wideband antenna is similar in concept to that used by Gschwendtner and 
Wiesbeck in the previously examined spiral antenna.  Due to its wide impedance 
bandwidth, a single antenna can cover more than one service if appropriate interfacing 
hardware is provided.  In contrast to the cavity-backed spiral antenna, the PICA provides a 
wider impedance bandwidth and is fabricated on industry standard circuit board material 
(FR-4), making series production affordable.  It requires no cavity, giving a thinner overall 
structure, and may be attached to the underside of surfaces which feature a gentle curve, 
making it a truly conformal solution. 
Being fabricated on a square 20 cm x 20 cm substrate, the enlarged uniplanar CPW-fed PICA 
provides a suitable antenna for many of the services in Table 1. It presents a good 
impedance match to a 50 ohm line over a wide range of frequencies extending from 730 
MHz to beyond 10 GHz (Fig. 20). 
 

 
Fig. 20. Simulated impedance response of the Large PICA antenna 

In the case where an antenna such as the PICA may be encapsulated in the middle of a 
dielectric material, it may experience deformation due to the pressure and flow of material 
during the moulding process.  This requires a thorough understanding of the rheology of 
the material to be used (Sulic et al., 2010). An understanding of the properties of the 
polymer may influence the temperature at which the material is cured during 
manufacturing, and will impact on the way the charge is loaded into the tool in preparation 
for moulding. 
The radiation pattern of the antenna in free space changes across the frequency band in a 
manner convenient for the application.  At each frequency the level of gain in the required 
direction is suitable for vehicular use when mounted in a horizontal attitude, as would be 
the case in a bonnet, roof or trunk lid.  Fig. 21 shows the simulated radiation pattern of the 
antenna at key frequencies in the band.  Where possible, these frequencies were selected to 
align with an automotive service. 
At cellular phone frequencies (Fig. 21(a)) the pattern is wide with low directivity.  The peak 
gain occurs at broadside to the antenna substrate, yet in the plane of the substrate (x-y 
plane) the gain averages about 0 dBi with a null in the y direction.  Given that cellular phone 
towers are terrestrially based, it is this horizontal part of the radiation pattern which is 
critical, and the gain is adequate. 
Fig. 21(b) shows the radiation pattern at the frequency used for GPS.  The radiation pattern 
has become slightly more directed, with a realised gain of 5.7 dBi.  Despite the lack of 
circular polarisation, the radiation performance of the PICA should provide a satisfactory 
signal to a modern receiver unit like the SiRFStarIII™ to enable accurate positioning.  
Verification of this assumption is a matter of present investigation. 
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At 5.9 GHz (Fig. 21(d)) the radiation pattern of the PICA is dominated by the currents 
formed along the tapered slot between the two PICA shapes.  This leads to high gain y-
directed lobes encroaching upon endfire.  This is suitable for vehicle-to-vehicle applications 
where signals should be directed close to the horizon to communicate with nearby 
automobiles and roadside infrastructure. 
 

 
Fig. 21. Simulated 3D radiation patterns of the enlarged uniplanar CPW fed PICA. (a) 850 
MHz, Max gain is 3.9 dBi (b) 1.575 GHz, Max gain is 5.7 dBi (c) 2.4 GHz, Max gain is 8.1 dBi 
(d) 5.9 GHz, Max gain is 9.6 dBi (e) 9.5 GHz, Max gain is 11 dBi 
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5.9 Antennas integrated into Plastic Trunk Lid 
Heinz Lindenmeier and his team at the University of the Bundeswehr Munich have made an 
outstanding contribution to vehicular antennas over many decades, particularly with 
regards to amplifiers and diversity systems.  Lindenmeier and his team presented an 
antenna concept for application in cars with plastic trunk lids (Lindenmeier et al., 2006) as is 
common in some cabriolets and convertibles.  In such vehicles a traditional fixed glass rear 
window is not normally available, so integration into the plastic trunk lid is an ideal 
substitute. 
In order to create an antenna a copper ring is created around the perimeter of the plastic 
trunk lid near the metallic supporting structure (Fig. 22).  Two switches are inserted into this 
ring, and act to control the impedance of the network.  Both ends of the ring are connected 
to an amplifier unit which is used to obtain both FM-diversity and TV reception. 
A separate AM radio feed is connected to a wire antenna geometry which is located inside 
the previously mentioned ring.  A ground plane is also included in the middle of the ring.  
The intention is that a cellular phone antenna, or GPS patch antenna may be installed to this 
location under the polymeric trunk lid.  This would provide an ideal spot to locate antennas 
for higher frequency services and would not disrupt the operation of the lower frequency 
services. 
 

 
Fig. 22. Active antennas integrated into Plastic Trunk Lid    
© SAE International with permission (Lindenmeier et al., 2006) 

5.10 Other automotive antenna configurations 
Satellite Antennas 
Several designs exist for reception of Ku-band satellite signals on either moving or 
stationary vehicles.  High gains of 30 dBi or higher are required, leading to the use of 
reflector antennas (Eom et al., 2007) or array antennas (Mousavi et al., 2008). Reflectors 
antennas are often mechanically steered and housed in a radome which results in a high 
profile device approaching half a meter in depth (Fig. 23(a)). Array antennas use a collection 
of many patch antennas and typically result in roof mounted components with a lower 
profile, thinner than even 10 cm (Fig. 23(b)). These systems may be steered mechanically 
with motors, or electronically by changing the phase between elements. 
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(a) (b) 

Fig. 23. (b) Satellite reflector system © IEEE with permission (Eom et al., 2007),  (c) Satellite 
phased array system © IEEE with permission (Mousavi et al., 2008) 
Collision Avoidance Radar 
Antennas designed to work as part of a collision avoidance radar system are very small 
because of the high frequencies of operation (typically 24 GHz or 77 GHz) which leads to a 
correspondingly short wavelength, and small antenna size.  77 GHz is preferred for Long 
Range Radar detection, up to 150 m in front of the vehicle, while 24 GHz systems are used for 
Short Range Radar where the distance is less than 30 m. Many requirements need to be 
satisfied in designing such antennas (Hoare & Hill, 2000).  Fig. 24 shows some recently 
presented antennas for these purposes.  Fig. 24(a) and (c) show antennas for 77 GHz radar 
systems published in the literature, while Fig. 24(b) shows a commercial system used by 
Mercedes. 
 

 
(a) (b) (c) 

Fig. 24. Automotive Radar antenna configurations    (a) a fabricated 2x1 77 GHz Patch array  
© IEEE with permission (Lee et al., 2005)    (b) the Mercedes Long Range Radar System  © 
IEEE with permission (Wenger, 2005)     (c) a 77 GHz Yagi-Uda antenna used to feed a 
reflector  © IEEE with permission (Beer et al., 2009) 

6. The effect of automotive paints on vehicular antennas 
The effect of automotive paints on vehicular antennas was recently studied in depth (Pell et 
al., n.d.). Two different paint families were investigated including a traditional polyurethane 
chemistry and the modern water-based paints which are gaining increased use because of 
their environmental benefits. Both metallic and non-metallic varieties of the paints were 
investigated. 
Metallic paints present an interesting scenario for antenna applications. Such paints create a 
shimmering visual effect by the inclusion of thousands of small flakes of aluminium in the 
paint (Fig. 25), yet these flakes are inherently conductive. It seems reasonable that the 
presence of these conductive flakes in the near-field of an antenna may potentially cause 
severe disruption to proper antenna operation.   
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Fig. 25. Scanning Electron Microscope image of the edge of a section of paint 

The authors report that the presence of automotive paints has potential to bring about a shift 
in the resonant frequency of an antenna due to the addition of dielectric material.  This effect 
is more pronounced on narrowband antennas. 
Metallic particles in the paint are very small compared to a wavelength at the frequencies of 
interest. The free electrons in the aluminium flakes are not truly free to move since they are 
isolated in the paint binder.  This prevents a true shielding effect as in the case of a continues 
conductor. A slight gain reduction may be observed when paints containing metallic 
particles are applied to antennas. 
Electrostatic primers were also investigated in this work. Such coatings are intended to 
provide a level of DC conductivity to enable electrostatic painting of polymeric parts, which 
results in a high yield with less overspray, and hence a more efficient painting process with 
lower levels of paint wastage. It was found that these coatings were lossy at microwave 
frequencies (due to their DC conductivity), bringing about a gain reduction of 
approximately 1.5 dB on a narrowband patch antenna. This implies that for any polymeric 
panels containing antennas, the structure should be painted offline, or in a manner not 
requiring application of an electrostatic primer. 

7. Conclusion 
Automotive antennas have seen significant advancements in recent years.  No longer is a 
large protruding fender mounted mast antenna the norm for production vehicles.  As seen 
from the antenna configurations mentioned here, a good impedance match can be obtained 
for a wide frequency range. Also, depending on the frequency range being targeted, it is 
possible to achieve acceptable gains and directivities. These developments augur well for 
the deployment of a new range and type of integrated vehicular antennas. Future 
developments will likely focus on two key areas: further integration of the antenna 
components with the vehicle structure, and new antenna configurations for radar and 
vehicle-to-vehicle communication services. With the developments in antenna design 
mentioned in this chapter, further integration of antennas within vehicular components will 
be expected, particularly with the present inexorable drive from within the automotive 
industry, to shift more automotive components from metallic to polymeric materials. 

Aluminium Flakes 
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1. Introduction

Automotive sub-systems, from security and energy, to comfort and entertainment, include
several examples of entanglement between electronics and mechanics (H. Casier & Appeltans,
1998). Their correct modeling is of key importance during the design cycle, and, from
conception to test, real critical conditions due to mechanic, thermal and electromagnetic
stress sources must be taken into account. Typical design and test methodologies are both
electronic and electro-thermo-mechanical, but they focus on a single fault source at a time.
Moreover in most of the cases they are applied late in the design cycle. Accurately emulating
a multi-disciplinary system during both design and test phases is of great importance when
reliability is the first concern as in the automotive scenario case. The methodology tackled
in this chapter, based on the VHDL-AMS language, can be applied both during design and
performance or fault analysis and allows to focus on electronic devices internal parameters at
a detailed level, and, meanwhile, to evaluate the influence of other electronics devices in the
car system, the electro-mechanics of the vehicle and the static and dynamic usage conditions.
One of the language/simulator used by system engineers in this field is Matlab/Simulink
(Friedman, 2005) which allows modeling both electronic and mechanical systems at a very
high hierarchical level, thus allowing to understand relations between the two fields from a
system perspective. Problems arise when designers need to accurately model both electronic
and mechanical devices.
VHDL-AMS (1076.1, 1999) is a superset of VHDL, thus not only digital constructs are
supported but electrical quantities, differential equations and algebraic constraints can be
modeled as well. The effect is the possibility to describe mixed-technology systems, ranging
from mechanics to optics, from thermodynamics to chemistry without the need to change
simulation tool. Its suitability for automotive electro-mechanical systems modeling results
in the effectiveness in capturing the impacts of electronic blocks at the system level, and, on
the other hand, in achieving a good understanding of impact mechanics on electronic design
choices as well.
Multi-resolution is a further relevant VHDL-AMS characteristic: It allows to describe
different blocks in the system using different levels of abstraction, depending on the focus
needed for different devices. In the automotive context this is a great improvement as it
implies, for example, that critical electronic blocks can be accurately described, while the
thermo-mechanical car environment can be only approximately represented. This favours
a lightweight simulation in terms of required CPU time. A further important achievement
consists in the possibility to capture the effects of electronic details at the system level, and, on
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the other hand, in obtaining a good understanding of mechanics impact on electronics design
choices.
As a case of study on the subject, in this chapter we describe the behaviour of CD players
for vehicle dashboard when realistic shocks through the vehicle suspension system due
to the variable roadway profile are considered as environment conditions. A VHDL-AMS
analysis environment is modeled based on the CD player electro-mechanical structure, on its
connections to the vehicle dashboard, body, and suspension system, and on the relationships
to roadway irregular profile. A real audio waveform is included in the simulation, modulated
and transformed in the optical binary informations stored in the CD. Afterwords it is used as
a real input.
This methodology is compared to traditional ones which imply real mechanical shocks
transmitted to a CD player to emulate roadway profiles and audio quality detection.
We show that this multi-disciplinary and multi-resolution methodology, a new approach in
fault-related literature, is feasible. We show that it allows to reproduce traditional shock
tests as well. We thus demonstrate how faults conditions could be anticipated before the
production phase. A simulation framework as the one described in this chapter gives
the possibility to analyze the impact of electronics sub-systems parameters and of vehicle
characteristics on system performance. This “integrated method” allows then to understand
the failure sources connected to a real application environment and their possible solutions.
This detailed information are not usually derived from traditional simulations and tests. In
several points of the chapter, thus, evidences are given of how such a multi-disciplinary and
multi-resolution methodology pinpoints that critical conditions could be anticipated before
the production phase. On the author knowledge, often in the industrial field specific design
values are not defined on a rigorous basis, but, on the contrary, chosen using a trial and
error methodology. This is clearly expensive, especially in the car electro-mechanical system
industry.
The chapter is organized as follows: in section 2 the principle of CD player electrical,
mechanical and optical operations are given together with the vehicle suspension system
organization, while in section 3 traditional test structures for autovehicle and dashboard CD
player are described. In section 4 previous works based on VHDL-AMS are briefly reviewed
and few hints on VHDL-AMS are reported. In section 5the detailed model of the whole system
is described giving VHDL-AMS examples, while in section 6 simulation results are presented
and discussed. Final remarks and conclusions are in section 7.

2. The CD player in a car dashboard: electronic, optical and mechanical system

In this section the basic operations of the CD player (for details see Mansuripur (1994)) and
the car system will be given without the aim of being exhaustive, as this is not the focus of the
work.
Audio data, sampled at 44.1kHz, are not directly stored in the Compact Disk, but are
partially modified to decrease error rates during music play back. Error codes insertion and
interleaving are used during data packets creation. Furthermore, data are encoded using Eight
Fourteen Modulation (EFM): Each 8 bits packet is encoded in a 14 bits one, in such a way
that the number of ‘1’s is as small as possible, and the distance between two ‘1’s is as high as
possible. Such encoded numbers are not directly stored on the CD support in the EFM form as
each ‘1’ is interpreted as a variation between a stored ‘0’ (called land) and a stored ‘1’ (called pit)
or vice-versa. Thanks to EFM encoding, then, the physical distance between two transitions
is higher than a given threshold. This is important as the reading system has an intrinsic
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inertia and a limited accuracy in detecting the 0/1 or 1/0 variations. In figure 1 an example
of data stored on the physical disk surface in terms of pits and lands and their correspondence
to the EFM encoded data is shown. By means of a laser diode and a complex optical system

LAND PIT

CD TOP

0100001000100010000000010000000000001000001000010

CD BOTTOM

LENS

EFM DATA

Fig. 1. CD pits and lands stored data.

a light signal with λ ≈ 500nm is focused on the bottom side of the CD. The light is reflected
back by pits and lands with a phase difference. The land and pit vertical height is accurately
sized so that the signal reflected by the land has a phase difference of 180◦ with respect to the
incoming wave. Thus a destructive interference occurs and no light signal is noticed back at
the detecting system – i.e. a land corresponds to a ‘0’. On the other hand, the pit fully reflects
the signal, and thus it corresponds to a ‘1’. These informations are read back by the audio
data reconstruction system. The pit/land sequence is stored in a spiral on the CD support.
Each sequence is separated from its neighbour one by a land track, as detailed in figure 2. The

land
track i+1

track i

track i−1

land
pit

Fig. 2. CD data tracks. Left: photograph (Mansuripur, 1994). Right: detail of three tracks
organized in pits and lands.

optical system, called pick-up, follows the track thanks to the rotation of the CD support due
to a spindle motor and to a radial movement of the lens support. For a correct pit/land reading
three important errors must be controlled. First, the optical system must be in focus; second,
the laser should follow almost exactly the track spiral; third, the disk must be aligned to its
ideal rotational axis. In the first case, shown in figure 3, if the lens is not at the right distance
from the rotating disk, the focus point might not correspond to the pit/land surface, and the
0/1 data is incorrectly detected. The error is of vertical type and depends on external shaking,
positioning tolerances or not planar CD surface. The tracking error, shown in the right sketch
of figure 3, is of radial type, depends on bad disk centering and must be accurately checked as
in a CD radius of about 3 cm the spiral may count up to 20000 adjacent tracks. Again, if this
error is larger than a given threshold the 0/1 data is incorrectly detected. Last, due to the CD
positioning system intrinsic errors, the disk may not be aligned to its ideal rotational axis: In
this case both a vertical (focus) and a horizontal (tracking) error will be present. The CD player
has an automatic system to control both focus and tracking errors. The signal reflected by the
pit/land surface is elaborated by the lens system and deflected towards a photo-diode array.
Whether the focus point is correct, then the deflection is uniform on all the photo-diodes;
on the contrary, if the focus point is ahead of or behind the pit/land surface, each couple of
photo-diodes senses a different deflected light. Uniform or different electrical signals will
be then transmitted by the photo-diodes to an electronic system combining its inputs into
a single amplified output correspondent to the detected focusing error. This signal will be
used to drive a coil, which will generate the force needed to correct the optical system vertical

543Automotive VHDL-AMS Electro-mechanics Simulations



2 Trends and Developments in Automotive Engineering
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Fig. 2. CD data tracks. Left: photograph (Mansuripur, 1994). Right: detail of three tracks
organized in pits and lands.

optical system, called pick-up, follows the track thanks to the rotation of the CD support due
to a spindle motor and to a radial movement of the lens support. For a correct pit/land reading
three important errors must be controlled. First, the optical system must be in focus; second,
the laser should follow almost exactly the track spiral; third, the disk must be aligned to its
ideal rotational axis. In the first case, shown in figure 3, if the lens is not at the right distance
from the rotating disk, the focus point might not correspond to the pit/land surface, and the
0/1 data is incorrectly detected. The error is of vertical type and depends on external shaking,
positioning tolerances or not planar CD surface. The tracking error, shown in the right sketch
of figure 3, is of radial type, depends on bad disk centering and must be accurately checked as
in a CD radius of about 3 cm the spiral may count up to 20000 adjacent tracks. Again, if this
error is larger than a given threshold the 0/1 data is incorrectly detected. Last, due to the CD
positioning system intrinsic errors, the disk may not be aligned to its ideal rotational axis: In
this case both a vertical (focus) and a horizontal (tracking) error will be present. The CD player
has an automatic system to control both focus and tracking errors. The signal reflected by the
pit/land surface is elaborated by the lens system and deflected towards a photo-diode array.
Whether the focus point is correct, then the deflection is uniform on all the photo-diodes;
on the contrary, if the focus point is ahead of or behind the pit/land surface, each couple of
photo-diodes senses a different deflected light. Uniform or different electrical signals will
be then transmitted by the photo-diodes to an electronic system combining its inputs into
a single amplified output correspondent to the detected focusing error. This signal will be
used to drive a coil, which will generate the force needed to correct the optical system vertical
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Fig. 3. Neighbour tracks stored in spirals as shown in figure 2. Focus and tracking errors.

position with respect to the disk. Theoretically, this feedback system will reach a balance point
when the error is zeroed. In a real case, a given tolerance is the reached target. The tracking
system is based on a similar principle and acts on the signal of other two photo-diodes. They
receive, when on track, almost zeroed light back by the land spirals which are on the right and
left of the main track spiral. These lands are lighted by two lateral components of the main
laser diode emitted beam (details in figure 3 on the right). In case the radial motion of the lens
system is not correctly following the track spiral, then the lateral components would reflect
part of a pit of another track, and then the lateral diodes will receive a higher light signal.
Consequent electrical signals at the two photo-diodes output are then combined to force a
current on the coil responsible of the lens radial motion adjustment.
Both tracking and focus correction systems are influenced by external shaking, in particular
in an auto-vehicle which is constantly moving on a not uniform surface. The most relevant
accelerations are not the longitudinal or trasversal ones, which are usually negligible with
respect to track system readings, but the vertical one, strongly influencing focus regulation.
Road irregularities are directly applied to car tyres, which transmit them to wheel axis, and
to the moving part of the suspension system. The set built up by these three components is
usually called not suspended mass, to underline its direct connection to the road, even if a little
degree of displacement filtering is anyway guaranteed by tyres elasticity. The suspension
system links the not suspended mass to the car body (called suspended mass), reducing the
extent of vertical movement, thanks to the combined effect of its spring and shock absorber.
The car body is then supposed to be connected to the dashboard, and to the CD player
enclosure, with a structure of infinite stiffness, while the pick-up mass is linked to the CD
player structure through a suitable damping system.
In section 5 details on the models used to describe the essential electronical, mechanical and
optical systems are reported together with model approximations adopted in this work.

3. The traditional test equipment

Whenever dashboard CD player was tested by a specialized industry, a shaker system is
adopted similar to the one used by our industrial partner (Magneti Marelli S.p.A.). In figure 4,
a block diagram of a typical test configuration is shown. In the lower part a detailed view of
the shaker actuator is visible, which propagates vibrations to the object fixed upon it according
to a given vibrational profile. It is composed by three main blocks: an external fixed structure,
an inductor, which is connected to it by means of a damper, and the vibrating plate upon
which the object to be tested is fixed. The inductor is immersed in a static magnetic field,
and, thanks to an appropriate current which flows through it, generates a force transmitted
to the vibrating plate. The current is controlled by an external instrument connected to a PC
and amplified before being injected in the inductor. Feedback through a control system is

544 New Trends and Developments in Automotive System Engineering yAutomotive VHDL-AMS Electro-mechanics Simulations 5

Fig. 4. Block diagram of CD player test configuration.

needed, to guarantee desired acceleration of the device under test. Input of the control system
is the shaking profile defined by the user through the PC. This vibrating shape, in most of the
cases, is directly provided by the CD player producer and should correspond to the maximum
shocks tolerated by the device. The most frequently used profiles are of sine and bump type.
In the former case, frequencies are automatically swept within a range chosen by the user.
The aim is to analyze the response when a continuous vibration is present, as, for example, in
the case of an auto-vehicle driving on a constantly irregular road profile. In the latter wave,
a single but more violent vibration is used to test the CD player functionality (often, a sine
semi-period is used as a profile) emulating a unique road irregularity.
The problems with this kind of tests are threefold. First, the vibrational profiles should be as
similar as possible to the dashboard ones, but, on one hand, they are extremely dependent
on the vehicle characteristics, and, on the other hand, the shaker system, even if carefully
controlled, may introduce differences with respect to a real car system. Second, CD player
performance are revealed by listening to the audio track and simply defining if, and how
much frequently, an interruption occurred. Even if near to what the car user perceives, this is
only a superficial error detection, it is subject to the user who is executing the test, and, most
important, is an on-off test, as it does not reveal the error entity nor the location of the cause.
Third, these are performed very late in the production cycle, as they are post-production tests
or, in many cases, executed once the car producer has already installed the player and verified
a systematic failure in the car plus CD player ensemble. From the point of view of CD player
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a block diagram of a typical test configuration is shown. In the lower part a detailed view of
the shaker actuator is visible, which propagates vibrations to the object fixed upon it according
to a given vibrational profile. It is composed by three main blocks: an external fixed structure,
an inductor, which is connected to it by means of a damper, and the vibrating plate upon
which the object to be tested is fixed. The inductor is immersed in a static magnetic field,
and, thanks to an appropriate current which flows through it, generates a force transmitted
to the vibrating plate. The current is controlled by an external instrument connected to a PC
and amplified before being injected in the inductor. Feedback through a control system is
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cases, is directly provided by the CD player producer and should correspond to the maximum
shocks tolerated by the device. The most frequently used profiles are of sine and bump type.
In the former case, frequencies are automatically swept within a range chosen by the user.
The aim is to analyze the response when a continuous vibration is present, as, for example, in
the case of an auto-vehicle driving on a constantly irregular road profile. In the latter wave,
a single but more violent vibration is used to test the CD player functionality (often, a sine
semi-period is used as a profile) emulating a unique road irregularity.
The problems with this kind of tests are threefold. First, the vibrational profiles should be as
similar as possible to the dashboard ones, but, on one hand, they are extremely dependent
on the vehicle characteristics, and, on the other hand, the shaker system, even if carefully
controlled, may introduce differences with respect to a real car system. Second, CD player
performance are revealed by listening to the audio track and simply defining if, and how
much frequently, an interruption occurred. Even if near to what the car user perceives, this is
only a superficial error detection, it is subject to the user who is executing the test, and, most
important, is an on-off test, as it does not reveal the error entity nor the location of the cause.
Third, these are performed very late in the production cycle, as they are post-production tests
or, in many cases, executed once the car producer has already installed the player and verified
a systematic failure in the car plus CD player ensemble. From the point of view of CD player
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or car manufacturers the information available after the execution of this kind of tests are far
from being useful. In fact the need is to understand how and in which point modifications
suitable to problem recovery can be performed. Moreover, the kind of vehicle must be taken
in account as well. Even if this traditional system can still be useful, new, more sophisticated
methods should be adopted to avoid long and expensive trial-and-error iterations.

4. VHDL-AMS: a multidisciplinary language for multi-resolution simulations

The VHDL language is thought for discrete systems modeling, like digital signals in digital
circuits, but nowadays designs often needs the description of continuous characteristics. For
example this happens in digital systems when sub-micron effects must be taken into account,
or in analog and mixed-signal electrical design, or even in mixed electrical/not-electrical
systems. VHDL-AMS supports discrete features but allows the adoption of continuous
models based on differential algebraic equations, thanks to a dedicated analog solver. A
few works document the use of VHDL-AMS as an effective simulation language for efficient
design of complex mixed-signal electronics systems (Christen & Bakalar, 1999), especially
in the telecommunication field. In (R. Ahola & Sida, 2003) a Bluetooth transceiver was
first modeled using a simple behavioral description. Later, few blocks where refined and
described so as to match the transistor level model. Basic functionality tests using an abstract
VHDL-AMS behavioural description were used in (J. Oudinot & Le-clerc, 2003) showing the
feasibility of a full transceiver circuit simulation. In (E. Normark & Nikitin, n.d.) RF blocks of a
DQPSK transceiver and a channel model were implemented adding white Gaussian noise and
achieving results very close to theoretical models. A methodology for the design of RF circuits
in VHDL-AMS starting from flexible specifications and assuring an accurate description of
noise and nonlinear effects was proposed in (W. Yang & Yan, 2005). In (Godambe & Shi,
1998) the real behavior of a PLL was modeled using VHDL-AMS adding jitter: the phase
noise simulated spectrum was in good agreement with measured results. A top-down design
methodology, validated by measurements, was proposed in (V. Nguyen & Naviner, 2005) for
the design of a delta-sigma modulator. After a coarse description of components, various
error sources like jitter, thermal noise, and capacitor mismatch were added to models. The
modulator was finally designed in a CMOS process and measurements confirmed both model
accuracy and top-down methodology effectiveness. In (L.A.Barragan & Burdio, 2008) authors
use both VHDL and VHDL-AMS to model digital and mixed-signal circuits thought to reduce
conducted electromagnetic interference (EMI) caused by resonant inverters in induction
heating home appliances. A methodology for the design, the simulation and the fault analysis
of a Controller Area Network (CAN) bus is presented in (W. Prodanov & Buzas, 2009). In
(Santarini, 2006) VHDL-AMS is suggested to model complex electronic systems interacting
inside the automotive environment, with varying hierarchical depth. An interesting
application to automotive systems is in (M. Gursoy & Pelz, 2008) where a methodology is
presented to investigate and predict the effects of the interaction between CAN transceivers
and twisted pair transmission line connecting them in terms of electromagnetic emission. The
language ability to solve differential algebraic equations allows modeling of not-electronic
systems. In (F. Pecheux & A.Vachoux, 2005) several disciplines are involved in the modeling
of an airbag system. Electrical, thermal, optical, mechanical and chemical knowledges are
synthesized in the resulting model. A further up-to-date example is in F. Gao & Moudni
(2010), where a multidomain dynamic proton-exchange-membrane fuel-cell stack model is
described and simulated using VHDL-AMS. In (H. Boussetta & Soudani, 2010) a physical
model of a microelectromechanical system piezoelectric microgenerator and its controlling
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circuit is presented and their interaction analyzed. This capability is in fact particularly
suitable to accurately represent automotive electro-mechanic components. Actually, the
design of automotive systems requires a multitude of single components and sub-blocks,
while, at the same time, complete system analyses are needed as well. In (Moser &
Mittwollen, 1998) the first results of a joint project between automotive industry partners
and tool makers are presented in the modeling of a brake system with ABS including
hydraulics, mechanics and control aspects. In (D. Metzner & Schafer, 2002) a methodology
for VHDL-AMS based specification, design and verification of an automotive Smart Power
IC is presented. In (Wang & Kazmierski, 2005a) the same language is used for modeling,
simulating and optimizing a fuzzy logic controller for an active suspension system. In
(Wang & Kazmierski, 2005b) mixed mode simulation is the basis to model an active vibration
isolation system in automotive environment. As previously pointed out, the VHDL-AMS
language has another key characteristic: it allows to describe systems with different levels
of abstraction. This makes a top-down design methodology viable, in which a preliminary
behavioural description of components allows a coarse functionality test of the system, while
progressive refinements define real circuit performance. This feature is particularly enhanced
by ADMS (MentorGraphics, 2004) which allows to co-simulate both high level VHDL-AMS
architectures and Spice-level netlists using ELDO in the same simulation environment, as
shown in (M. R. Casu & Zamboni, 2007)(M.R. Casu & Graziano, 2008). In case an automotive
device was to be modeled, this multi-resolution capability implies that critical electronic
blocks can be roughly described at first. Later they are accurately refined, thus exploiting
the native VHDL-AMS strength in modeling digital and analog devices, if needed, down to
transistor level. On the other hand, the thermo-mechanical car environment can be coarsely
represented, if less important, thus allowing a lightweight simulation from the point of view
of CPU time. It is then of great interest the possibility to capture the effects of electronic details
at system automotive level, and, conversely, the crucial capability of deriving electronic device
design constraints from car system bound required performance. The design of the electronic
system will be thus effectively optimized taking into account a real mechanical environment,
so that reliability and fault test cases are reduced. In this work, starting from (Bisoffi, 2006)
even if we do not go into details of the electronic system, we show how it is possible to create,
early in the production phase, a fault analysis exploiting VHDL-AMS capabilities. It means
co-simulating electronic and mechanical devices to point out their entangled operations, and,
most important, analyzing how the performance of such a system is influenced by its real
application environment.

5. Modeling dashboard CD player using VHDL-AMS

In section 5.1 we will describe the entire car and CD player macro-blocks and their principal
interactions, while in the successive sections we will focus on the most important sub-blocks.

5.1 The system
The block diagram described using VHDL-AMS is shown in figure 5, in which the three
mechanical, electrical and optical systems are depicted, together with their relationships.
The mechanical block includes the car tyres and suspensions system, the dashboard, the CD
external structure, the pick-up and the track control sections. Inputs of this part are:

- Anterior and posterior roadway profiles to the tyres Z-road-ant and Z-road-post.

- Vertical shift and radial shift of the disk due to an error in its positioning system.
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or car manufacturers the information available after the execution of this kind of tests are far
from being useful. In fact the need is to understand how and in which point modifications
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in account as well. Even if this traditional system can still be useful, new, more sophisticated
methods should be adopted to avoid long and expensive trial-and-error iterations.

4. VHDL-AMS: a multidisciplinary language for multi-resolution simulations

The VHDL language is thought for discrete systems modeling, like digital signals in digital
circuits, but nowadays designs often needs the description of continuous characteristics. For
example this happens in digital systems when sub-micron effects must be taken into account,
or in analog and mixed-signal electrical design, or even in mixed electrical/not-electrical
systems. VHDL-AMS supports discrete features but allows the adoption of continuous
models based on differential algebraic equations, thanks to a dedicated analog solver. A
few works document the use of VHDL-AMS as an effective simulation language for efficient
design of complex mixed-signal electronics systems (Christen & Bakalar, 1999), especially
in the telecommunication field. In (R. Ahola & Sida, 2003) a Bluetooth transceiver was
first modeled using a simple behavioral description. Later, few blocks where refined and
described so as to match the transistor level model. Basic functionality tests using an abstract
VHDL-AMS behavioural description were used in (J. Oudinot & Le-clerc, 2003) showing the
feasibility of a full transceiver circuit simulation. In (E. Normark & Nikitin, n.d.) RF blocks of a
DQPSK transceiver and a channel model were implemented adding white Gaussian noise and
achieving results very close to theoretical models. A methodology for the design of RF circuits
in VHDL-AMS starting from flexible specifications and assuring an accurate description of
noise and nonlinear effects was proposed in (W. Yang & Yan, 2005). In (Godambe & Shi,
1998) the real behavior of a PLL was modeled using VHDL-AMS adding jitter: the phase
noise simulated spectrum was in good agreement with measured results. A top-down design
methodology, validated by measurements, was proposed in (V. Nguyen & Naviner, 2005) for
the design of a delta-sigma modulator. After a coarse description of components, various
error sources like jitter, thermal noise, and capacitor mismatch were added to models. The
modulator was finally designed in a CMOS process and measurements confirmed both model
accuracy and top-down methodology effectiveness. In (L.A.Barragan & Burdio, 2008) authors
use both VHDL and VHDL-AMS to model digital and mixed-signal circuits thought to reduce
conducted electromagnetic interference (EMI) caused by resonant inverters in induction
heating home appliances. A methodology for the design, the simulation and the fault analysis
of a Controller Area Network (CAN) bus is presented in (W. Prodanov & Buzas, 2009). In
(Santarini, 2006) VHDL-AMS is suggested to model complex electronic systems interacting
inside the automotive environment, with varying hierarchical depth. An interesting
application to automotive systems is in (M. Gursoy & Pelz, 2008) where a methodology is
presented to investigate and predict the effects of the interaction between CAN transceivers
and twisted pair transmission line connecting them in terms of electromagnetic emission. The
language ability to solve differential algebraic equations allows modeling of not-electronic
systems. In (F. Pecheux & A.Vachoux, 2005) several disciplines are involved in the modeling
of an airbag system. Electrical, thermal, optical, mechanical and chemical knowledges are
synthesized in the resulting model. A further up-to-date example is in F. Gao & Moudni
(2010), where a multidomain dynamic proton-exchange-membrane fuel-cell stack model is
described and simulated using VHDL-AMS. In (H. Boussetta & Soudani, 2010) a physical
model of a microelectromechanical system piezoelectric microgenerator and its controlling
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circuit is presented and their interaction analyzed. This capability is in fact particularly
suitable to accurately represent automotive electro-mechanic components. Actually, the
design of automotive systems requires a multitude of single components and sub-blocks,
while, at the same time, complete system analyses are needed as well. In (Moser &
Mittwollen, 1998) the first results of a joint project between automotive industry partners
and tool makers are presented in the modeling of a brake system with ABS including
hydraulics, mechanics and control aspects. In (D. Metzner & Schafer, 2002) a methodology
for VHDL-AMS based specification, design and verification of an automotive Smart Power
IC is presented. In (Wang & Kazmierski, 2005a) the same language is used for modeling,
simulating and optimizing a fuzzy logic controller for an active suspension system. In
(Wang & Kazmierski, 2005b) mixed mode simulation is the basis to model an active vibration
isolation system in automotive environment. As previously pointed out, the VHDL-AMS
language has another key characteristic: it allows to describe systems with different levels
of abstraction. This makes a top-down design methodology viable, in which a preliminary
behavioural description of components allows a coarse functionality test of the system, while
progressive refinements define real circuit performance. This feature is particularly enhanced
by ADMS (MentorGraphics, 2004) which allows to co-simulate both high level VHDL-AMS
architectures and Spice-level netlists using ELDO in the same simulation environment, as
shown in (M. R. Casu & Zamboni, 2007)(M.R. Casu & Graziano, 2008). In case an automotive
device was to be modeled, this multi-resolution capability implies that critical electronic
blocks can be roughly described at first. Later they are accurately refined, thus exploiting
the native VHDL-AMS strength in modeling digital and analog devices, if needed, down to
transistor level. On the other hand, the thermo-mechanical car environment can be coarsely
represented, if less important, thus allowing a lightweight simulation from the point of view
of CPU time. It is then of great interest the possibility to capture the effects of electronic details
at system automotive level, and, conversely, the crucial capability of deriving electronic device
design constraints from car system bound required performance. The design of the electronic
system will be thus effectively optimized taking into account a real mechanical environment,
so that reliability and fault test cases are reduced. In this work, starting from (Bisoffi, 2006)
even if we do not go into details of the electronic system, we show how it is possible to create,
early in the production phase, a fault analysis exploiting VHDL-AMS capabilities. It means
co-simulating electronic and mechanical devices to point out their entangled operations, and,
most important, analyzing how the performance of such a system is influenced by its real
application environment.

5. Modeling dashboard CD player using VHDL-AMS

In section 5.1 we will describe the entire car and CD player macro-blocks and their principal
interactions, while in the successive sections we will focus on the most important sub-blocks.

5.1 The system
The block diagram described using VHDL-AMS is shown in figure 5, in which the three
mechanical, electrical and optical systems are depicted, together with their relationships.
The mechanical block includes the car tyres and suspensions system, the dashboard, the CD
external structure, the pick-up and the track control sections. Inputs of this part are:

- Anterior and posterior roadway profiles to the tyres Z-road-ant and Z-road-post.

- Vertical shift and radial shift of the disk due to an error in its positioning system.
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Fig. 5. Block diagram of the car and CD player mechanical (dotted box), electrical (dashed
box) and optical (dash-dotted box) systems.

- Inductors currents of the pick-up i1-p, i2-p and radial tracking i1-t, i2-t, driven by the
electrical system.

The pick-up and track block positions Z-pickup (vertical) and R-track (radial) are the physical
outputs, used in the model to generate the focus and tracking error, used as inputs of the
optical system model.
State variables are the vertical positions of the suspensions, the dashboard and the CD
structure. Parameters are the auto-vehicle and CD player mechanical characteristics.
The electrical block includes the focus and tracking control devices and the audio data
reconstruction system. Photo-diodes output signals a, b, c, d, e, f are the inputs, while
the currents for the pick-up and tracking coils (i1-p, i2-p, i1-t, i2-t) and the binary data
out correspondent to pit and land variations are the computed outputs. The electrical
characteristics of electronic control devices are the parameters of this system.
The optical block is composed of lens and photo-diodes. It receives as inputs pit/land physical
track data and focus and tracking errors from the mechanical system. Last, it generates as
outputs the photo-diodes signals. The latter devices characteristics are parameters for this
system, together with the factors we used to model optical lenses.

5.2 The car model
We simplified the model assuming the vehicle was symmetrical with respect to the
longitudinal axis. Moreover, the suspension system is simplified, as already explained in
section 2using a two degrees of freedom (2dof ) De Carbon model of type mass-spring-damper,
representing one quarter of the vehicle and sketched in figure 6. The model consists of two
masses, the suspended (Ms) and the not-suspended (Mns) ones. The former includes vehicle
structure and half of the spring-damper-suspension mass. The latter includes wheel and its
connection structure, brake and the other half of above-mentioned mass. Both suspension and
tyre are modeled with their rigidity and damping factors Ks, Cs, Kt, Ct.
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Fig. 6. Mechanical model of two degrees of freedom car suspension.
The depicted model leads to the following differential equations pair:
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According to them, the resulting VHDL-AMS description of the two degrees of freedom
system can be written in the following way:

entity twodof is
generic (constant Kt :REAL := 0.0;

constant Ct :REAL := 0.0;
constant Ks :REAL := 0.0;
constant Cs :REAL := 0.0;
constant Mns :REAL := 0.0;
constant Ms: REAL := 0.0);

port (terminal t_h,t_zns,t_zs: translational);
end entity twodof;

architecture Level0 of twodof is
quantity h across t_h to translational_ref;
quantity zns across zns2 through t_zns

to translational_ref;
quantity zs across zs2 through t_zs

to translational_ref;
begin

zs’dot’dot == (Ks*(zns-zs) +
+ Cs*(zns’dot-zs’dot))/Ms;

zns’dot’dot == (Kt*(h-zns) +
+ Ct*(h’dot-zns’dot) +
- Ms*zs’dot’dot)/Mns;

end architecture Level0;

The structure is composed, as in standard VHDL, by an entity, twodof. Rigidity and damping
parameters are passed as generics, which values are set when this block will be instantiated
within the higher hierarchical levels of the architecture. The ports, instead, represent the
available connections to other blocks.
They are of translational type, an addition in the VHDL-AMS syntax with respect to traditional
VHDL. They represent as translational ref the position (th, that is, the road), the not-suspended
mass position (tzns) and, the suspended mass position (tzs), respectively.
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- Inductors currents of the pick-up i1-p, i2-p and radial tracking i1-t, i2-t, driven by the
electrical system.

The pick-up and track block positions Z-pickup (vertical) and R-track (radial) are the physical
outputs, used in the model to generate the focus and tracking error, used as inputs of the
optical system model.
State variables are the vertical positions of the suspensions, the dashboard and the CD
structure. Parameters are the auto-vehicle and CD player mechanical characteristics.
The electrical block includes the focus and tracking control devices and the audio data
reconstruction system. Photo-diodes output signals a, b, c, d, e, f are the inputs, while
the currents for the pick-up and tracking coils (i1-p, i2-p, i1-t, i2-t) and the binary data
out correspondent to pit and land variations are the computed outputs. The electrical
characteristics of electronic control devices are the parameters of this system.
The optical block is composed of lens and photo-diodes. It receives as inputs pit/land physical
track data and focus and tracking errors from the mechanical system. Last, it generates as
outputs the photo-diodes signals. The latter devices characteristics are parameters for this
system, together with the factors we used to model optical lenses.

5.2 The car model
We simplified the model assuming the vehicle was symmetrical with respect to the
longitudinal axis. Moreover, the suspension system is simplified, as already explained in
section 2using a two degrees of freedom (2dof ) De Carbon model of type mass-spring-damper,
representing one quarter of the vehicle and sketched in figure 6. The model consists of two
masses, the suspended (Ms) and the not-suspended (Mns) ones. The former includes vehicle
structure and half of the spring-damper-suspension mass. The latter includes wheel and its
connection structure, brake and the other half of above-mentioned mass. Both suspension and
tyre are modeled with their rigidity and damping factors Ks, Cs, Kt, Ct.
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According to them, the resulting VHDL-AMS description of the two degrees of freedom
system can be written in the following way:

entity twodof is
generic (constant Kt :REAL := 0.0;

constant Ct :REAL := 0.0;
constant Ks :REAL := 0.0;
constant Cs :REAL := 0.0;
constant Mns :REAL := 0.0;
constant Ms: REAL := 0.0);

port (terminal t_h,t_zns,t_zs: translational);
end entity twodof;

architecture Level0 of twodof is
quantity h across t_h to translational_ref;
quantity zns across zns2 through t_zns

to translational_ref;
quantity zs across zs2 through t_zs

to translational_ref;
begin

zs’dot’dot == (Ks*(zns-zs) +
+ Cs*(zns’dot-zs’dot))/Ms;

zns’dot’dot == (Kt*(h-zns) +
+ Ct*(h’dot-zns’dot) +
- Ms*zs’dot’dot)/Mns;

end architecture Level0;

The structure is composed, as in standard VHDL, by an entity, twodof. Rigidity and damping
parameters are passed as generics, which values are set when this block will be instantiated
within the higher hierarchical levels of the architecture. The ports, instead, represent the
available connections to other blocks.
They are of translational type, an addition in the VHDL-AMS syntax with respect to traditional
VHDL. They represent as translational ref the position (th, that is, the road), the not-suspended
mass position (tzns) and, the suspended mass position (tzs), respectively.
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The model is described in the architecture part, in which two differential equations allow
to find the position of the two masses with respect to the road profile. For describing the
equations system VHDL-AMS uses the variable called quantity, which can be of the needed
physical type, in this case translational. Each quantity is based on through and across variables
that can be assimilated to a current and a voltage in an electrical system. An example is in
figure 7, where through and across variables are shown for an electrical, a mechanical and a
thermal system.
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Fig. 7. Electrical, mechanical and thermal VHDL-AMS through and across variables.

A reference model, based on Matlab-Simulink blocks, and shown in figure 8, has been
realized as well, to compare description complexity and results reliability with respect to more
standard modeling techniques. As can be easily seen, VHDL-AMS allows to use a simpler
description, leading to easier model understanding and maintenance.
Simulations have been performed, then, to compare system behaviour with the two modeling
techniques, excited by manifold road profiles. As an example of the obtained results, in
figure 9 the suspension position (Zs) caused by a typical bump on the road is reported for
the two models. The profiles are almost superposed, thus showing a good reliability of
the VHDL-AMS description. The input is exactly one half period of sine wave with 10 cm
amplitude and 10 Hz frequency.
The vehicle described in our model is composed of two 2dof blocks connected to the front
and back axles, as sketched in figure 5. They are used to reckon the dashboard vertical
position using the vehicle body model and the distances between the dashboard and the two
suspensions (x − ant and x − post). For simplicity, in our model, car body is supposed to be
rigid, and dashboard position is computed as

Zdashboard =
Zsusp−antxant + Zsusp−postxpost

xant + xpost

This complexity reduction leads to four degrees of freedom compared to eight ones and will
collapse the influence of the road irregularity on the vertical error. We will not take into
account radial error effects due to different road profiles coupled to two tyres on the same
axle. This does not influence essential results of our work, but will be implemented in its
future development to improve results accuracy. Suspension parameter values used in our
simulations are for two kind of vehicles: a comfort one and a handling one, representing two
different kind of performance required by suspension systems. Their values are reported in
table 1.
The car system vehicle is described using VHDL-AMS stepping up to a higher hierarchical
level, which includes the body model and the suspension block as components, as reported in
the preceding code. Before the real architecture description begins, four terminals are declared
for supporting the connections among the blocks. The architecture is described using one
instance of the body (vehicle-instance) and two instances (front and back) of the 2dof blocks
(anterior-susp-instance and posterior-susp-instance).
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Fig. 9. Suspension displacement (Zs) for a roadway bump profile. Matlab and VHDL-AMS
simulation results.
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Comfort Handling
front axle back axle front axle back axle

ms 756.7 Kg 596.3 Kg 756.7 Kg 596.3 Kg
mns 85 Kg 80 Kg 85 Kg 80 Kg
Ks 33333.3 N/m 21428.6 N/m 46666.6 N/m 30000.04 N/m
Cs 8667 N/(m/s) 6667 N/(m/s) 12133 N/(m/s) 9333 N/(m/s)
Kt 17000 N/m 17000 N/m +40 23800 N/m 23800 N/m
Ct 1000 N/(m/s) 1000 N/(m/s) 1400 N/(m/s) 1400 N/(m/s)

Table 1. Rigidity and damping factors for comfort and handling vehicle models.

entity vehicle is
port (terminal t-road-ant, t-road-post,

t_dashboard: translational);
end veicolo;

architecture Level1 of vehicle is
component twodof

generic ( constant Kt :REAL := 0.0;
constant Ct :REAL := 0.0;
constant Ks :REAL := 0.0;
constant Cs :REAL := 0.0;
constant Mns :REAL := 0.0;
constant Ms: REAL := 0.0);

port (terminal t_h, t_zns,
t_zs: translational);

end component;
component bodymodel

generic (constant x-ant :REAL := 0.0;
constant x-post :REAL := 0.0);

port (terminal t_zsant, t_zspost,
t_zdash: translational);

end component;

terminal zns_ant, zns_post,
zs_ant, zs_post: translational;

begin
vehicle-instance : bodymodel
generic map (x-ant => 0.82, x-post => 1.88)
port map ( t_zsant => zs_ant, t_zspost =>

zs_post, t_zdash => t_zdashboard);

anterior-susp-instance : twodof
generic map ( Kt => 1.7e5, Ct =>1.0e3,

Ks => 33333.3, Cs => 8666.6,
Mns => 85.0, Ms => 756.7)

port map ( t_h => t-road-ant, t_zns =>
zns_ant, t_zs => zs_ant);

posterior-susp-instance : twodof
generic map (Kt => 1.7e5, Ct =>1.0e3,

Ks => 21428.6, Cs => 6666.6,
Mns => 80.0, Ms => 596.3)

port map ( t_h => t-road-post, t_zns =>
zns_post, t_zs => zs_post);

end Level1;
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Their terminals are properly connected by a port map and generics are set to values
correspondent to the vehicle model (see table 1). The top level block is connected to the road
profile. This is described, by means of mathematical expressions, as a vertical translation of
the two terminals describing the Z-road-ant and Z-road-post positions. Three different profiles
have been adopted: a sine wave, a bump (a sine semi-period) and a step, in all cases with
parametric amplitudes and frequencies.

5.3 The CD mechanical structure
The block connected to the car body/dashboard is the CD external structure. It has the
Z-cdstructure vertical position. We suppose a rigid connection between the two masses as
usually no suspension system is used by automotive or CD player manufacturers. The optical
body, which position is Z-cd, is linked to the CD external structure, thanks to a suspension
system which limits vibrations transmission from the dashboard to the pick-up. Rigidity
and damping factors which model such suspension are shown in figure 10. The CD pick-up
must be kept at right distance from the CD surface, so that tracks are correctly beamed. To
accomplish this, a coil corrects the pick-up position (Z-pickup) thanks to a current signal i
imposed by the focus block through terminals i1-p, i2-p. The block diagram shows the force
generated by the coil, the inertia opposed by the pick-up mass, and the rigidity and damping
factors of the spring connecting the two components.
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Z−pickup
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..

i

Fi

Z−cdstructure

Ccd

CD structure: mcd

i2−p

Kcd

Z−cdoptic system mass: mpu

i1−p

Kpu

Fig. 10. Mechanical model of the CD structure.

The CD pick-up VHDL-AMS code is reported in the following. Two mechanical and electrical
descriptions can be easily recognized. The rigidity and dumping parameters, together with
the Ki constant in the permanent magnet law, are extremely important for CD behaviour and
performance. The values adopted are reported in table 2. They have been obtained from CD
player specifications, when available, and through a parametric study of the CD behaviour
compared with traditional test results.

entity pickup is
generic (constant Ki : REAL := 0.0;

constant Cpu : REAL := 0.0;
constant Kpu : REAL := 0.0;
constant mpu: REAL := 0.0;
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Their terminals are properly connected by a port map and generics are set to values
correspondent to the vehicle model (see table 1). The top level block is connected to the road
profile. This is described, by means of mathematical expressions, as a vertical translation of
the two terminals describing the Z-road-ant and Z-road-post positions. Three different profiles
have been adopted: a sine wave, a bump (a sine semi-period) and a step, in all cases with
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The CD pick-up VHDL-AMS code is reported in the following. Two mechanical and electrical
descriptions can be easily recognized. The rigidity and dumping parameters, together with
the Ki constant in the permanent magnet law, are extremely important for CD behaviour and
performance. The values adopted are reported in table 2. They have been obtained from CD
player specifications, when available, and through a parametric study of the CD behaviour
compared with traditional test results.

entity pickup is
generic (constant Ki : REAL := 0.0;
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constant Kpu : REAL := 0.0;
constant mpu: REAL := 0.0;
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ind :inductance := 0.0;
i_ic : real := real’low);

port (terminal t_zstrcd, t_zpu: translational;
terminal i1-p, i2-p: electrical);

end entity pickup;

architecture Level0 of pickup is
quantity h across t_zstrcd to translational_ref;
quantity z across z2 through t_zpu

to translational_ref;
quantity v across i through i2-p to i1-p;
quantity Fi: force;

begin
if domain = quiescent_domain and

i_ic /= real’low use i == i_ic;
else v == ind * i’dot; end use;
z’dot’dot == (Kpu*(h-z) +

+ Cpu*(h’dot-z’dot)-Fi)/mpu;
Fi == Ki*i*(z+1.0-h)**2;

end architecture Level0;

The tracking system is similar to the focus one, but simpler. It has no connection to the
dashboard: only a system similar to the pick-up one reported in the previous VHDL-AMS
code. As described above, CD position may be subject to variation with respect to the
ideal one: This corresponds to vertical and radial shifts. These errors are here modeled
as displacements forced by the external world. Both the focus and tracking mechanical
sub-blocks, thus, have been modified by adding as inputs the vertical shifts and radial shifts
respectively. Again, the updated model is not included for sake of brevity.

Kcd Ccd Cpu
3.0e4 N/m 3.0e4 N/(m/s) 10 N/(m/s)

Kpu Ki mcd / mpu
100 N/m 35 N/Am2 0.5Kg/0.02Kg

Table 2. Values adopted for the CD pick-up model.

5.4 The focus and tracking electrical subsystems
The focus block elaborates photo-diodes currents to accomplish the following tasks:

- First, it decides if a ‘0’ or a ‘1’ is present in the CD track.

- Second, it generates an error signal to correct the pick-up position if the four signals
from the photo-diodes a, b, c, d are different, i.e., the CD surface is out of focus.

Focusing block architecture is reported in figure 11. Four amplifiers buffer impedances of the
photo-diodes output to the cascaded block. A differential amplifier generates then the signal

Vd =
R

Rabcs
(b + d)− (a + c)

(if Ra = Rb = Rc = Rd = Rabcs) related to the photo-diodes physical position and the optical
deflection system. As reported in above boxes in figure 11, when the pick-up is in the right
position all photo-diodes receive the same signal, thus Vd = 0. Otherwise, depending on
the focus point position, ahead of the track line or behind, the photodiodes receive vertically
or horizontally unbalanced light signals respectively. The differential signal Vd will be thus
negative or positive. An example of the VHDL-AMS code used to behaviourally model the
operational amplifier is in the following.
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Fig. 11. Focus electrical subsystem.

entity opamp is
generic (alim_plus : REAL := 12.0;

alim_min : REAL := -12.0;
gain : REAL := 1.0e5);

port (terminal in_plus, in_min,
out_op: electrical);

end opamp;

architecture Level0 of opamp is
quantity vd across in_plus to in_min;
quantity vout across i_out through out_op

to electrical_ref;
quantity q : REAL;

begin
q == vd*gain;
if q > (alim_plus-0.5) use

vout == alim_plus-0.5;
elsif q < (alim_min+0.5) use

vout == alim_min+0.5;
else

vout == q;
end use;

end architecture Level0;

In this work we did not model any amplifier offset error as they are considered not meaningful
with respect to the impact of mechanical induced vibrations on system performance. On the
other hand, we model saturation effects in our description, as such distortion could affect
focusing block effectiveness. Anyway, it will be interesting to include in future developments
of this work second order effects of electronic devices as well, in order to asses their impact on
focusing error. The Vd signal should be able to drive the coil which generates the force needed
to correct the pick-up position, as described in section 5.3. This is realized by a system with
feedback that generates a bipolar current needed to drive the linear motor coil L. VHDL-AMS
code of this circuit is not reported for space reasons. The tracking block has a similar structure
and acts on two other photo-diode outputs (e and f) generating a zero signal when the system
is on track: If a lateral shift occurs on the laser direction with respect to the track, the light
received by the two photo-diodes is unbalanced. The correction occurs again forcing a current
with proper direction and amplitude on the tracking block coil.
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entity opamp is
generic (alim_plus : REAL := 12.0;

alim_min : REAL := -12.0;
gain : REAL := 1.0e5);

port (terminal in_plus, in_min,
out_op: electrical);

end opamp;

architecture Level0 of opamp is
quantity vd across in_plus to in_min;
quantity vout across i_out through out_op

to electrical_ref;
quantity q : REAL;

begin
q == vd*gain;
if q > (alim_plus-0.5) use

vout == alim_plus-0.5;
elsif q < (alim_min+0.5) use

vout == alim_min+0.5;
else

vout == q;
end use;

end architecture Level0;

In this work we did not model any amplifier offset error as they are considered not meaningful
with respect to the impact of mechanical induced vibrations on system performance. On the
other hand, we model saturation effects in our description, as such distortion could affect
focusing block effectiveness. Anyway, it will be interesting to include in future developments
of this work second order effects of electronic devices as well, in order to asses their impact on
focusing error. The Vd signal should be able to drive the coil which generates the force needed
to correct the pick-up position, as described in section 5.3. This is realized by a system with
feedback that generates a bipolar current needed to drive the linear motor coil L. VHDL-AMS
code of this circuit is not reported for space reasons. The tracking block has a similar structure
and acts on two other photo-diode outputs (e and f) generating a zero signal when the system
is on track: If a lateral shift occurs on the laser direction with respect to the track, the light
received by the two photo-diodes is unbalanced. The correction occurs again forcing a current
with proper direction and amplitude on the tracking block coil.
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5.5 The optical subsystem
The optical block includes a photo-diodes array and the lens part. The VHDL-AMS behavioral
model of one of the photo-diodes is reported below. The light intensity is defined as an
electrical quantity for simplicity.

entity photodiode is
port (terminal A, C, E: Electrical);

end photodiode;

architecture Level0 of photodiode is
quantity v across i through A to C;
quantity lum across E to electrical_ref;

begin
i == -8.2e-6*lum;

end Level0;

The light terminal is connected to the lens block, which code is reported in the following.
This has been modeled in a simple way, as it is normally a closed-box which, in its internal
composition, is not influenced by the errors we are considering. The emitted light focus point
is influenced by the position of the optical block. For this reason, outputs for this entity are
the emitted light signal of the six diodes Eea, Ee, Eec, Eed, Eee, Eef. Inputs of this entity
are sign foc and sign track, that is the pit/land nominal input transition sequence and the
track-ok land signal respectively. In much detail, it must be underlined that the real light
signal reflected back by the track is not an abrupt one, but, still modulated, has a shape similar
to the one reported in figure 12. We generated it (for details see Mansuripur (1994)) starting
from the digital EFM data as described in section 6.

entity lens is
generic (constant toll_foc :REAL := 0.0;
constant toll_track :REAL := 0.0;
constant K_foc :REAL := 0.0;
constant K_track: REAL := 0.0);

port (terminal in_err_foc,in_err_track: translational;
terminal Eea,Eeb,Eec,Eed,Eee,Eef: electrical;
terminal sign_foc, sign_track: electrical);

end entity lens;

architecture Level0 of lens is
quantity err_foc across in_err_foc

to translational_ref;
quantity err_track across in_err_track

to translational_ref;
quantity sig across sign_foc to electrical_ref;
quantity land across sign_track to electrical_ref;
quantity Qeea across iea through Eea to electrical_ref;
quantity Qeeb across ieb through Eeb to electrical_ref;
quantity Qeec across iec through Eec to electrical_ref;
quantity Qeed across ied through Eed to electrical_ref;
quantity Qeee across iee through Eee to electrical_ref;
quantity Qeef across ief through Eef to electrical_ref;
quantity verify_foc: voltage;
quantity verify_tracking: voltage;
begin
if err_foc’ABOVE(toll_foc) use

Qeea == sig ; Qeec == sig ;
if sig’ABOVE(K_foc*(err_foc-toll_foc)) use
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Qeeb == sig-K_foc*(err_foc-toll_foc);
Qeed == sig-K_foc*(err_foc-toll_foc);

else
Qeeb == 0.0; Qeed == 0.0;

end use;
elsif err_foc’ABOVE(-toll_foc) use

Qeea == sig; Qeeb == sig;
Qeec == sig; Qeed == sig;

else
Qeeb == sig ; Qeed == sig ;

if sig’ABOVE(-K_foc*(err_foc+toll_foc)) use
Qeea == sig+K_foc*(err_foc+toll_foc);
Qeec == sig+K_foc*(err_foc+toll_foc);

else
Qeea == 0.0; Qeec == 0.0;

end use;
end use;
verify_foc == Qeea+Qeec-Qeeb-Qeed;

if err_track’ABOVE(toll_track) use
Qeef == land;

if land’ABOVE(+K_track*(err_track-toll_track)) use
Qeee == land-K_track*(err_track-toll_track);

else
Qeee == 0.0;

end use;
elsif err_track’ABOVE(-toll_track) use

Qeee == land; Qeef == land;
else

Qeee == land;
if land’ABOVE(-K_track*(err_track+toll_track)) use

Qeef == land+K_track*(err_track+toll_track);
else

Qeef == 0.0;
end use;
end use;
verify_tracking == Qeef-Qeee;

end architecture Level0;

Fig. 12. Example of the EFM modulated light signal received by the photo-diodes when the
track reflects back the laser light.

Further inputs of this block are position errors generated by the focusing and tracking systems
described in section 5.3: in err foc and in err track. In absence of focusing error, light signals
are identical to the sign foc input. If a focusing error is occurring, light waves are unbalanced
towards the correspondent diodes, as described in section 5.4, depending on error sign and on
the value of a proper constant K foc. In the same way the Eee, Eef signals depend on tracking
error and the constant K track. Tolerance factors are defined for both focus and tracking
errors.
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5.5 The optical subsystem
The optical block includes a photo-diodes array and the lens part. The VHDL-AMS behavioral
model of one of the photo-diodes is reported below. The light intensity is defined as an
electrical quantity for simplicity.

entity photodiode is
port (terminal A, C, E: Electrical);

end photodiode;

architecture Level0 of photodiode is
quantity v across i through A to C;
quantity lum across E to electrical_ref;

begin
i == -8.2e-6*lum;

end Level0;

The light terminal is connected to the lens block, which code is reported in the following.
This has been modeled in a simple way, as it is normally a closed-box which, in its internal
composition, is not influenced by the errors we are considering. The emitted light focus point
is influenced by the position of the optical block. For this reason, outputs for this entity are
the emitted light signal of the six diodes Eea, Ee, Eec, Eed, Eee, Eef. Inputs of this entity
are sign foc and sign track, that is the pit/land nominal input transition sequence and the
track-ok land signal respectively. In much detail, it must be underlined that the real light
signal reflected back by the track is not an abrupt one, but, still modulated, has a shape similar
to the one reported in figure 12. We generated it (for details see Mansuripur (1994)) starting
from the digital EFM data as described in section 6.

entity lens is
generic (constant toll_foc :REAL := 0.0;
constant toll_track :REAL := 0.0;
constant K_foc :REAL := 0.0;
constant K_track: REAL := 0.0);
port (terminal in_err_foc,in_err_track: translational;
terminal Eea,Eeb,Eec,Eed,Eee,Eef: electrical;
terminal sign_foc, sign_track: electrical);

end entity lens;

architecture Level0 of lens is
quantity err_foc across in_err_foc

to translational_ref;
quantity err_track across in_err_track

to translational_ref;
quantity sig across sign_foc to electrical_ref;
quantity land across sign_track to electrical_ref;
quantity Qeea across iea through Eea to electrical_ref;
quantity Qeeb across ieb through Eeb to electrical_ref;
quantity Qeec across iec through Eec to electrical_ref;
quantity Qeed across ied through Eed to electrical_ref;
quantity Qeee across iee through Eee to electrical_ref;
quantity Qeef across ief through Eef to electrical_ref;
quantity verify_foc: voltage;
quantity verify_tracking: voltage;
begin
if err_foc’ABOVE(toll_foc) use

Qeea == sig ; Qeec == sig ;
if sig’ABOVE(K_foc*(err_foc-toll_foc)) use
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track reflects back the laser light.

Further inputs of this block are position errors generated by the focusing and tracking systems
described in section 5.3: in err foc and in err track. In absence of focusing error, light signals
are identical to the sign foc input. If a focusing error is occurring, light waves are unbalanced
towards the correspondent diodes, as described in section 5.4, depending on error sign and on
the value of a proper constant K foc. In the same way the Eee, Eef signals depend on tracking
error and the constant K track. Tolerance factors are defined for both focus and tracking
errors.
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6. Simulation results

Every single block has been separately simulated and its behavior compared, when feasible,
to the one found in the laboratory in collaboration with our industrial partner. System
simulations consist in forcing irregular road profiles, of bump type or of sine type, in analyzing
the focusing and tracking errors, when a digital data is forced at the CD input, and in
comparing digital input and output. These data have been generated starting from a “wav”
file, transformed in a EFM modulated input, and then digitized so that a ‘1’ corresponds to
a ‘pit’ in the CD track and a ‘0’ corresponds to a ‘land’. Afterwards these pit/land data are
transformed in a light signal as in figure 12 and used as input to the lens block described
in section 5.5. Road profile inputs reproduce the ones used in the traditional test described in
section 3(e.g. sin, bump, step). Several simulations have been accomplished varying available
stimulus parameters. The main values used are wave shape (bump and sine are reported
here), wave maximum amplitude (10cm and 20cm are reported herein), bump duration and
stimulus frequency. Moreover, presence or absence of a CD rotational axis displacement and,
finally, the vehicle type (comfort and handling) have been varied. Digital output generated
by the pick-up system is compared with the input: When different, the fault simulation
engine points out a logical error, as sketched in the simulation output in figure 13. In all
illustrations of this section, N and M letters on axis are scaling factors, representing 10−9 and
10−3, respectively.

Fig. 13. Digital input, focus error, digital output and digital error.

Traditional test results are available only as presence or absence of audible audio errors. Our
comparisons demonstrates that the detection of an error in the simulation is a needed but not
sufficient condition to have an audible error in the real system. This behaviour can be ascribed
to the following factors:

a) Error detection in the real system is accomplished through human ear, thus allowing to
skip subtle glitches.

b) Our model does not take in account the ECC performed by electronic circuitry down
the reproduction chain.

From this point of view, our test is more reliable as it is deterministic and does not depend
on subjective chacteristics. Anyway, as our simulation environment allows to go deep inside
data error sources, we prefer to analyze and report in the following focusing error behaviour
dependency on the parameters. We will concentrate only on focusing error and neglect the
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tracking one, as less dependent on the car system in our simple four degrees of freedom
model. A focusing error greater than 0.5 μm is considered a critical one as, for sure, it causes
a 0/1 evaluation error. A near to 0.5 μm error is still critical, but may not generate a digital
error: This depends on the optical and electrical device parameters. We will then analyze the
cases in which this error approaches the critical range. In figure 14 the case of a bump wave
(10cm maximum amplitude) is reported, with a disk perfectly aligned to its rotational axis

Fig. 14. Dashboard displacement and focus error in case of a bump road profile for a comfort
vehicle suspension. No disk radial or vertical shift are used.

(radial and vertical shifts are zero, that is, an unrealistic state). The dashboard displacement
is sketched as well, showing the superposed effects of the front and back axles. The focus
error approaches a maximum of 200nm, which, at least in our simple model, is not expected
to cause a digital error. In figure 15 the same signals are reported in case of a sine wave. The
error is clearly dependent on the sine frequency and reaches higher values: The continuous
roadway irregularity impacts on the focus correction system which is less capable to react to
perturbations.
Figure 16 shows again a bump waveform as roadway profile, but a CD vertical shift is present
as well, modeled as a sine wave of 1mm peak and 8Hz frequency. Both the suspension and
the dashboard displacements are presented: Two different waves are superimposed for the
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a 0/1 evaluation error. A near to 0.5 μm error is still critical, but may not generate a digital
error: This depends on the optical and electrical device parameters. We will then analyze the
cases in which this error approaches the critical range. In figure 14 the case of a bump wave
(10cm maximum amplitude) is reported, with a disk perfectly aligned to its rotational axis

Fig. 14. Dashboard displacement and focus error in case of a bump road profile for a comfort
vehicle suspension. No disk radial or vertical shift are used.

(radial and vertical shifts are zero, that is, an unrealistic state). The dashboard displacement
is sketched as well, showing the superposed effects of the front and back axles. The focus
error approaches a maximum of 200nm, which, at least in our simple model, is not expected
to cause a digital error. In figure 15 the same signals are reported in case of a sine wave. The
error is clearly dependent on the sine frequency and reaches higher values: The continuous
roadway irregularity impacts on the focus correction system which is less capable to react to
perturbations.
Figure 16 shows again a bump waveform as roadway profile, but a CD vertical shift is present
as well, modeled as a sine wave of 1mm peak and 8Hz frequency. Both the suspension and
the dashboard displacements are presented: Two different waves are superimposed for the
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Fig. 15. Dashboard displacement and focus error in case of a sine road profile for a comfort
vehicle suspension. No disk radial or vertical shift are used.

suspension parameters of a comfort and a handling vehicle respectively. The comfort model
exhibits an almost doubled focus error if compared to the absence of the disk irregular rotation
axis. The handling vehicle shows a 40% displacement increase with respect to the comfort
one, with a 10% focus error increase. It is interesting to analyze the focus error data in table
3 in which the bump profile results are summarized. The bump peaks used were 0.1m and
0.2m long, and three bump durations are considered – correspondent to three different road
irregularity lengths (ΔT).
A double bump amplitude has, of course, a higher impact on focus error when the CD is
ideally rotating, while, the more realistic case of a periodical vertical shift causes only a 12%
focus error worsening.
In figure 17 a simulation is reported in case of a sine road profile (0.1m peak, 25Hz) with a CD
vertical shift for both a comfort and a handling vehicle. In this case the focus error increases
up to 487nm for the comfort case, and to 574 for the handling one: In both cases the error will
cause a digital error. We summarized sine test results in figures 18 and 19: The focus error
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Fig. 16. Dashboard displacement and focus error in case of a bump road profile for a comfort
and an handling vehicle suspension parameters. Disk vertical shift of 1mm peak and 8Hz
frequency.

Test Bump Δ T Δ T Δ T
type ampl. 33ms 25ms 20ms

Comfort vehicle model
No CD 0.1m 207nm 207nm 206nm

misalign. 0.2m 314nm 313nm 213nm
CD 0.1m 390nm 351nm 356nm

misalign. 0.2m 439nm 358nm 370nm
Handling vehicle model

CD mis. 0.1m 416nm 351nm 380nm

Table 3. Focus error caused by a bump road profile. CD misalignment has 1mm, 8Hz
parameters.

is shown as a function of road profile frequency, which is swept within the values for which
the two degrees of freedom model is valid for a 20cm and 10cm sine amplitude respectively.
In figure 18 only a few tests (20Hz, 25Hz and 30Hz) reach the critical error range in case the
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Fig. 17. CD player focus error for suspension parameters in the case of a comfort and a
handling vehicle. The roadway profile is changing in a sinusoidal way in both the front and
the back of the vehicle. Sine roadway profile (front an back): 0.1m peak, 25Hz. CD vertical
shift max 1mm.

CD displacement is zero. On the other hand, the presence of the CD vertical shift causes an
intolerable focusing error for almost every frequencies.
When a lower road irregularity peak is used (figure 19) then error is not critical when the disk
has an ideal position. CD misalignment, instead, even in the comfort car model, produces
an error around the limit range. The same tests conducted on a handling car bring the error
above the limit, so that an audio mistake should be expected. This result supports the focus
point of this work: The CD player manufacturer required the test to our partner as the car
manufacturer received claims by customers of handling vehicles mounting those CD players
on board. When tested by our partner by means of the traditional test equipment, they
showed a worst behavior in the sine test as in our case. This has especially been verified
when the CD players on the shaker plate was subject to vertical accelerations coherent with
the dashboard of a handling vehicle. In every case reported in figure 18 and 19 a correlation
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Fig. 18. Maximum focus error found with a sinusoidal roadway profile (0.2m peak) for
different frequencies. No CD displacement effect, comfort vehicle parameters.

between road profile frequency and the mechanical car and CD player parameters can be
observed, as only the values in the central range clearly show the worst behavior. It would
be interesting to sweep such model parameters within proper ranges, once precisely provided
by the manufacturers, as values adopted here are the only reliable ones we found. This way, a
clean dependency between faults and electro-mechanical design choices could be pinpointed
(e.g. CD mechanical structure rigidity and dumping parameters, coil properties, CD structure
connection to the dashboard, amplification factors in the focusing differential amplifier and in
the following power block,...), so that critical fault cases as the one we were involved in could
be avoided. Anyway, the results achieved in this work show how this methodology may help
both during fault and design analysis. The CD mechanical structure and pick-up electrical
parameters, when chosen, are to be strictly related to the whole environment, especially to
vehicle parameters and to real application conditions. Traditional test methodologies clearly
do not take in consideration these aspects, if not in a late phase, as in the case of our industrial
partners.

7. Conclusions

In this chapter we show how a VHDL-AMS multidisciplinary model can be used with
success for setting up a new fault simulation methodology involving the automotive
electro-mechanical system. We simulated a CD player electronical, optical and mechanical
structure, its reaction to a vehicle dashboard-suspension-tyre shaking due to an irregular road
profile. Results show good agreements with tests performed in laboratory. Furthermore,
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between road profile frequency and the mechanical car and CD player parameters can be
observed, as only the values in the central range clearly show the worst behavior. It would
be interesting to sweep such model parameters within proper ranges, once precisely provided
by the manufacturers, as values adopted here are the only reliable ones we found. This way, a
clean dependency between faults and electro-mechanical design choices could be pinpointed
(e.g. CD mechanical structure rigidity and dumping parameters, coil properties, CD structure
connection to the dashboard, amplification factors in the focusing differential amplifier and in
the following power block,...), so that critical fault cases as the one we were involved in could
be avoided. Anyway, the results achieved in this work show how this methodology may help
both during fault and design analysis. The CD mechanical structure and pick-up electrical
parameters, when chosen, are to be strictly related to the whole environment, especially to
vehicle parameters and to real application conditions. Traditional test methodologies clearly
do not take in consideration these aspects, if not in a late phase, as in the case of our industrial
partners.

7. Conclusions

In this chapter we show how a VHDL-AMS multidisciplinary model can be used with
success for setting up a new fault simulation methodology involving the automotive
electro-mechanical system. We simulated a CD player electronical, optical and mechanical
structure, its reaction to a vehicle dashboard-suspension-tyre shaking due to an irregular road
profile. Results show good agreements with tests performed in laboratory. Furthermore,
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Fig. 19. Maximum focus error for a sinusoidal roadway profile (0.1m peak) for different
frequencies. CD displacement effect, comfort and handling car parameters.

we demonstrate how fault cases could have been anticipated by both CD player and vehicle
manufacturers still in the pre-production phase. This methodology allows thus to understand
critical points of the system and to find possible solutions. For instance, pick-up electrical and
mechanical parameters may be varied to more efficiently reaching the lens focus point on the
CD audio track.
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E. Normark, L. Yang, C. W. & Nikitin, P. (n.d.). Proceedings of IEEE International Behavioral
Modeling and Simulation Conference (BMAS’04).

F. Gao, B. Blunier, A. M. & Moudni, A. E. (2010). A multiphysic dynamic 1-d model
of a proton-exchange-membrane fuel-cell stack for real-time simulation, IEEE
TRANSACTIONS ON INDUSTRIAL ELECTRONICS Vol.57(No. 6): 1853–1864.

564 New Trends and Developments in Automotive System Engineering yAutomotive VHDL-AMS Electro-mechanics Simulations 25

F. Pecheux, C. L. & A.Vachoux (2005). Vhdl-ams and verilog-ams as alternative
hardware description languages for efficient modeling of multidiscipline systems,
IEEE Transactions on Computer-Aided Design of Integrated Circuits and Systems Vol.
24(No.2): 204–225.

Friedman, J. (2005). Matlab/simulink for automotive system design, Proceedings of Design and
Test Conference (DATE’05), Munich, Germany.

Godambe, N. J. & Shi, C.-J. R. (1998). Behavioral level noise modeling and jitter simulation of
phase-locked loops with faults using vhdl-ams, Journal of Electronic Testing Theory and
Applications Vol. 13(No. 1).

H. Boussetta, M. Marzencki, S. B. & Soudani, A. (2010). Efficient physical modeling of mems
energy harvesting devices with vhdl-ams, IEEE SENSORS JOURNAL Vol. 10(No.
9): 1427 – 1437.

H. Casier, P. M. & Appeltans, K. (1998). Technology considerations for automotive, Proceedings
of IEEE International Design and Test Conference (DATE’98, Paris, France.

J. Oudinot, S. Scotti, J. R. & Le-clerc, A. (2003). Full transceiver circuit simulation using
vhdl-ams, Journal of Microwave Engineering pp. 29–33.

L.A.Barragan, D. Navarro, I. U. & Burdio, J. (2008). Fpga implementation of a switching
frequency modulation circuit for emi reduction in resonant inverters for induction
heating appliances, IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS Vol.
55(No. 1): 11–20.

M. Gursoy, S. Jahn, B. D. & Pelz, G. (2008). Methodology to predict eme effects in can
bus systems using vhdl-ams, IEEE TRANSACTIONS ON ELECTROMAGNETIC
COMPATIBILITY Vol. 50(No. 4): 993–1002.

M. R. Casu, M. Graziano, M. C. & Zamboni, M. (2007). An effective ams top-down
methodology applied to the design of a mixed-signal uwb system-on-chip,
Proceedings of IEEE Design Automation and Test Conference, Nice, France.

Mansuripur, M. (1994). Principles of optical disk data storage, Handbook of Optics Vol. 1,
Chapter 13.

MentorGraphics (2004). ADVance MS (ADMS) Reference Manual, Mentor Graphics.
Moser, E. & Mittwollen, N. (1998). Vhdl-ams: The missing link in system design - experiments

with unified modelling in automotive engineering, Proceedings of IEEE International
Design and Test Conference (DATE’98), Paris, France.

M.R. Casu, M. C. & Graziano, M. (2008). A vhdl-ams simulation environment for an uwb
impulse radio transceiver, IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMSI:
REGULAR PAPERS, Vol.55(No. 5): 1368 – 1381.

R. Ahola, D. W. & Sida, M. (2003). Bluetooth transceiver design with vhdl-ams.
Santarini, M. (2006). Design challenges steer automotive electronics, EDN Magazine.
V. Nguyen, P. L. & Naviner, J.-F. (2005). Vhdl-ams behavioral modelling and simulation of

high-pass delta-sigma modulator, Proceedings of IEEE International Behavioral Modeling
and Simulation Conference (BMAS’05), San Josè, California.
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we demonstrate how fault cases could have been anticipated by both CD player and vehicle
manufacturers still in the pre-production phase. This methodology allows thus to understand
critical points of the system and to find possible solutions. For instance, pick-up electrical and
mechanical parameters may be varied to more efficiently reaching the lens focus point on the
CD audio track.
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California.

Wang, L. & Kazmierski, T. (2005a). Vhdl-ams based genetic optimization of a fuzzy

565Automotive VHDL-AMS Electro-mechanics Simulations



26 Trends and Developments in Automotive Engineering

logic controller for automotive suspension system, Proceedings of IEEE International
Behavioral Modeling and Simulation Conference (BMAS’05), San Josè, California.

Wang, L. & Kazmierski, T. J. (2005b). Vhdl-ams modeling of an automotive vibration isolation
seating system, Proceedings of IASTED international conference on Signals and Systems
(CSS 2005), Marina Del Rey, USA.

566 New Trends and Developments in Automotive System Engineering

28 

Potential and Drawbacks of 
Raman (Micro)Spectrometry for the 

Understanding of Iron and Steel Corrosion  
Philippe Colomban 

LADIR, CNRS – Université Pierre-et-Marie-Curie     
France 

1. Introduction    
Raman scattering theory and first observation date back to the first decades of the 20th 
Century but the technique did not generalise until the 70s, with the development of lasers 
technology. Two major breakthroughs occured in the 80s with the replacement of 
monochannel PM detectors by multichannel CCDs (Delhaye et al., 1996) and in the 90s with 
the rejection of Rayleigh elastic scattering by photonic crystals (Notch filter) or multilayer 
coatings (Edge filter) rather than monochromator(s). These latter technological changes 
improved the sensitivity by many orders of magnitude, which allowed either cutting the 
counting time (allowing mapping or real time monitoring) or reducing the illumination 
power (thus allowing for the analysis of black compounds). The latest developments 
concern the miniaturization of solid laser sources and the replacement of electronic boxes 
controlling the CCD detector by softwares uploaded on a common laptop, leading to 
portable Raman instruments. All these developments and the increase of the Raman 
instrument production lowered the price and made the technique more and more available, 
even for in-line/at-line/on-line control. 
Among the many interactions of light with matter, Raman scattering is particularly well 
suited to the multiscale analysis of ill-organized heterogeneous solids as the corrosion films 
(Gouadec & Colomban, 2007a; ibidem, 2007b). The Raman probe being for interatomic 
bonds themselves, the technique offers a “bottom-up” approach to study nanomaterials and 
amorphous compounds which best works in the case of imperfect crystals with strong 
covalent bonds (Fig. 1) such as those typically produced by metal corrosion.  
Raman signal results from the interaction of a monochromatic coherent light (laser beam) with 
electronic and vibrational levels of atomic bonds (Long, 1977; Lewis & Edwards, 2001; 
Gouadec & Colomban, 2007 for a more complete theoretical description). The interaction with 
the electronic levels is often described as virtual; this is true for non-coloured samples or non-
absorbent for the excitation laser line, but wrong for absorbent materials, leading to 
(pre)resonance Raman features. Consequently, peak intensity will depend on the exciting 
wavelength and 2nd order Raman features could be present (harmonics, combinations). Theory 
predicts both elastic (so called Rayleigh scattering) and inelastic (namely Raman) contributions 
in the scattered electric field. The latter occurs only if vibrations change bond polarizability, 
which is a second rank tensor containing the crystal symmetry. Raman scattering is 
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complementary to infrared absorption with the advantage of much narrower peaks: the 
Raman peak shape is thus very informative because the Raman probe is very local. On the 
other hand, the IR spectroscopy probes, the instantaneous dipole moments which are subjects 
of much longer distance interactions. Consequently, IR bands are often very broad.  
Raman spectroscopists in general refer the vibrational modes, the phonons, by i) their 
wavenumber vibν = ν /c  (c the light speed, ν  in cm-1 unit, here after and usually noted  ν ) 
and expressed it in cm-1, however energy (meV), wavelength (nm) are frequency (THz) units 
can also be used and ii) their symmetry (total symmetric modes are the strongest ones).  
 

 
Fig. 1. The basics of the information to be extracted from a Raman spectrum (after Gouadec 
et al., 2010). 

The polarization of a sample illuminated with light (electric field 0E ; frequency νl) has the 
following form: 

 ( )0 lP = α × E  cos 2πν t  (1) 

In Eq. (1), α  represents the polarizability tensor, which depends on matter vibrations (the 
oscillations of atoms and molecules around their equilibrium positions). The polarization 
can be expressed as a function of the atomic displacement (normal coordinates) using a 
Taylor approximation, thus predicting elastic scattering (ν=νl, the exciting laser 
wavenumber) and inelastic (ν=νl±νvib) scattering by atomic vibrations. The former is called 
Rayleigh scattering and the latter, which occurs only if vibrations change polarizability 
(∂αij/∂Q≠0), is Raman scattering. Other terms correspond to Hyper and higher orders 
Raman scattering (Long, 1977: Gouadec & Colomban, 2007a).  
The signal intensity is predicted with the following formula: 

 
2
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In Eq. (2), eo and es are unit vectors indicating the laser polarization and direction of 
observation, respectively, whereas dΩ represents the solid angle of light collection, at a 
maximum when high magnification, high aperture number microscope objectives are used. 
Classical electromagnetic theory predicts Raman peaks should have a Lorentzian shape 
(Long, 1977; Lewis & Edwards, 2001; Gouadec & Colomban, 2007a). Isotropic disorder leads 
to a distribution of Lorentzian usually described by a Gaussian shape. Actually more 
complex shapes (e.g. asymmetric ones in the case of anisotropic disorder, Fig. 1) occur and 
complex laws should be used (Havel et al. , 2004; Gouadec & Colomban, 2007a; Havel et al., 
2007) to describe the Raman signature of some nanophased materials or when defects break 
the phonon propagation (Havel et al., 2007; Chi et al., 2011). 
The scattering intensity varies by orders of magnitude depending on the bond polarisability 
(the more covalent the bonds, the higher the number of electrons involved and the higher 
the Raman peak intensity), the crystal symmetry and the exciting wavelength. As 
polarizability (α  second rank tensor) changes drastically from one bond to another, Raman 
intensity may not be used to measure the relative amounts of different phases without 
preliminary calibration. Consequently, minor phases or even traces could have a stronger 
Raman signature than some major phases. The preferential orientation of certain phases, 
common for surface grown phases enhances some peaks and calibration cannot be efficient. 
The absorption of the laser light by coloured phases can be very high and thus the 
penetration depth can be less than a few tenths of nm (Gouadec & Colomban, 2001; Havel & 
Colomban, 2006). Furthermore light absorption may involve strong local heating and thus 
phase transformation towards more stable ones, crystallization of amorphous ones or 
oxidation (de Faria et al., 1997; de Faria & Lopez, 2007; Cvejic et al., 2006). Raman analysis 
appears very sensitive to answer some questions on a given material whereas can be nether 
useless to study some others. Mapping (see further) and quantitative analysis should be 
then performed with caution. 
Since Raman instruments were made available in the 70s, attempts to characterize the 
corrosion products of iron-based artefacts were performed. Most of studies concerned pure 
iron or low carbon content alloys but reference spectra are now available for large majority 
of the most common corrosion products: haematite, (Beattie & Gilson, 1970), magnetite 
(Morke et al., 1980)), lepidocrocite (Thibeau et al. 1978). First series of corrosion studies 
flourish during the 80’s (Farrow, 1980; Farrow & Nagelberg, 1980; Keiser et al., 1982; Hugot-
Le Goff & Pallotta, 1985; Naouer et al. 1985; Ohtsuka et al., 1986; Boucherit et al. 1989, 
Dünnwald & Otto, 1989). Then, high sensitivity instruments made it possible to study black 
and low crystallinity/amorphous films that were easily transformed into the stable ones by 
laser heating (Gouadec et al. 2001; Mazetti & Thistlethwaite, 2002; Cvejic et al., 2006: 
Gouadec & Colomban, 2007; Gouadec et al., 2010). More recently, mapping allowed getting 
a semi-quantitative global view (Neff et al., 2005; Neff et al., 2006 ; Monnier et al., 2010). A 
great effort was made to obtain reference phases and their signature, especially by 
controlled electrochemically synthesis (Savoy et al., 2001; Sinard et al., 2001; Joinet et al., 
2002; Legrand et al. 2003, Refait et al. 2003, Poupard et al. 2006, Pineau et al. 2008; Dubois et 
al. 2008). 
In this chapter we address the advantages of Raman spectroscopy and mapping, with 
particular attention to the intrinsic experimental and conceptual drawbacks of the methods 
as well as possible ways to overcome them. 
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2. Phases issued from metal corrosion and their Raman signature 
2.1 Phase and structure relationship 
The corrosion of metal results from the reaction with anions and the formation of new bonds 
at the surface. The simplest case is the oxidation (formation of FeII/III-O bonds) but 
hydroxylation (FeII/III-OH), carbonatation (Fe-CO3), phosphatation (Fe-PO4), and sulfatation  
(Fe-SO4), etc… can occur by uncontrolled or controlled reactions with the moieties present in 
the vicinity of the metal surface. Ionic diffusion is driven by chemical and electrochemical 
gradients, which depends on the material structure. The ionic (mostly protonic) (Colomban, 
1992) and electronic conductivity as well as the presence of liquid electrolytes such as water 
are prominent parameters. We will discuss the Raman signature of iron-based compounds 
but all the phases (oxides, hydroxides, carbonates, sulphates, etc.) of any element used in the 
alloy must be considered because corrosion may promote their formation and trace phases 
may have a signature sufficiently strong to be detected.  
The densest phase is wustite because of its high Fe/O ratio (FeIIO, space group Fm3m, 
density: ~6, black). Two other dense phases are built with two available ways of oxygen 
atom packing: magnetite (FeIII/II3O4, spinel structure with space group Fd-3m, cubic 
ABCABC packing, density 5.18, black) and haematite (FeIII2O3, corundum structure with 
space group R-3c , hexagonal ABAB packing, density 5.23, dark red, Froment et al., 2008). 
When oxygen vacancies are formed - that decreases the density - the oxygen layer packing is 
preserved but some protonation may occurs: i) maghemite (γ Fe2O3, space group P4332 
preserves the cubic spinel structure but its density lowers to 4.87, brown), ii) goethite (α 
FeOOH, space group 2/m2/m2/m, density : 4.3 to 3.3, ochre to black ) and lepidocrocite 
(γ FeOOH, Cmcm, density :~4, dark red) ; these phases retain the initial framework made of 
oxygen atom layers but the structure becomes more open due to oxygen defects. 
Furthermore, some oxygen atoms may be replaced by Cl ones (akaganeite β FeOOH, density 
: 3.8 to 3.6, orange), especially at the phase surface. Other disordered phases are observed : 
ferroxyhyte (δ FeIIIOOH, density : 4.2, yellow), ferrihydrites (FeIII5HO8, 9H2O, ABACA or 
mixed ABA ACA packing, density : 3.8, brown), hydroxychlorides, β FeII2(OH)3Cl or the so-
called "green rust" (FeII(1-x)FeIIIx (OH)2 Clx (SO4)z, nH2O, AABBCC packing, a variant of the 
ABC cubic packing, green). White rust consists in the iron lamellar hydroxides (main phase: 
β FeII(OH)2, P-3m1, ABAB compact packing, white). Carbonates (siderite, FeIIICO3, density 
~3.9; Fe2(CO3)(OH)2, and some other mixed frameworks) may also form. Sulfates (FeIISO4) 
result from sulphuric acid treatment in the finishing of steel before coating or plating. 
Galvanized steel sheets received ZnFe or more complex (ZnNiMn, etc…) coatings that 
enlarge the variety of phases to be formed (Bernard et al., 1993; Marchebois et al., 2002a; 
ibidem, 2002b; Tomandl et al., 2004; Yadav et al., 2004; Hernandez et al., 2006; Refait et al., 
2007; Colomban et al., 2008; Dubois et al., 2008) : smithsonite ZnCO3, Zn(OH)2 and complex 
phases like hydrozincite Zn5(OH)6(CO3)2 ("white corrosion"), ZnCl2(OH)4 SO4, 5 H2O, 
phosphates like Zn3(PO4)2, H2O, ZnS ("black corrosion").  
In the same way, water and/or high temperature resistant steels such as Ni and Cr-rich and 
the corresponding oxides/hydroxides are formed : α CrOOH, Cr2O3, NiO, spinels, … (Beatie 
& Gilson, 1970; Bernard et al., 1993; Zuo et al., 1996; Delichère et al., 1997; Colomban et al., 
1999; Maslar et al., 2001).  Reference spectra of common phases can be also found in review 
books (see e.g. Karr Jr, 1975; Nakamoto, 1997) and the data on parent compounds are very 
useful for the identification of solid solutions and ill-crystallized compounds (Delichère et 
al., 1988; Desilvestro et al., 1988; Colomban et al., 1999). Table 1 lists the most frequent 
corrosion products and their characteristic Raman fingerprints. 
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Compound Formula/structure Characteristic 
Wavenumber+ 

Remarks 

Wustite FeO 655  
Haematite Fe2O3 / Corrundum ~1320, 290, 220  
Magnetite Fe3O4 / spinel 670 Easily 

transforms into 
haematite under 
laser beam 

Maghemite γFe2O3xHε / spinel 670-720, ~1400 idem 
Ferrihydrite Fe5HO8,9H2O 710, ~1380  
    
Goethite α FeOOH 390  
Lepidocrocite γ FeOOH 250, 1300  
Akaganeite β FeOOH (Cl) 310, 390, 720  
Ferroxyhyte δ FeOH 680, ~1350 idem 
Hydroxychloride β Fe2(OH)3Cl 160, 423  
Green rust  430-510  
Iron chloride FeCl2 610  
Zinc chloride ZnCl2 80, 248  
Zinc oxide ZnO 100, 540-580  
Zinc hydroxide Zn(OH)2 470  
Zinc carbonates ZnCO3 1095, 370  
White rust 3Zn(OH)2 2ZnCO3 1050, 385  
" 4Zn(OH)2 ZnCl2 (OH)4 

H2O 
910, 3455-3486  

" Zn(OH)4 Cl2 SO4 5H2O 955, 208, 292  
" ZnSO4 3 Zn(OH)2 

3H2O 
961, 1007, 463  

Zinc phosphate ZnPO4 996  
" Zn3(PO4)2H2O 1055, 1150  
Manganese oxide MnO2 ~600  
Nickel oxide NiO ~510  
Chromium oxide Cr2O3 351, 551,609  
Chromium 
hydroxide 

CrOOH (Cr2O3, nH2O) 485  

Mackinawite FeS ~280-300  
Greigite Fe3S4 ~350-360  

Table 1. Raman fingerprint of main corrosion products. 

2.2 Understanding Raman signature 
If the analytic approach is useful (identification and quantification of the phases formed by 
corrosion), a more comprehensive understanding of the phase structures and relationship is 
necessary for a comprehension of the reaction scheme and the prospect of regulating them. 
The recording of the Raman signatures will depend on the phase colour – i.e. their electronic 
band structure – that determines the light penetration and the intensity of the scattered 
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2. Phases issued from metal corrosion and their Raman signature 
2.1 Phase and structure relationship 
The corrosion of metal results from the reaction with anions and the formation of new bonds 
at the surface. The simplest case is the oxidation (formation of FeII/III-O bonds) but 
hydroxylation (FeII/III-OH), carbonatation (Fe-CO3), phosphatation (Fe-PO4), and sulfatation  
(Fe-SO4), etc… can occur by uncontrolled or controlled reactions with the moieties present in 
the vicinity of the metal surface. Ionic diffusion is driven by chemical and electrochemical 
gradients, which depends on the material structure. The ionic (mostly protonic) (Colomban, 
1992) and electronic conductivity as well as the presence of liquid electrolytes such as water 
are prominent parameters. We will discuss the Raman signature of iron-based compounds 
but all the phases (oxides, hydroxides, carbonates, sulphates, etc.) of any element used in the 
alloy must be considered because corrosion may promote their formation and trace phases 
may have a signature sufficiently strong to be detected.  
The densest phase is wustite because of its high Fe/O ratio (FeIIO, space group Fm3m, 
density: ~6, black). Two other dense phases are built with two available ways of oxygen 
atom packing: magnetite (FeIII/II3O4, spinel structure with space group Fd-3m, cubic 
ABCABC packing, density 5.18, black) and haematite (FeIII2O3, corundum structure with 
space group R-3c , hexagonal ABAB packing, density 5.23, dark red, Froment et al., 2008). 
When oxygen vacancies are formed - that decreases the density - the oxygen layer packing is 
preserved but some protonation may occurs: i) maghemite (γ Fe2O3, space group P4332 
preserves the cubic spinel structure but its density lowers to 4.87, brown), ii) goethite (α 
FeOOH, space group 2/m2/m2/m, density : 4.3 to 3.3, ochre to black ) and lepidocrocite 
(γ FeOOH, Cmcm, density :~4, dark red) ; these phases retain the initial framework made of 
oxygen atom layers but the structure becomes more open due to oxygen defects. 
Furthermore, some oxygen atoms may be replaced by Cl ones (akaganeite β FeOOH, density 
: 3.8 to 3.6, orange), especially at the phase surface. Other disordered phases are observed : 
ferroxyhyte (δ FeIIIOOH, density : 4.2, yellow), ferrihydrites (FeIII5HO8, 9H2O, ABACA or 
mixed ABA ACA packing, density : 3.8, brown), hydroxychlorides, β FeII2(OH)3Cl or the so-
called "green rust" (FeII(1-x)FeIIIx (OH)2 Clx (SO4)z, nH2O, AABBCC packing, a variant of the 
ABC cubic packing, green). White rust consists in the iron lamellar hydroxides (main phase: 
β FeII(OH)2, P-3m1, ABAB compact packing, white). Carbonates (siderite, FeIIICO3, density 
~3.9; Fe2(CO3)(OH)2, and some other mixed frameworks) may also form. Sulfates (FeIISO4) 
result from sulphuric acid treatment in the finishing of steel before coating or plating. 
Galvanized steel sheets received ZnFe or more complex (ZnNiMn, etc…) coatings that 
enlarge the variety of phases to be formed (Bernard et al., 1993; Marchebois et al., 2002a; 
ibidem, 2002b; Tomandl et al., 2004; Yadav et al., 2004; Hernandez et al., 2006; Refait et al., 
2007; Colomban et al., 2008; Dubois et al., 2008) : smithsonite ZnCO3, Zn(OH)2 and complex 
phases like hydrozincite Zn5(OH)6(CO3)2 ("white corrosion"), ZnCl2(OH)4 SO4, 5 H2O, 
phosphates like Zn3(PO4)2, H2O, ZnS ("black corrosion").  
In the same way, water and/or high temperature resistant steels such as Ni and Cr-rich and 
the corresponding oxides/hydroxides are formed : α CrOOH, Cr2O3, NiO, spinels, … (Beatie 
& Gilson, 1970; Bernard et al., 1993; Zuo et al., 1996; Delichère et al., 1997; Colomban et al., 
1999; Maslar et al., 2001).  Reference spectra of common phases can be also found in review 
books (see e.g. Karr Jr, 1975; Nakamoto, 1997) and the data on parent compounds are very 
useful for the identification of solid solutions and ill-crystallized compounds (Delichère et 
al., 1988; Desilvestro et al., 1988; Colomban et al., 1999). Table 1 lists the most frequent 
corrosion products and their characteristic Raman fingerprints. 

Potential and Drawbacks of Raman (Micro)Spectrometry for the 
Understanding of Iron and Steel Corrosion   

 

571 

Compound Formula/structure Characteristic 
Wavenumber+ 

Remarks 

Wustite FeO 655  
Haematite Fe2O3 / Corrundum ~1320, 290, 220  
Magnetite Fe3O4 / spinel 670 Easily 

transforms into 
haematite under 
laser beam 

Maghemite γFe2O3xHε / spinel 670-720, ~1400 idem 
Ferrihydrite Fe5HO8,9H2O 710, ~1380  
    
Goethite α FeOOH 390  
Lepidocrocite γ FeOOH 250, 1300  
Akaganeite β FeOOH (Cl) 310, 390, 720  
Ferroxyhyte δ FeOH 680, ~1350 idem 
Hydroxychloride β Fe2(OH)3Cl 160, 423  
Green rust  430-510  
Iron chloride FeCl2 610  
Zinc chloride ZnCl2 80, 248  
Zinc oxide ZnO 100, 540-580  
Zinc hydroxide Zn(OH)2 470  
Zinc carbonates ZnCO3 1095, 370  
White rust 3Zn(OH)2 2ZnCO3 1050, 385  
" 4Zn(OH)2 ZnCl2 (OH)4 

H2O 
910, 3455-3486  

" Zn(OH)4 Cl2 SO4 5H2O 955, 208, 292  
" ZnSO4 3 Zn(OH)2 

3H2O 
961, 1007, 463  

Zinc phosphate ZnPO4 996  
" Zn3(PO4)2H2O 1055, 1150  
Manganese oxide MnO2 ~600  
Nickel oxide NiO ~510  
Chromium oxide Cr2O3 351, 551,609  
Chromium 
hydroxide 

CrOOH (Cr2O3, nH2O) 485  

Mackinawite FeS ~280-300  
Greigite Fe3S4 ~350-360  

Table 1. Raman fingerprint of main corrosion products. 

2.2 Understanding Raman signature 
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The recording of the Raman signatures will depend on the phase colour – i.e. their electronic 
band structure – that determines the light penetration and the intensity of the scattered 



 New Trends and Developments in Automotive System Engineering 

 

572 

signal as well as on the phase structure : the higher the symmetry, the lower number of 
Raman peaks (Lewis & Edwards, 2001; Gouadec & Colomban, 2007a).  
Fig. 2 shows the Raman signature of the main phases encountered in the corrosion layers. 
Typical intensity ratios in comparable recording conditions are: 
Lepidocrocite (1) > wustite, haematite, goethite, hydroxychloride, ferrihydrites, ferroxyhite 
(~1/3) > akaganeite (~1/4) >> magnetite, maghemite (~1/10). 
 

 
Fig. 2. Raman signature of the main (crystalline) iron oxi(hydroxy)des observed in corrosion 
films (after Colomban et al., 2008). 

It is thus clear that the analysis of a mixture will strongly lower the contribution of the latter 
phases.  
The Raman signature of any compound that structure is built with one or many strong 
covalent-bonded vibrational units, can be separated in four groups (Gouadec & Colomban, 
2007a): 
i. (symmetric) stretching modes, for instance FeII-O and/or FeIII-O modes peaking in the 

400-700 cm-1 region for oxides, 300-600 cm-1 for chlorides , 200-400 cm-1 for sulphides. In 
symmetric modes, the strongest ones, only oxygen atoms move and thus the peak 
wavenumber mainly depends on the Fe-O distance (Vucinic-Vasic et al., 2006). These 
modes are very sensitive to oxygen vacancies that broaden the peaks. 

ii. bending modes peak at lower energy, namely 400-500 cm-1 range for oxides or less for 
chlorides, sulphides,... They are very sensitive to the short range disorder in the first 
neighbouring shell (1-5 nm around the chemical bond) and their broadness can be very 
informative on the short-range (dis)order. Because the mean symmetry often brokes the 
symmetry of the vibrational units, many components are frequently observed. 
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iii. librational (orientational oscillations, 150-400 cm-1 range) and lattice modes (<200 cm-1). 
Librational modes are very sensitive to the short range disorder of the vibrational 
entities (e.g. FeO4 tetraedron); lattice modes reflect the long range crystalline order, like 
X-ray diffraction, and strongly depend on atom mass (√M). 

iv. additional features (combination, harmonics,…) consisting bands between 1000 and 
1500 cm-1: their origin lies in the interaction between electronic (and magnetic, see e.g. 
(Morke et al., 1980)) levels and the light because the laser beam wavelength interacts 
with the electronic levels. The high intensity of these bands facilitates the phase 
identification. On the other hand the high light-matter coupling leads to a strong 
heating under the laser spot: temperatures close to 500°C can be easily achieved. The 
temperature does not depend on the laser power and objective magnification only but 
also on the heat dissipation (Gouadec et al., 2001): the dissipation is often better for 
small aggregates but matrix effects are important. Measurements at low temperature 
(liquid N2)  or in water should be preferred .  

Taking into account the above rules it is obvious that the narrow low wavenumber peaks of 
lepidocrocite, hematite, goethite and some hydroychlorides are characteristic of crystalline 
phases. The strong intensity of their lattice modes is typical for layered materials. Replacing 
atoms by heavier ones (O/Cl for instance in hydroxychlorides) shifts the lattice modes 
toward lower wavenumbers and broadens the different components. The relationships 
between haematite, lepidocrocite, goethite and akaganeite on one side (both phases having 
AB derived packing, Fig. 2), and on the other hand magnetite, maghemite, ferrihydrites 
(ABC packing) are obvious (Colomban et al., 2008). Partial substitution modifies the 
bandwidth (Cvejic et al., 2006). 
Detection of "pure" hydroxides (white rust), carbonates and sulphates (black rust) is very 
easy because of the narrowness of their stretching mode (1020-1100 cm-1 range) and because 
reference spectra are well documented (Karr Jr, 1975; Nakamoto, 1997)). Furthermore, high 
power of illumination can be used for non-coloured phases. Actually, in most of the 
practical cases, corrosion films are made of complex intergrowths at the nanoscale, giving 
rise to mixed oxyhydroxycarbonates/sulfates/etc. with complex Raman signatures because 
of the solid solutions formation, intimate mixtures of ill-crystallised phase with a very small 
grain size. Synthesis and characterisation of reference compounds are complex (handling in 
CO2- and/or water-free media, redox control…). Fig. 4 shows spectra recorded on 
galvanized steel sheets corroded in real conditions. In most of the cases fluorescence, a 
phenomenon in competition with Raman scattering but more efficient, gives rise to a strong 
background for real samples (galvanised steel coupons have been cut from vehicles that 
have been in circulation for years in severe weather conditions). The fluorescence often due 
to microbiological activity can be eliminated by H2O2 or ~500°C thermal treatment (furnace 
heating or laser cleaning). On the other hand, spectra free of fluorescence background are 
easier recorded on coupons accelerated corroded at the laboratory. Indeed, reagents are 
simpler and cleaner. However, the most stringent point is that formed phases are often 
different. It is clear that many improvements on the procedure to conduct accelerated tests, 
more representative for real corrosion have to be made. 
For specific applications special coatings like Cr(Al)N, NiCrAlY (Colomban et al., 1999) or 
polyaniline films (Delichère et al., 2007; Bernard et al., 2002; Nguyen et al., 2004) are used. 
This requires special database.  
Note that Raman analysis is possible through a layer, inorganic (enamel, ceramic matrix 
(Wu et al, (1997); Gouadec et al.(1998)) or organic one (paint, e.g. Colomban et al., 2008). 
Typically, good Raman signatures are obtained up to 20 to 40 µm below the surface. 
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Fig. 3. Example of the decomposition of the Raman spectrum of a corroded film using the 3 
signatures of pure reference phases. The appropriate program was then ran to adjust the 
data in all the mapped area with these combination spectra and to image the protective 
ability index in all the studied area (adapted from Gouadec et al., 2010). Note the very 
narrow 250 cm-1 peak characteristic of Lepidocrocite layer structure and the strong 2nd order 
features at ~1350-1400 cm-1 of spinel derived ill crystallized phases. 
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Fig. 4. Example of Raman signatures recorded in different spots of a corroded galvanized 
steel sheet with the sequences a) steel/Zn-based coating/phosphate coating/epoxy-TiO2 
paint and b) steel/ZnFe coating/ZnNiMn coating/ epoxy-TiO2 paint; accelerated (Acc) or  
real (R) corrosion conditions  (after Colomban et al., 2008). 
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2.3 Semiquantitative analysis and phase mapping 
Raman mapping is most valuable to point out subtle composition and structure 
modifications taking place from one place of a sample to another. The images are obtained 
by extracting pertinent parameters from the hyperspectral map, which is a collection of 
individual Raman spectra, each being associated with a given point on the sample surface 
(Turrell, 1996; Colomban, 2003).  
The great advantage of the automatic mapping procedure is the achievement of a more 
representative view of the present phases. However, the visual selection of the spot to be 
analysed is very subjective and leads to neglect places where the optical focus view through 
the microscope objective looks poor (low contrast, roughness,…). 
Using the parameter(s) extracted from each spectrum (peak intensity, wavenumber shift but 
also grain size, defect concentration, etc.), it is possible to build a map of the investigated 
area the so-called smart image (Colomban, 2003). The following requirements are mandatory 
to record and exploit Raman mapping (Gouadec et al., 2010): 
i. the analysed area must be horizontal and the roughness smaller than the vertical height 

of the laser spot (typically, ~10 µm for x100, ~50 µm for x50 magnification objective,…) 
ii. the horizontal resolution, i.e. the laser spot diameter ( less than ~1 µm for x200, ~5 µm 

for x100, ~10 µm for x50 magnification objectives) combined to the stage step (~ 0.1µm 
or more) must be compatible with the material/phase/grain size.  

iii. the analyzed area must be chosen in order to be representative of the different 
topological features but limiting the number of spectrum to be collected and processed 
to built smart images (Colomban, 2003; Havel et al., 2004; Havel & Colomban, 2006; 
Gouadec et al., 2010). 

The image resolution will thus depend on the optical parts (objective and spectrometer), the 
laser beam quality (alignment, fundamental mode), the sample (parasite refractions at 
interfaces, roughness), Raman signature contrast, light absorption and penetration in the 
sample as well as the stage motion step, usually up to 0.1 µm.…  
The mapping has been used to understand the long term atmospheric and in soil corrosion 
taking advantage of the big thickness and large grain size of corrosion films (tenths of 
microns) present in heritage buildings (cathedrals, churches,…) and archaeological artefacts 
(Neff et al., 2005; ibidem, 2006; Monnier et al., 2010). Archaeological and Cultural Heritage 
artefacts are however considered as good analogues for the understanding and prediction of 
iron alloys corrosion behaviour in soil and in atmosphere, and hence to determinethe 
lifetime of over-containers used to protect the vitrified nuclear waste.  
The Raman technique has also been used to compare the thinner (~1-3 µm thick) corrosion 
films obtained on automotive galvanized steels in accelerated corrosion tests, at the 
laboratory, and in real use (intense corrosion for used cars in severe mountain weathering 
conditions (temperature, water, salt (Colomban et al., 2008)). Raman analysis in the bottom 
of the pits formed by the corrosion is possible using long focus, large aperture high quality 
objectives.  

3. New challenges 
The current challenges are i) the development of data bases of complex mixed and 
nanosized phases, ii) the improvement of procedures/data treatment for two dimensional 
(2D) and three dimensional (3D) Raman mapping and iii) a better understanding of the 2nd 
order Raman signature of coloured phases in order to obtained smart imaging of pertinent 
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parameters, for instance to image the phase amount ratio that has been proposed to 
establish if the corrosion is passive or active (Kashima et al., 2000). 

3.1 Mixed oxides and oxyhydroxicarbonates 
Although the reference signatures of pure iron oxides are well established, those of the 
mixed compounds like spinels associating Fe, Mn, Cr, Ni,… atoms  or of 
oxyhydroxycarbonates, hydrated or not, are very poorly documented (Colomban et al., 
1999; Colomban et al. 2008; Cvejic et al., 2006). These phases may be unstable under the laser 
spot and may transform into more stable ones having different structure. Furthermore, for 
many films it is not established if the matter consists in a mixture, a phase or nanoparticles 
with another phase covering the grain surface. In many cases, because of the sample colour 
and its absorption of the laser light by electronic level, the interaction with electronic levels 
is anymore virtual and Raman (pre)resonance phenomenon is observed: the Raman 
intensity concentrates in some modes, a (small) wavenumber shift is observed and 
harmonic/combination second order peaks become visible. Note that in situ measurements 
under controlled electrochemical condition allow to record nice vibrational signature. 
However the representativity of these signatures is not straightforward because the real 
conditions are more complex what can promote the formation of other minor phases with 
stronger Raman cross section. 

3.2 Controlling the analysed area 
Most of the phases formed on the metal surface are coloured and hence absorb the light. 
Consequently the penetration depth of the light depends on the absorption coefficient. For 
dark phase the depth can be very limited and the information obtained from a mapping is 
perturbed: the analysed thickness will vary from spot to spot and correction is not possible.  
From a practical point of view, microscope objectives are usually characterized by the 
numerical aperture NA: 

 NA = n sin(θback) (3) 

In Eq (3), θback is the maximum collection angle for the backscattered light and n is the 
refractive index in the medium between the sample and the microscope lens (Fig. 5). The 
numerical aperture is a key parameter because it sets the resolution R of the microscope, 
defined as the shortest spacing for two points on a sample surface to be resolved with λ 
wavelength observation (see references in Gouadec & Colomban, 2007a; Gouadec et al., 2010): 

 R = 0.6 λ/NA (4) 

Since the optics of ultraviolet light devices are expensive and not very efficient, the lasers 
offering violet (~450 to ~400n) or deep violet (~365 nm) excitations are preferred to obtain 
the best resolution. Actual laser beams are not perfectly parallel (this has been exaggerated 
in Fig. 5) and their focusing through a microscope lens gives an elongated volume called the 
focal domain or focal cylinder. The diameter φ(z) of the focal domain at z axial coordinate 
must be defined arbitrarily as the electric field obviously does not drop to zero for a definite 
r distance away from the optical axis. The radial decrease of the electric field in a laser beam 
actually obeys a Gaussian law. Similarly to the lateral resolution, the in depth Δz or axial 
(~φ(z)) resolution of Raman spectroscopy can not be defined unambiguously. Indeed, the 
laser intensity does not drop to zero for a given z value and one has to choose an arbitrary 
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threshold (the Raman efficiency shows order of magnitude variation that makes the choice 
very difficult !). Δz also depends on the generally unknown refractive index of the studied 
compound. 
In confocal Raman microscopy set up, pinholes are placed in the microscope at intermediate 
image planes, resulting in a better in-depth discrimination power but a great increase of the 
counting times, 10 times and even more ! In that case, the integrated intensity coming from a 
given plane perpendicular to the optical axis is no longer a constant but, rather, decreases by 
50% between the focal plane (z=0) and Δzconfocal (the half width of the so-called point spread 
function). The use of confocal pinholes goes with a lateral resolution improvement of about 
one third but confocal microscopy interest mainly consists in the possibility to select sample 
layers axially. However, even with the best dry (n=nair=1, NA=0.95) or oil immersion 
(n=1.51, NA=1.4) objectives, and in the most favourable case of a violet excitation (e.g. λ~407 
nm), φspot will remain above 275 nm (Eq. (4)). The use of high quality (expansive) objectives 
is often more efficient that the confocal setting. Note bias polishing enlarge the topological 
resolution and micronic films can be easily analysed by the Raman technique (Gouadec et 
al., 2001). 
Consequently the spatial repartition and relative proportion deduced from a Raman 
mapping may be interpreted with caution. The information can be however very useful to 
characterise the evolution of the corrosion film as a function of time, temperature, external 
parameters, etc. 
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Fig. 5. a) Intensity distribution of the illuminating laser spot as a function of the de-focus 
(after Colomban, 2003) ; b) schematic comparison of the focus in a non-absorbing  medium 
with and without the use of a confocal pinhole in the optical system. Note the very limited 
penetration for coloured material (after Gouadec & Colomban, 2007a). 

3.3 Understanding at the nanostructure scale 
The decrease of the grain size (D, see Fig. 6) makes that atoms at the particle surface or 
atoms having their chemical bonding perturbed by the vicinity of the surface (t: distance 
where the surface perturbs the structure and chemical bonds) become more important than 
the bulk atoms when the particle size drops below 30 to 5nm as a function of elements and 
chemical bonding. Vacancy concentration is maximal close to the surface and adsorbed 
species can be present: hydroxylation, water,  etc. 
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Fig. 5. a) Intensity distribution of the illuminating laser spot as a function of the de-focus 
(after Colomban, 2003) ; b) schematic comparison of the focus in a non-absorbing  medium 
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3.3 Understanding at the nanostructure scale 
The decrease of the grain size (D, see Fig. 6) makes that atoms at the particle surface or 
atoms having their chemical bonding perturbed by the vicinity of the surface (t: distance 
where the surface perturbs the structure and chemical bonds) become more important than 
the bulk atoms when the particle size drops below 30 to 5nm as a function of elements and 
chemical bonding. Vacancy concentration is maximal close to the surface and adsorbed 
species can be present: hydroxylation, water,  etc. 
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Fig. 6. Schematic of the relative contribution of skin/bulk matter for a particle as a function 
of its size: for a nanosized grain les than 1-10 nm in diameter the contribution of the surface 
atoms is very dominant (after Colomban, 2003). 

The disorder modifies the Raman signature: symmetry exclusion can disappear leading to 
the activity of new components. The most prominent effect is the modification of the Raman 
peaks shapes. A reliable analysis of the Raman spectra requires the use of appropriate 
modelling to describe the band shape of the different spectral components (Gouaced & 
Colomban, 2007a, Chi et al. 2010). 
The use of simple Gaussian and Lorentzian band profiles is often preferred than the Voigt 
profile; many fitting modules misleadingly name Voigt profile the simple sum of one 
Lorentzian and one Gaussian, as both depend on three parameters rather than four. The 
exact position, intensity, width and lineshape of each band depend on many different 
parameters such as the actual chemistry (neighbouring inclusions, substitutions or 
vacancies), crystallinity, domain size, phase orientation and corresponding polarization 
effects or thermomechanical stress (anharmonic effects). In grains much larger than the 
wavelength, phonons propagate almost in the same way as in perfect "infinite" crystals. 
When the grain size falls below a few tens of nanometers, the Phonon Confinement Model 
(PCM) accounts for the phonons coherence length limitation by a weighed exploration of 
longitudinal optical dispersion curves (see Gouadec & Colomban, 2007a nd 2007b and 
references herein). Below a certain size, the very notion of collective vibrations disappears 
and the Elastic Sphere Model (ESM) takes over, using first principle description of low 
wavenumber vibrations in a "free-standing", homogeneous (constant density) and elastic 
sphere (Fig. 7). In this scheme, the wavenumbers of the two most intense modes are 
inversely proportional to the grain size (Fig. 6).  
 

 
Fig. 7. Modelling spherical nanocrystals vibrations as a function of the grain size (after 
Gouadec & Colomban, 2007) 
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3.4. Understanding the corrosion mechanisms and anticipating the evolution 
Although the phenomelogical description of corrosion has received attention since long time 
from the electrochemical and thermodynamical points of view, the understanding of the 
mechanisms from the solid state chemistry point of view remains very limited. For instance, 
many phases contain protons in different forms and data on proton conductivity are very 
scarce (Colomban, 1992). Vibrationnal spectroscopy can be very useful to document the 
structural changes associated to ion diffusion. 
The action of micro-organisms was poorly documented from the spectroscopic point of 
view. Microbiollogically influenced corrosion is used since millennia to improve the 
plasticity of kaolin and clays by chemical modifications of silicates. This results from both, 
the direct action of microorganisms and the indirect one via the species generated by their 
metabolic activity. For iron-based materials, the phenomenon is induced in anoxic 
environments by sulphate-reducing bacteria (SRB), microorganisms that produced sulphide 
species. Thus, in media where sulphides are not naturally present, the observation of FeII 
sulphides (all sulphides have their stronger peak at ~250-350 cm-1) inside the rust layer may 
be a clear indication that SRB were active and play a role in the corrosion process. The 
heterogeneity of the biofilm that covers the metal surface can lead to a galvanic interaction 
between regions of microbial activity and the surface. This leads to locally accelerated 
corrosion pits (Videla & Characklis, 1992; Marchal, 1999; Beech & Sunner, 2004; Little & Lee, 
2007). When metal is associated with organic materials (some paints, films used for 
"conservation" treatments of archaeological artefacts, …), consequence of microbiologically 
induced corrosion can be severe when contact with air: cracks occur due to the volume 
increase associated to iron oxidation and simultaneously sulphuric acid is produced. Raman 
study confirms that FeS (mackinawite) is very reactive towards oxygen (Remazeilles et al., 
2010). 

4. Conclusion 
During decades Raman spectroscopy remains a useful technique for solid state physics and 
chemistry, giving valuable information about the structure and the reactivity of colourless 
single crystals. Then, clean polycrystalline, ill-crystallized samples can be analyzed. The 
high sensitivity of the modern instruments makes it possible to study any kind of samples if 
a palette of exciting laser wavelength is available to avoid detrimental pollution of the 
Raman information by strong fluorescence phenomenon. Very recently the potential of 
algorithmic methods to extract pertinent information from the spectra dominated by the 
fluorescence has been demonstrated (Widjaja et al., 2010) and the application of the Band-
Target Entropy Minimization (BTEM) or similar techniques to the “poor” Raman signature 
of certain corrosion films appears very interesting. 
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1. Introduction 
Automotive antenna design is a sophisticated process, related to both specific features of 
antennas itself, and their installation and operation in the complex electromagnetic (EM) 
environment of an automobile. Modern automobiles include a number of antenna solutions 
(AM/FM radio, remote control systems, satellite services, etc.), operating simultaneously in 
the presence of car body, harness and electronic equipment. Design of them becomes even 
more complicated, when conformal and hidden antenna solutions are applied. These 
solutions encompass integrated glass antennas or active antennas, in combination with 
amplifiers, radio/TV receivers and other network devices. Moreover, parametric tuning is 
required at all stages of development, making the complete chain of antenna design rather 
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1. Introduction 
Automotive antenna design is a sophisticated process, related to both specific features of 
antennas itself, and their installation and operation in the complex electromagnetic (EM) 
environment of an automobile. Modern automobiles include a number of antenna solutions 
(AM/FM radio, remote control systems, satellite services, etc.), operating simultaneously in 
the presence of car body, harness and electronic equipment. Design of them becomes even 
more complicated, when conformal and hidden antenna solutions are applied. These 
solutions encompass integrated glass antennas or active antennas, in combination with 
amplifiers, radio/TV receivers and other network devices. Moreover, parametric tuning is 
required at all stages of development, making the complete chain of antenna design rather 
laborious and complex. These problems can be overcome using computer simulations with 
numerical analysis. However, accurate modelling of complicated models requires a 
combined usage of both traditional and special methods and techniques, including adaptive 
and hybrid ones, and special means for a fast and optimized numerical solution.  
Though different computational methods are used, the Method of Moments (MoM) 
(Harrington, 1968) is the most popular method in automotive antenna design. This chapter 
describes the recent enhancements (Bogdanov & Jobava, 2003; Bogdanov et al. 2004a, 
Bogdanov et al., 2004b; Jobava et al., 2005; Bogdanov et al., 2009; Bogdanov et al., 2010a; 
Bogdanov et al., 2010b) of the traditional MoM, offering a set of up-to-date methods and 
techniques, whose application provides an accurate and effective solution of EM problems 
related to modern automotive antenna simulations. After description of methods or 
techniques, application examples are presented. These examples include comparisons to 
other methods and experimental data. All the calculations are performed using the MoM-
based code “TriD” (Bogdanov et al., 2010c) being a core of the program packages “EMC 
Studio” (EMCoS, 2010a) and “EMCoS Antenna VirtualLab” (EMCoS, 2010b). 
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2. Traditional MoM 
First, consider the traditional MoM applied to the boundary-value problem on geometry G 
(Harrington, 1993): 

 ( )L J g=  (1) 

where L is an integrodifferential operator, g  is an excitation, and J  is unknown current 
density on a given geometry G. Further, we discretize G to consider the following expansion 
for the unknown current: 
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and N is the total number of unknowns dependent on the quality of discretization. Next, we 
substitute (2) into (1) and apply the testing procedure with weighting functions 

1( ),..., ( ),...mw r w r  defined in the range of L to reduce (1) to a linear set of equations written 
as: 

 MoM =Z I V  (3) 

where MoMZ  and V  are, respectively, the MoM impedance matrix and voltage matrix-
vector with elements ,MoM

mn m nZ w Lf=  and ,m mV w g= , and I  is a vector of unknown 
coefficients nI  in the current expansion (2). Equation (3) defines the traditional MoM 
solution to the stated problem: 

 1( )MoM −=I Z V  (4) 

3. Iterative MoM scheme for adaptive meshing 
Analysis of (4) for the different discretizations of geometry G shows, that a uniformly fine 
mesh is not optimal enough to obtain a reasonably accurate solution. This section describes 
an iterative MoM scheme for generation of more optimal computational model. The scheme 
is based on analysis of an appropriate error metric for the solution. In each iteration step, the 
geometry is automatically re-discretized in a non-uniform way, until the best solution with a 
minimum number of unknowns is found. 
Recent investigations (Bogdanov & Jobava, 2003; Bogdanov et al. 2004a, Bogdanov et al., 
2004b; Jobava et al., 2005) show, that the accuracy of the MoM calculations can be controlled 
by estimation of the boundary conditions performance (BCP) on the scatterer surface S. 
Thus, a pair of BCP errors: 
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calculated for the total electric ( E ) and magnetic ( H ) fields, is sufficient enough to completely 
characterize the accuracy of the obtained MoM solution. Here, n  is a normal to the scatterer 
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surface, and superscripts inc and sc denote the incident and scattered fields. Note, that the BCP 
error metric (4) is applicable to both closed and open surfaces providing the finite values of 
surface integrals and the proper normalization of error expressions. Besides, (4) directly 
indicates, how well the obtained solution satisfies the formulated problem. Also, the partial 
BCP errors may be considered to find the contribution of each geometry element to the total 
BCP error on the surface. Thus, the BCP error metric is the most convenient measure to 
estimate the accuracy of MoM solutions and build the adaptive iterative MoM scheme. 
Fig. 1 shows a task flow for the iterative MoM scheme based on the analysis of the total and 
partial BCP errors on scatterer surface. This algorithm is working in hierarchical way.  
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Fig. 1. Task flow for the BCP based adaptive iterative MoM scheme 

First, MoM calculation for the initial “coarse“ mesh is performed. Next, the BCP errors are 
calculated to estimate the solution accuracy and pick the geometry elements, which have 
contributed most strongly to the total BCP errors on the structure. After analysis of the BCP 
errors, further calculations are either stopped, or continued for the refined mesh, obtained 
after re-discretization of the chosen elements. The iterations are performed, till total BCP 
errors fall within a reasonable range. 
The adaptive iterative scheme can be enhanced using the so-called LSDM (Level-Surface-
Difference-Minimum) criteria (Jobava et al., 2005). After performing the initial calculation, the 
partial BCP errors are analyzed, so that all triangles with partial BCP errors higher than a 
prescribed value L (L-criterion) are considered as those for re-meshing. However, if the total 
area of triangles chosen for re-meshing is larger than a certain value S%, in percentage to the 
total surface area (S-criterion), L-criterion is automatically enlarged, until the S-criterion is 
met. Further, a difference between the triangle areas chosen on the current and previous 
iterations is checked to be larger than a prescribed value D% (D-criterion). Finally, area of 
the chosen triangles is checked to be more than a prescribed value M%, measured in 
percentage to the total surface area (M-criterion). If the previous criteria do not stop the 
iterations, re-meshing of the chosen areas and the further calculations are performed. 
The adaptive iterative scheme has been verified on both closed and open geometries. Fig. 2 
shows the total BCP errors on uniformly triangulated and adaptively meshed sphere 
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percentage to the total surface area (M-criterion). If the previous criteria do not stop the 
iterations, re-meshing of the chosen areas and the further calculations are performed. 
The adaptive iterative scheme has been verified on both closed and open geometries. Fig. 2 
shows the total BCP errors on uniformly triangulated and adaptively meshed sphere 
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geometry. A sphere of radius R = 0.5 m is excited at a frequency f=300 MHz by a vertical 
electric dipole located at h = 0.02 m above the sphere surface to create a highly inhomogeneous 
incident near field. Fig. 2 illustrates a large advantage of the obtained adaptive meshes 
compared to the uniform mesh. Starting with a uniform mesh of 1,620 triangles and BCP 
errors of Eε =55.4% and Hε =21.8%, at the 2-nd iteration we obtain a mesh with 1,910 triangles 
and BCP errors of Eε =17.40% and Hε =11.1%. The same accuracy may be provided by a 
uniform mesh with 20,170 triangles (for BCP-E) and 20,720 triangles (for BCP-H). Compared to 
these uniform meshes, the calculation time for matrix inversion is lower by a factor of 

EG =1,178, and HG =1,277. 
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Fig. 2. Total BCP errors on a sphere surface for the uniform and adaptive meshes 

Fig. 3 shows the adaptive meshes obtained for both closed (sphere) and open (square plate) 
geometries. The adaptive sphere mesh obtained at the 3-rd iteration consists of 2,342 triangles 
and is characterized by BCP errors Eε =10.7% and Hε =9.8%. Such accuracy cannot be 
achieved by any uniform mesh with less than 25,000 triangles. For the open geometry, 1-m 
plate is excited by a normally incident plane wave at frequency f = 300MHz. The adaptive 
plate mesh obtained at the 2nd iteration from an initial uniform mesh of 1,800 triangles, 
consists of 3,385 triangles and is characterized by the BCP errors Eε =8.0% and Hε =7.4%. 
Such accuracy cannot be achieved by a uniform mesh with less than 10,000 triangles. 
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Fig. 3. The adaptive meshes: a) sphere geometry, b) plate geometry 
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Fig. 4. BCP-E (top) and BCP-H (bottom) partial error distributions on: (a) initial car surface 
(4,449 triangles), (b) surface at iteration 2 (9,012 triangles) 
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Fig. 4. BCP-E (top) and BCP-H (bottom) partial error distributions on: (a) initial car surface 
(4,449 triangles), (b) surface at iteration 2 (9,012 triangles) 
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Figs. 4 a) and b) present the distribution of partial BCP errors on initial and refined car 
model surfaces. It can be seen, that application of the suggested scheme leads to decrease of 
maximum partial errors. This results in more uniform distribution of partial BCP errors on 
the car surface. 
So, at the 2-nd iteration, the maximum partial BCP errors on the car surface are decreased by 
5 and 3.5 times for BCP-E and BCP-H errors, respectively. Such accuracy can be obtained by 
a uniform mesh with 13,340 triangles for BCP-E error and 14,550 triangles for BCP-H error. 

4. Hybridization of MoM with multiport networks 
4.1 Incorporation of network equations in the MoM 
Modern automotive antennas frequently involve a number of network devices (“black 
boxes”), detailed analysis of which in the frame of MoM is either impossible, or unnecessary 
because of excessive computational intensity. This section describes a hybridization of the 
MoM with general multiport networks specified through their network parameters, such as 
open-circuit impedances (Z-matrices), short-circuit admittances (Y-matrices), scattering 
parameters (S-matrices), transmission lines (TL), etc. 
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Fig. 5. N-port network directly connected to the MoM geometry 

Fig. 5 shows a general N-port network connected to the wire segments, or ports of the MoM 
geometry. A network connection to the ports 1,2,...,N forces the currents 1 2,  ,...,  Ni i i  
through and voltages 1 2,  ,...,  NU U U  over the ports, according to the network parameters of 
the considered network. 
Network parameters can be introduced via different forms of network equations: 

 
Net=U Z i  (6a) 

 Net=i Y U  (6b) 

 Net− +=a S a  (6c) 

where 1 2[ ,  ,...,  ]Ni i i=i  and 1 2[ ,  ,...,  ]NU U U=U  are the network port current and voltage 
matrix-vectors, NetZ , NetY  and NetS  are the network Z-, Y- and S-matrices with network 
parameters Net

mnZ  , Net
mnY  and Net

mnS ; ( )1
2

± = ±a U i  are normalized incident (+) and reflected  
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(-) port voltage vectors, 1/2
L
−=U Z U  and 1/2

L=i Z i  are, respectively, normalized network 
voltage and current vectors, and LZ  is a diagonal matrix of characteristic impedances 

1 2
,  ,...,  

NL L LZ Z Z  of transmission lines, connected to each port (reference impedances). 
To incorporate the network equations (6a) to (6c) into the MoM system (3), it is necessary to 
relate the elements of matrix-vectors V  and I  in (3) to the network port voltage and current 
matrix-vectors U  and i . Let us choose the expansion and testing functions ( )nf r′  and 

( )mw r′  in (2) and (3) so as to interpret mV  and nI  in (3) as segment currents and voltages. 
Then the segment voltages 1[ ,  ... ,...]mV V=V  can be shared between those caused by 
external sources 1[ ,  ... ,...]S s s

mV V=V  and those by network voltages 1 2[ ,  ,...,  ]NU U U=U : 

 s= +V V U  (7) 

For a free-port network (with controlled voltages), the port currents 1 2[ ,  ,...,  ]Ni i i=i  are 
easily related to the segment currents 1 2[ ,  ,...,  ]NI I I=I : 

 = −i I  (8) 

Therefore, inserting (8) in (6a) and then in (7) yields: 

 s Net= −V V Z I  (9) 

Now introducing (9) in (3) and regrouping components with the currents I  yields the 
following hybridized MoM and network algebraic system: 

 ( )MoM Net s+ =Z Z I V  (10) 

For the mixed (free and forcing ports), the network equation (10) is generalized to: 

 ( )MoM Net s add′+ = +Z Z I V V  (11) 

where 1( )Net Net −′ ′=Z Y  is the free-port generalized impedance matrix of N-port network, 

 add Net Net S′ ′′= −V Z Y U  (12) 

is an additional voltage matrix-vector on free ports induced due to the connection to forcing 
ports, and Net′Y , Net′′Y  are the free-port and mixed-port generalized network admittance 
matrices. The latter are mixed matrices with row index for the free port, and column index 
for the forcing port.  
The matrix equations (11) represent the general hybridization of the MoM with multiport 
networks. Here, the total impedance matrix is composed of the MoM matrix and a reduced 
general network matrix for free ports, while the voltage column is composed of the MoM 
voltages and impressed network voltages, induced by the connection to the forcing ports. 
Specifically, for free-port network, (11) reduces to (10), while for the forcing-port network to 
(3), with s=V V . In the latter case, the MoM system remains unchanged. 

4.2 Validation of the hybrid MoM and network scheme 
The derived hybrid MoM scheme is validated on a simple PSPICE model shown in Fig. 6. It 
consists of a 2-port linear amplifier network (outlined by the dashed line) connected to a 1-V 
voltage generator with internal resistance 50 Ω and loaded with a 1-m transmission line (TL) 
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through and voltages 1 2,  ,...,  NU U U  over the ports, according to the network parameters of 
the considered network. 
Network parameters can be introduced via different forms of network equations: 

 
Net=U Z i  (6a) 

 Net=i Y U  (6b) 

 Net− +=a S a  (6c) 

where 1 2[ ,  ,...,  ]Ni i i=i  and 1 2[ ,  ,...,  ]NU U U=U  are the network port current and voltage 
matrix-vectors, NetZ , NetY  and NetS  are the network Z-, Y- and S-matrices with network 
parameters Net

mnZ  , Net
mnY  and Net

mnS ; ( )1
2

± = ±a U i  are normalized incident (+) and reflected  
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(-) port voltage vectors, 1/2
L
−=U Z U  and 1/2

L=i Z i  are, respectively, normalized network 
voltage and current vectors, and LZ  is a diagonal matrix of characteristic impedances 

1 2
,  ,...,  

NL L LZ Z Z  of transmission lines, connected to each port (reference impedances). 
To incorporate the network equations (6a) to (6c) into the MoM system (3), it is necessary to 
relate the elements of matrix-vectors V  and I  in (3) to the network port voltage and current 
matrix-vectors U  and i . Let us choose the expansion and testing functions ( )nf r′  and 

( )mw r′  in (2) and (3) so as to interpret mV  and nI  in (3) as segment currents and voltages. 
Then the segment voltages 1[ ,  ... ,...]mV V=V  can be shared between those caused by 
external sources 1[ ,  ... ,...]S s s

mV V=V  and those by network voltages 1 2[ ,  ,...,  ]NU U U=U : 

 s= +V V U  (7) 

For a free-port network (with controlled voltages), the port currents 1 2[ ,  ,...,  ]Ni i i=i  are 
easily related to the segment currents 1 2[ ,  ,...,  ]NI I I=I : 

 = −i I  (8) 

Therefore, inserting (8) in (6a) and then in (7) yields: 

 s Net= −V V Z I  (9) 

Now introducing (9) in (3) and regrouping components with the currents I  yields the 
following hybridized MoM and network algebraic system: 

 ( )MoM Net s+ =Z Z I V  (10) 

For the mixed (free and forcing ports), the network equation (10) is generalized to: 

 ( )MoM Net s add′+ = +Z Z I V V  (11) 

where 1( )Net Net −′ ′=Z Y  is the free-port generalized impedance matrix of N-port network, 

 add Net Net S′ ′′= −V Z Y U  (12) 

is an additional voltage matrix-vector on free ports induced due to the connection to forcing 
ports, and Net′Y , Net′′Y  are the free-port and mixed-port generalized network admittance 
matrices. The latter are mixed matrices with row index for the free port, and column index 
for the forcing port.  
The matrix equations (11) represent the general hybridization of the MoM with multiport 
networks. Here, the total impedance matrix is composed of the MoM matrix and a reduced 
general network matrix for free ports, while the voltage column is composed of the MoM 
voltages and impressed network voltages, induced by the connection to the forcing ports. 
Specifically, for free-port network, (11) reduces to (10), while for the forcing-port network to 
(3), with s=V V . In the latter case, the MoM system remains unchanged. 

4.2 Validation of the hybrid MoM and network scheme 
The derived hybrid MoM scheme is validated on a simple PSPICE model shown in Fig. 6. It 
consists of a 2-port linear amplifier network (outlined by the dashed line) connected to a 1-V 
voltage generator with internal resistance 50 Ω and loaded with a 1-m transmission line (TL) 
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with characteristic impedance 150 Ω and termination resistance R. The hybrid MoM 
simulation model is constructed of 4 wire segments to model the network ports (of S- and 
TL- types), 8 wire segments to model the excitation, connections and loads, and a frequency 
dependent S-matrix supplied by the PSPICE. 
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Fig. 6. Amplifier model with a transmission line 

Fig. 7 shows a comparison of the transfer function calculated by hybrid MoM (TriD) and 
PSPICE (Su at al., 2008) 

 /V out inTF V V=  (13) 

where Vout is voltage on a transmission line termination, Vin is voltage at an amplifier input. 
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Fig. 7. Comparison of transfer functions calculated by the hybrid MoM (TriD) and PSPICE 

The comparison of the TriD results with those calculated by PSPICE demonstrates a perfect 
agreement between them in a wide frequency range up to 500 MHz, including a flatness 
range up to 10 MHz, a smooth range for the matched termination resistance R = 150 Ω, and 
a high frequency oscillation range for the unmatched termination resistances R = 50 Ω and 
100 Ω. These results validate the derived hybrid MoM and network scheme. 
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5. Hybridization of MoM with a special Green’s function 
5.1 Problem formulation 
Modern automotive design tends towards conformal and hidden antenna applications, such 
as glass antennas integrated in vehicle windowpanes, as depicted in Fig. 8. An accurate MoM 
analysis of such antennas requires the discretization of the dielectric substrate of the glass, 
which results in an excessively large amount of unknowns (a several hundred of thousands). 
The usage of rigorous Green’s functions of infinite layered geometries, represented by 
Sommerfeld integrals (Sommerfeld, 1949), is unfortunately too time-consuming and inflexible, 
whereas a frequently used approximate sheet impedance approximation (Harrington. & 
Mautz, 1975) fails for the complex glass antenna geometries (Bogdanov at al., 2010a). This 
section describes an equivalent glass antenna model of layered antenna structures and derives 
the hybrid MoM scheme, which incorporates the approximate Green’s function of such a 
model. 
 

Glass antenna

 
Fig. 8. Vehicle computational model with a glass antenna in the rear window 

Let the total MoM geometry G of the considered problem be divided into basis (car) geometry 
B, glass antenna elements A and dielectric substrate D. The hybrid MoM formulation, 
excluding the dielectric geometry D from the consideration, can be written, instead of (1), as: 

 ( ) ( )B A B A
G GL J L J g g+ = +  on BS  (14a) 

 ( ) ( )B A B A
G G G GL J L J g g+ = +  on AS  (14b) 

where the superscripts B and A stand for the basis and glass antenna elements, and GL  and 
Gg  are the boundary operator and excitation modified so as  to include the dielectric effect 

and automatically satisfy boundary conditions on the dielectric. To derive the hybrid MoM 
scheme and define the operators GL  and Gg , consider an equivalent glass antenna model, 
allowing construction of approximate Green’s function for the layered antenna structures. 

5.2 Equivalent glass antenna model 
Fig. 9 a) shows an original structure of the metallic strip (glass antenna element) A with 
current J  placed above, inside or under the dielectric layer (regions i=1,2,3, respectively). 
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with characteristic impedance 150 Ω and termination resistance R. The hybrid MoM 
simulation model is constructed of 4 wire segments to model the network ports (of S- and 
TL- types), 8 wire segments to model the excitation, connections and loads, and a frequency 
dependent S-matrix supplied by the PSPICE. 
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Fig. 7 shows a comparison of the transfer function calculated by hybrid MoM (TriD) and 
PSPICE (Su at al., 2008) 
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where Vout is voltage on a transmission line termination, Vin is voltage at an amplifier input. 
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Fig. 7. Comparison of transfer functions calculated by the hybrid MoM (TriD) and PSPICE 

The comparison of the TriD results with those calculated by PSPICE demonstrates a perfect 
agreement between them in a wide frequency range up to 500 MHz, including a flatness 
range up to 10 MHz, a smooth range for the matched termination resistance R = 150 Ω, and 
a high frequency oscillation range for the unmatched termination resistances R = 50 Ω and 
100 Ω. These results validate the derived hybrid MoM and network scheme. 
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The usage of rigorous Green’s functions of infinite layered geometries, represented by 
Sommerfeld integrals (Sommerfeld, 1949), is unfortunately too time-consuming and inflexible, 
whereas a frequently used approximate sheet impedance approximation (Harrington. & 
Mautz, 1975) fails for the complex glass antenna geometries (Bogdanov at al., 2010a). This 
section describes an equivalent glass antenna model of layered antenna structures and derives 
the hybrid MoM scheme, which incorporates the approximate Green’s function of such a 
model. 
 

Glass antenna

 
Fig. 8. Vehicle computational model with a glass antenna in the rear window 

Let the total MoM geometry G of the considered problem be divided into basis (car) geometry 
B, glass antenna elements A and dielectric substrate D. The hybrid MoM formulation, 
excluding the dielectric geometry D from the consideration, can be written, instead of (1), as: 

 ( ) ( )B A B A
G GL J L J g g+ = +  on BS  (14a) 

 ( ) ( )B A B A
G G G GL J L J g g+ = +  on AS  (14b) 

where the superscripts B and A stand for the basis and glass antenna elements, and GL  and 
Gg  are the boundary operator and excitation modified so as  to include the dielectric effect 

and automatically satisfy boundary conditions on the dielectric. To derive the hybrid MoM 
scheme and define the operators GL  and Gg , consider an equivalent glass antenna model, 
allowing construction of approximate Green’s function for the layered antenna structures. 

5.2 Equivalent glass antenna model 
Fig. 9 a) shows an original structure of the metallic strip (glass antenna element) A with 
current J  placed above, inside or under the dielectric layer (regions i=1,2,3, respectively). 
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The layer of thickness l and material parameters ε0, μ0 (region i=2) is placed in vacuum with 
parameters ε0, μ0 (i=1,3). In a multilayer case, effective material parameters are considered. 
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Fig. 9. a) Original and b) equivalent glass antenna model 

Fig. 9 b) shows an equivalent model of microstrip structure in Fig. 2 a) consisting of the source 
current J

�
 on element A and its mirror images kJ

�
( 0, 1, 2,...)k = ± ±  in top and bottom dielectric 

layer interfaces. For the source current J
�

 in the region i, an electromagnetic field at the 
observation region j=1,2,3 is composed of the field of the original current J

�
 (if only j=i) and 

that produced by its images kJ
�

 taken with amplitudes ji
kvA  and ji

khA  for the vertical and 
horizontal components of the vector potentials, and ji

kqA  for the scalar potentials. Hereinafter, 
the 1-st superscript indicates the observation region, and the 2nd  the source region.  
Note, that both the source and image currents, radiate in medium with material properties 
of the observation region j, and only images, which are not placed in the observation region, 
radiate into this region. The image amplitudes ,  , ,ji

ktA t v h q=  can be approximately found 
by recursive application of the mirror image method to relate these amplitudes with those 
( ji

ta ) obtained for the approximate solution of the boundary-value problem on a separate 
dielectric interface. 

5.3 Derivation of image amplitudes 
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Fig. 10. Sources and images in the presence of dielectric interface: a) original problem, b) 
equivalent problem for the source region i, c) equivalent problem for the mirror region m 

In order to find the image amplitudes ji
ta , let's place the current J

�
 and the associated 

charge 1 div  iq JdVω=
�

∓  from one side (for instance, in medium i) of the interface between 
the two dielectric media m and i, as depicted in Fig. 10 a). Following the modified image 
theory (MIT) (Miller et al., 1972a; Ala & Di Silvestre, 2002), an electromagnetic response 
from the imperfect interface is approximately described by inserting the mirror image source 
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radiating to the source region i, and the space-like image source radiating to the mirror region 
m, see Figs. 10 b) to c). The original current J  is decomposed into its vertical vJ  and 
horizontal hJ  components, and v vJ J= − . Unlike the canonical mirror image method, image 
amplitudes ji

ta  are modified so as to approximately satisfy the boundary conditions. 
Unlike other MIT applications, we reconsider the derivation of image amplitudes ji

ta , 
imposing boundary conditions on both electric and magnetic fields and applying the quasi-
static approximation 2( ) 1kR << , where k is a wavenumber, and R is a distance between the 
image and observation points. Besides, we assign the different amplitudes ji

va , ji
ha  and ji

qa  
for the current and charge images, in view of nonuniqueness of vector and scalar potentials 
in the presence of a dielectric boundary (Erteza & Park, 1969). This results in the following 
approximate solution to Sommerfeld problem in Figs. 10 b) and c) (Bogdanov et al., 2010b): 

 2,          ii ii mi mii m m
q v q v

i m i m
a a a aε ε ε

ε ε ε ε
−

= = = =
+ +

 (15a) 

 2 ,                 ii mim i i
h h

i m i m
a aμ μ μ

μ μ μ μ
−

= =
+ +

 (15b) 

Once the image amplitudes ji
ta  of the equivalent interface problem are found, we develop a 

recursive procedure (Bogdanov et al., 2010b) to derive the image amplitudes ji
ktA  of the 

equivalent glass antenna problem in Fig. 9 b). Let us derive it for the source current J  situated 
in the region i=1 (above the layer). To satisfy boundary conditions on the upper dielectric 
interface, we introduce, along with source current J  radiating in the source region 1, two 
image currents located on equal distances d from the interface: mirror current 1J−  with 
amplitude 11 11

1t tA a− = , again radiating in region 1, and space-like image 0J  with amplitude 
221 1

0t tA a=  radiating in region 2. The same procedure for the image current 0J  radiating in 
region 2 in the presence of the bottom interface, requires a pair of additional image currents 
located at equal distances l d+  from this interface: 2J−  with amplitude 21 21 22

2t t tA a a− =  radiating 
in region 2, and 0J  with amplitude 3

0
1 21 12
t t tA a a=  radiating in region 3. Next, we should adjust 

the boundary conditions on the upper interface, which are unbalanced due to the radiation of 
image current 2J−  with amplitude 21 22

t ta a  in region 2 in the presence of the upper interface. 
Recursively continuing this procedure results in: 

 2 2 3 2 2 3;    ( ) ,    ( ) ,      2,3,...11 11 11 21 1 22 k 21 21 2 k
1t t kt t t t kt t tA a A a a a A a a k− −
− − −= = = =  (16a) 

 2 2 3 2( ) ,           ( ) ,       0,1,2,...21 21 2 k 1 21 12 22 k
kt t t kt t t tA a a A a a a k= = =  (16b) 

5.4 MoM Solution to the equivalent glass antenna model 
The equivalent glass antenna model in Fig. 9 b) allows to introduce the equivalent current 
and charge associated with antenna element A into any observation region j=1,2,3: 

 [   ]ji jiv h
ij k kkv kh

k
J J A J A Jδ′ = + +∑  (17) 

 /  /  (  )ji
ij kkq

k
i J i J A Jω ω δ′∇ = ∇ + ∇∑  (17a) 
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The layer of thickness l and material parameters ε0, μ0 (region i=2) is placed in vacuum with 
parameters ε0, μ0 (i=1,3). In a multilayer case, effective material parameters are considered. 
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In order to find the image amplitudes ji
ta , let's place the current J

�
 and the associated 

charge 1 div  iq JdVω=
�

∓  from one side (for instance, in medium i) of the interface between 
the two dielectric media m and i, as depicted in Fig. 10 a). Following the modified image 
theory (MIT) (Miller et al., 1972a; Ala & Di Silvestre, 2002), an electromagnetic response 
from the imperfect interface is approximately described by inserting the mirror image source 
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radiating to the source region i, and the space-like image source radiating to the mirror region 
m, see Figs. 10 b) to c). The original current J  is decomposed into its vertical vJ  and 
horizontal hJ  components, and v vJ J= − . Unlike the canonical mirror image method, image 
amplitudes ji

ta  are modified so as to approximately satisfy the boundary conditions. 
Unlike other MIT applications, we reconsider the derivation of image amplitudes ji

ta , 
imposing boundary conditions on both electric and magnetic fields and applying the quasi-
static approximation 2( ) 1kR << , where k is a wavenumber, and R is a distance between the 
image and observation points. Besides, we assign the different amplitudes ji

va , ji
ha  and ji

qa  
for the current and charge images, in view of nonuniqueness of vector and scalar potentials 
in the presence of a dielectric boundary (Erteza & Park, 1969). This results in the following 
approximate solution to Sommerfeld problem in Figs. 10 b) and c) (Bogdanov et al., 2010b): 

 2,          ii ii mi mii m m
q v q v

i m i m
a a a aε ε ε

ε ε ε ε
−

= = = =
+ +

 (15a) 

 2 ,                 ii mim i i
h h

i m i m
a aμ μ μ

μ μ μ μ
−

= =
+ +

 (15b) 

Once the image amplitudes ji
ta  of the equivalent interface problem are found, we develop a 

recursive procedure (Bogdanov et al., 2010b) to derive the image amplitudes ji
ktA  of the 

equivalent glass antenna problem in Fig. 9 b). Let us derive it for the source current J  situated 
in the region i=1 (above the layer). To satisfy boundary conditions on the upper dielectric 
interface, we introduce, along with source current J  radiating in the source region 1, two 
image currents located on equal distances d from the interface: mirror current 1J−  with 
amplitude 11 11

1t tA a− = , again radiating in region 1, and space-like image 0J  with amplitude 
221 1

0t tA a=  radiating in region 2. The same procedure for the image current 0J  radiating in 
region 2 in the presence of the bottom interface, requires a pair of additional image currents 
located at equal distances l d+  from this interface: 2J−  with amplitude 21 21 22

2t t tA a a− =  radiating 
in region 2, and 0J  with amplitude 3

0
1 21 12
t t tA a a=  radiating in region 3. Next, we should adjust 

the boundary conditions on the upper interface, which are unbalanced due to the radiation of 
image current 2J−  with amplitude 21 22

t ta a  in region 2 in the presence of the upper interface. 
Recursively continuing this procedure results in: 

 2 2 3 2 2 3;    ( ) ,    ( ) ,      2,3,...11 11 11 21 1 22 k 21 21 2 k
1t t kt t t t kt t tA a A a a a A a a k− −
− − −= = = =  (16a) 

 2 2 3 2( ) ,           ( ) ,       0,1,2,...21 21 2 k 1 21 12 22 k
kt t t kt t t tA a a A a a a k= = =  (16b) 

5.4 MoM Solution to the equivalent glass antenna model 
The equivalent glass antenna model in Fig. 9 b) allows to introduce the equivalent current 
and charge associated with antenna element A into any observation region j=1,2,3: 

 [   ]ji jiv h
ij k kkv kh

k
J J A J A Jδ′ = + +∑  (17) 

 /  /  (  )ji
ij kkq

k
i J i J A Jω ω δ′∇ = ∇ + ∇∑  (17a) 
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where J  is the original current in the i-th region, ijδ  is the Kronecker delta, k kJ Jℜ=  is the 
current on the k-th image, kℜ  is the imaging operator, ˆ ˆ( )v

k kJ J n n=  and h v
k k kJ J J= −  are the 

vertical and horizontal components of the k-th image currents, and n̂  is a unit normal vector 
to the dielectric interface. Since (17) can be considered as ( )J J′ = ℑ , where ℑ  is a 
transforming operator, and modifying the excitation ( )g g′ = ℑ , after substitution in (1), we 
arrive at the following equivalent boundary-value problem on antenna element geometry A: 

 ( )G GL J g=  (18) 

where: 

 GL L= ℑ , Gg g= ℑ  (19) 

are the modified boundary operator and excitation in the glass area including the dielectric 
effect. Equation (18) allows to obtain the MoM solution to the glass antenna problem, 
applying the traditional MoM scheme of Section 2 to the equivalent model in Fig. 9 b) with 
expansion functions taken on both original and image geometries, and testing only on the 
original geometry. 

5.5 Hybrid MoM scheme with incorporated equivalent glass antenna model 
Expression (19) allows to reduce the hybrid MoM formulation (14) to a linear set of algebraic 
equations. Applying the traditional MoM scheme of Section 2 with expansion functions 
{ } 1

( )
N

n n
f r

=
′  and weighting functions { } 1( ) N

m mw r
=

 results in the following matrix equations: 

 
[ ] [ ] [ ] [ ] [ ]

[ ] [ ] [ ] [ ] [ ]
mn mn n m m

mn mn n m m

BB BA B BB BA

AB AA A AB AA

Z Z I V V

Z Z I V V

⎡ ⎤ ⎡ ⎤ ⎡ ⎤′ ′+
⎢ ⎥ ⎢ ⎥ ⎢ ⎥=

′ ′ ′ ′+⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦
 (20) 

where ,BB B B
mn m nZ w Lf=  ,mn m G nZ w L fβα β α′ =  are the MoM impedance matrix elements, 
,BB B B

m mV w g= , ,m m GV w gβα β α′ =  the excitation elements, and , { , }A Bα β = . The linear set 
(20) incorporates the equivalent glass antenna model into the full MoM geometry. 
Note, that although equivalent glass antenna model is derived for infinite dielectric layers, it 
also can approximately be applied to finitely sized and even slightly curved glass antenna 
geometries. For this purpose, a finite-size dielectric substrate is subdivided into separate flat 
areas, and each antenna element is associated with the closest glass area. The antenna 
elements near this area are considered to radiate as located in the presence of infinite 
dielectric substrate being the extension of this smaller glass area. 

5.6 Application of hybrid MoM scheme with incorporated equivalent glass antenna 
The derived hybrid MoM scheme has been applied to simulate reflection coefficient of rear 
window glass antenna in full car model. Results were compared with measurements.  
A simulation model of the measurement setup with glass antenna and its AM/FM1/TV1 
port is shown in Fig. 11. This model consists of 19,052 metal triangles to model the car 
bodyshell, 67 wire segments to model the antenna to body connections, and 2,477 triangles 
to model the glass antenna elements, giving a total of N = 31,028 unknowns. The curved 
glass surface is represented by 5,210 triangles. The dielectric substrate is of thickness l = 3.14 
mm, relative permittivity εr = 7.5, and dielectric loss tangent tan (δ) = 0.02. The metallic 
elements are assumed to be perfectly conducting. To accurately represent measurement 
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setup, BNC connectors attached to the antenna terminals. The connectors are modelled as 
non-radiating TL elements of 64-mm length and 50-Ohm characteristic impedance.  
Fig. 12 shows measured and simulated results for the reflection coefficient 11| |S  at the FM1 
port of the glass antenna. Comparison between these results shows that simulated results 
are in a close agreement with measurement data at all frequencies in the range from 30 to 
300 MHz. 
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Fig. 12. Comparison of measurement and simulation results for a full car model 

6. Multi-partitioned and multi-excitation MoM scheme 
6.1 Problem formulation 
In the optimization of automotive antenna, a considerable part of the vehicle geometry 
remains the same in different calculations. For instance, this happens when one compares 
characteristics of different antennas mounted in a windowpane of the same car model. This 
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where J  is the original current in the i-th region, ijδ  is the Kronecker delta, k kJ Jℜ=  is the 
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k kJ J n n=  and h v
k k kJ J J= −  are the 
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also happens when optimizing the shape, dimensions, position and material parameters of 
certain antenna installed in the vehicle. Besides, an optimization of the calculation procedure 
for different sets of excitations is required. This section describes a multi-partitioned and 
multi-excitation MoM scheme to effectively handle such geometries and excitations. 
Let G be a series of geometries 1 2, ,..., KG G G  with a predominant common (basis) part 

1

K
b

k
k

G G
=

= ∩  being an intersection of the geometries kG . The analysis of the geometries kG , 

1,  2,...k K=  using the traditional MoM scheme of section 2 requires CPU time that K times 
exceeds that needed to handle a single geometry. Our intention is to enhance the MoM 
scheme in such a way as to essentially minimize the total CPU time needed to handle a 
series of geometries under different sets of excitations. 

6.2 Partitioned MoM scheme 
Let geometry kG  be partitioned on the basis bG  and additional aG  parts, so that 

b a
kG G G= + . Reconsidering the boundary-value problem (1) with applying the partitioned 

sets of expansion and testing functions for the basis bG  and additional aG  geometries, we 
reduce (1) to the matrix equations with the following block structure: 
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where the first superscript is associated with the testing procedure, and the second one with 
the expansion procedure, so that the total number of unknowns is b aN N N= + . 
Considering now the LU decomposition of the partitioned impedance matrix: 
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one can see that the decomposition of the basis block matrix bb bb bbZ L U=  is the same as the 
one which would be obtained for the basis geometry bG . Therefore, considering first the 
boundary-value problem on the basis geometry bG  and storing the inverted matrices 

1( )bb bbL L −=
�

 and 1( )bb bbU U −=
�

 for this geometry, one then only needs to calculate the 
additional blocks of the partitioned impedance matrix in (21) to determine the additional 
blocks in the LU decomposition (22). Then, the solution of the initial boundary-value 
problem on the total geometry kG  is found to be: 
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or, after inversion of block matrices 
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where (  ) ba bb ba aaU U U U= − , (  ) ab aa ba bbL L L L= − . In (24), a predominant part of the 
calculations is associated with determining the inverse block matrices bbL  and bbU  for the 
basis geometry bG  to be stored at the first stage of calculations. If the additional part aG  of 
the total geometry kG  is much less than the basis part bG , the calculation of additional 
blocks needs far fewer operations than those required for the total geometry. This allows 
performing the additional calculations to obtain the sought solution without considerable 
usage of CPU time. The structure of multi-partitioned and multi-excitation calculations is 
illustrated in Fig. 13. 
 

 
Fig. 13. Structure of multi-partitioned and multi-excitation calculations 
A theoretical gain in solving time obtained when applying the partitioned MoM scheme (if 
using the stored LU matrices for the basis geometry) may be evaluated as: 

 1
(1 ) /

G
Kβ β

=
− +

 (25) 

where 31 /[1 (1 ) ]K α= − −  is a theoretical gain of LU decomposition, /( )a b aN N Nα = +  is a 
share of additional unknowns in a total number of unknowns, and β  is a share of the 
additional time in a direct task time, which is necessary for the calculation processing (this is 
characterized by the computational system). This time includes the needed data preparation, 
loops and threads organization, memory access, etc. For in-core calculations, this time may be 
ignored, while for out-of-core calculations it should include HDD read/write time, and for the 
cluster (distributed memory) calculations it should include the data exchange time (the latter 
time may be rather significant to appreciably reduce the estimation gain). 
Tables 1 and 2 compare the solving times and gains for the sequential/multithreaded and 
cluster calculations. These tasks have been run on 2CPU Intel Xeon 3.00 GHz computers 
(totally 4 cores); and the cluster consists of the 9 computers (altogether 36 processes). 
 

1 thread used 4 threads used bN  aN  α  G K≡  
Direct [s] Partition [s] Direct [s] Partition [s] 

28093 2935 0.095 3.87 8063 2116 2233 750 
28093 118 0.004 80.03 6052 91 1696 38 

Table 1. Solving times and gains for sequential calculations for 0β = . 
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Direct [s] Partition [s] Direct [s] Partition [s] 
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Direct [s] Partition [s] bN  aN  α  K  
Solve Exchange

β  G  
Solve 

28093 2935 0.095 3.87 474 200 0.42 1.75 332 
28093 118 0.004 80.03 383 170 0.44 2.22 211 

Table 2. Solving times and gains for cluster calculations. 

The presented data shows the sufficient advantage of using the partitioned MoM scheme 
when applied to a series of partitioned geometries with a predominant basis part (small 
values of α ). However, this scheme is less effective in the case of distributed memory 
(parallel) calculations, because of a large amount of data exchange (even theoretically, it 
cannot be more than 1 /β ). Optimizing the data exchange in the multi-partitioned regime, 
one can significantly decrease the average β , which results in increase of the gain. 

6.3 Application of the multi-partitioned MoM scheme 
The derived multi-partitioned MoM scheme has been applied to optimize glass antenna 
structure in a full car model. Fig. 14 shows a computational model of AUDI A5 with a 
heating structure and antenna pattern printed on the rear windscreen. A part of the antenna 
structure used for AM, FM and TV services, is to be optimised (this part is electrically 
separated from the heating structure and therefore may be easily changed during the 
antenna design). 
 

A ntenna pattern 

Heating structure  

 
Fig. 14. AUDI A5 car body with heating structure printed on rear windscreen 
In using the multi-partitioned scheme, we consider the car bodyshell and the heating 
structure as a basis part of geometry (altogether 20,573 metallic elements), and the antenna 
structure as additional (partition) part. Figs. 15 a) to c) show different variants of the 
antenna structure with a corresponding pigtail wire, which are considered as partitions. Fig. 
15 d) compares the reflection coefficients of the full car models with the above antenna 
variants, calculated in the frequency range from 30 MHz to 300 MHz. The obtained results 
show that modification of the antenna structure do not change the reflection coefficient in 
the FM frequency range, but significantly shifts and change the level of resonances in the TV 
range (150-175 MHz and 210-225 MHz). 
Table 3 compares the computational times needed for calculation of 3 variants of the 
antenna structure using the direct MoM respectively the multi-partitioned approach. 
Comparison of CPU times shows 1.5 gain in calculation time for 3 partitions that 
demonstrates advantage of the multi-partitioned scheme to solve optimization problems on 
full car models. It should also be mentioned that the benefit of the multi-partitioned 
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approach increases if more variants are to be compared. This is quite often the case in early 
stages of development when many different antenna positions and layouts are still viable. 
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Fig. 15. Different variants of the antenna structure: a) initial structure, 102 metallic elements, 
b) structure with extended arm, 117 metallic elements, c) structure with shifted bridge, 117 
metallic elements, d) reflection coefficient of above antennas as a function of frequency 
 

Solution type CPU time for one frequency point 
Direct solution (3 tasks) 3.7 hours (1.23 hours per task) 

Matrix partitioned approach (3 partitions) 
2.55 hours (1.9 hours for basis + 0.65 hours 

for 3 partitions; 13 minutes for each 
partition) 

Table 3. Summary of computational times 

7. Application of computational techniques to automotive EM problems 
7.1 Simulations of vehicle antenna validation tests 
The developed techniques have been applied to simulate various EM and EMC 
(Electromagnetic Compatibility) problems on automotive antennas.  
First, a vehicle antenna validation test (usually, it precedes a chamber vehicle emission test) 
is modelled. A schematic representation of this test is shown in Fig. 16.  
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Fig. 16. Schematic representation of antenna validation test  
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approach increases if more variants are to be compared. This is quite often the case in early 
stages of development when many different antenna positions and layouts are still viable. 
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Fig. 16. Schematic representation of antenna validation test  



 New Trends and Developments in Automotive System Engineering 

 

602 

A measurement setup consists of active vehicle antenna (with amplifier) exposed by a test 
antenna with defined feeding, and a spectrum analyzer to measure the coupled voltage. The 
obtained voltage level is compared to the standard acceptable reception level, known for 
each type of vehicle antenna. The computer simulations are aimed to predict the total 
antenna system performance in order to detect possible problems, especially if a real car 
prototype is not yet available for measurements. Fig. 17 shows used mutual location of the 
car and test antennas in an anechoic chamber. 
 

 
Fig. 17. Mutual location of the car and test antenna in anechoic chamber 
In a current example, a vertically polarized biconical SCHWARZBECK BBA9106 test 
antenna with 1:1 balun is used. The antenna located at 1.0 m above the ground is fed by a 
-30dBm generator with 50-Ohm internal resistance, connected to the antenna by a lossy 
coaxial cable. The dimensions and antenna factor of the test antenna are presented in Figs. 
18 and 19. 
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Fig. 18. Antenna factor 
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550mm 
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150mm 

Total length 
 

Fig. 19. Test antenna dimensions 
A simulation model of the side window TV2 antenna in a VW car is shown in Fig. 20. It 
consists of 31,045 triangles to model the car bodyshell, and 535 triangles and 19 wire segments 
to model the antenna pattern. The antenna pattern is printed on the right rear window glass of 
thickness l =3 mm, permittivity εr=7, loss tangent tan (δ)=0.02, and is adjacent to the TV3/FZV 
antenna. 
 

 

FM2/TV2 
port 

TV3/FZV 
port  

Fig. 20. VW car model with glass antenna in right window 
To properly model the validation test, the antenna amplifiers are also included in the 
simulation model as non-radiating networks. The scattering parameters of the TV2 and TV3 
antenna amplifiers are depicted in Figs. 21 a) and b). It is assumed, that a backward 
transmission of the signal from radio to antenna pattern is negligibly small, and that the 
amplifier output is perfectly matched with a 50-Ohm coaxial cable connected to radio. Thus, 
a complete simulation model consists of the biconical test antenna, car bodyshell model and 
side window glass antenna with amplifiers. The analysis of such a model requires the 
following modelling techniques: power normalization of the biconical antenna source, 
hybridization of the MoM with special Green’s function to model the glass antenna, and 
hybridization of the MoM with multiport networks to model the amplifiers and lossy 
coaxial cables. 
Fig. 22 shows the comparison of the simulated voltage at TV2 amplifier output port with 
measurement results obtained in Volkswagen AG. Two separate frequency ranges are 
considered: 40 MHz - 110 MHz (Bands I and II), and 170 MHz -230 MHz (Band III). 
Comparison of the simulated results with measurements shows a rather good agreement 
between them in both TV1 and TV2 frequency ranges. The maximum difference between 
coupled voltages does not exceed 6 dB. 
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A measurement setup consists of active vehicle antenna (with amplifier) exposed by a test 
antenna with defined feeding, and a spectrum analyzer to measure the coupled voltage. The 
obtained voltage level is compared to the standard acceptable reception level, known for 
each type of vehicle antenna. The computer simulations are aimed to predict the total 
antenna system performance in order to detect possible problems, especially if a real car 
prototype is not yet available for measurements. Fig. 17 shows used mutual location of the 
car and test antennas in an anechoic chamber. 
 

 
Fig. 17. Mutual location of the car and test antenna in anechoic chamber 
In a current example, a vertically polarized biconical SCHWARZBECK BBA9106 test 
antenna with 1:1 balun is used. The antenna located at 1.0 m above the ground is fed by a 
-30dBm generator with 50-Ohm internal resistance, connected to the antenna by a lossy 
coaxial cable. The dimensions and antenna factor of the test antenna are presented in Figs. 
18 and 19. 
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Fig. 18. Antenna factor 
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Fig. 19. Test antenna dimensions 
A simulation model of the side window TV2 antenna in a VW car is shown in Fig. 20. It 
consists of 31,045 triangles to model the car bodyshell, and 535 triangles and 19 wire segments 
to model the antenna pattern. The antenna pattern is printed on the right rear window glass of 
thickness l =3 mm, permittivity εr=7, loss tangent tan (δ)=0.02, and is adjacent to the TV3/FZV 
antenna. 
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Fig. 20. VW car model with glass antenna in right window 
To properly model the validation test, the antenna amplifiers are also included in the 
simulation model as non-radiating networks. The scattering parameters of the TV2 and TV3 
antenna amplifiers are depicted in Figs. 21 a) and b). It is assumed, that a backward 
transmission of the signal from radio to antenna pattern is negligibly small, and that the 
amplifier output is perfectly matched with a 50-Ohm coaxial cable connected to radio. Thus, 
a complete simulation model consists of the biconical test antenna, car bodyshell model and 
side window glass antenna with amplifiers. The analysis of such a model requires the 
following modelling techniques: power normalization of the biconical antenna source, 
hybridization of the MoM with special Green’s function to model the glass antenna, and 
hybridization of the MoM with multiport networks to model the amplifiers and lossy 
coaxial cables. 
Fig. 22 shows the comparison of the simulated voltage at TV2 amplifier output port with 
measurement results obtained in Volkswagen AG. Two separate frequency ranges are 
considered: 40 MHz - 110 MHz (Bands I and II), and 170 MHz -230 MHz (Band III). 
Comparison of the simulated results with measurements shows a rather good agreement 
between them in both TV1 and TV2 frequency ranges. The maximum difference between 
coupled voltages does not exceed 6 dB. 
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Fig. 21. S-parameters of: a) TV2 amplifier, b) TV3 amplifier 
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                                             (a)                                                                         (b) 
Fig. 22. Voltage received by TV2 antenna in: a) Band I and II, b) Band III 

7.2 Testing of vehicle antenna reception in an open-area far-field test setup 
Next, a vehicle antenna reception in an open-area far-field test setup is modelled. 
Examination of vehicle antenna reception is one of the stages in system development and 
certification. A single-axis rotational technique is used to measure the antenna reception 
pattern. This technique involves placing the equipment under test on a rotational positioner 
and rotating about the azimuth to measure a two-dimensional polar pattern. It is important 
to be able to measure two perpendicular (vertical and horizontal) components of pattern. 
This measurement is usually accomplished by using a dual-polarized horn, log-periodic 
dipole array, or dipole antenna as the transmitting antenna and requires two transmitters or 
the ability to automatically switch the polarization of a single transmitter. A typical polar-
pattern test setup is shown in Fig. 23. 
The vehicle with antenna under test (AUT) is placed on a rotating turntable; transmitting 
antenna is placed at a certain level above ground and at fixed distance away from the AUT. 
The turntable is rotated over 360°, and the response between the antennas is measured as a 
function of angle. A distance between the transmitting antenna and AUT is taken to be large 
enough to satisfy far-field condition. 
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Fig. 23. Test setup for antenna pattern measurements 
In the current example, reception of the glass antenna placed in a rear window of an AUDI 
A5 model is examined. An aim of the testing is to analyze the influence of different antenna 
amplifiers on the level of the received signal. First, a passive antenna is analyzed, and then 
five different amplifiers, one after another, are connected to the antenna to compare the 
received voltages. The simulations are done at selected frequencies in FM and DAB/TV 
(band III) ranges. To obtain vertical and horizontal components of the far-field antenna 
patterns, excitation of the transmitting antenna is replaced by vertically and horizontally 
polarized plane waves with equivalent magnitudes. The elevation angle of the incident 
plane wave corresponds to the location of the transmitting antenna (Fig. 23) and is θ = 85°. 
Instead of rotating the car, in simulation model it is possible to vary the azimuth angle φ 
from 0° to 360° to obtain the received signal as a function of azimuth angle. In a given 
example, angle φ varies from 0° to 350° with a step of 10° (Fig. 24). One set of vertically 
polarized waves and one with horizontal polarization gives a total of 72 incident plane 
waves. A multi-excitation technique is used to effectively perform these simulations. 
 

 
Fig. 24. A Car body exposed by plane waves incident from different angles  
To consider different amplifiers, a multi-partitioned technique is also used. Amplifiers are 
included in a simulation model as 2-port networks with measured S-parameters, see Fig. 25 
a) to e), and applied to the pigtail wire connected to the antenna structure. In multi-
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Fig. 21. S-parameters of: a) TV2 amplifier, b) TV3 amplifier 
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Fig. 22. Voltage received by TV2 antenna in: a) Band I and II, b) Band III 

7.2 Testing of vehicle antenna reception in an open-area far-field test setup 
Next, a vehicle antenna reception in an open-area far-field test setup is modelled. 
Examination of vehicle antenna reception is one of the stages in system development and 
certification. A single-axis rotational technique is used to measure the antenna reception 
pattern. This technique involves placing the equipment under test on a rotational positioner 
and rotating about the azimuth to measure a two-dimensional polar pattern. It is important 
to be able to measure two perpendicular (vertical and horizontal) components of pattern. 
This measurement is usually accomplished by using a dual-polarized horn, log-periodic 
dipole array, or dipole antenna as the transmitting antenna and requires two transmitters or 
the ability to automatically switch the polarization of a single transmitter. A typical polar-
pattern test setup is shown in Fig. 23. 
The vehicle with antenna under test (AUT) is placed on a rotating turntable; transmitting 
antenna is placed at a certain level above ground and at fixed distance away from the AUT. 
The turntable is rotated over 360°, and the response between the antennas is measured as a 
function of angle. A distance between the transmitting antenna and AUT is taken to be large 
enough to satisfy far-field condition. 

Computational Techniques for Automotive Antenna Simulations   

 

605 

Axis of rotation
Distance 50-80 m

Rotating plate

Transmitting 
antenna

 
Fig. 23. Test setup for antenna pattern measurements 
In the current example, reception of the glass antenna placed in a rear window of an AUDI 
A5 model is examined. An aim of the testing is to analyze the influence of different antenna 
amplifiers on the level of the received signal. First, a passive antenna is analyzed, and then 
five different amplifiers, one after another, are connected to the antenna to compare the 
received voltages. The simulations are done at selected frequencies in FM and DAB/TV 
(band III) ranges. To obtain vertical and horizontal components of the far-field antenna 
patterns, excitation of the transmitting antenna is replaced by vertically and horizontally 
polarized plane waves with equivalent magnitudes. The elevation angle of the incident 
plane wave corresponds to the location of the transmitting antenna (Fig. 23) and is θ = 85°. 
Instead of rotating the car, in simulation model it is possible to vary the azimuth angle φ 
from 0° to 360° to obtain the received signal as a function of azimuth angle. In a given 
example, angle φ varies from 0° to 350° with a step of 10° (Fig. 24). One set of vertically 
polarized waves and one with horizontal polarization gives a total of 72 incident plane 
waves. A multi-excitation technique is used to effectively perform these simulations. 
 

 
Fig. 24. A Car body exposed by plane waves incident from different angles  
To consider different amplifiers, a multi-partitioned technique is also used. Amplifiers are 
included in a simulation model as 2-port networks with measured S-parameters, see Fig. 25 
a) to e), and applied to the pigtail wire connected to the antenna structure. In multi-
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partitioned calculations, the car body and the complete glass antenna (Fig. 26), except of the 
pigtail wire connected to the antenna, are defined as the basis part. While 6 copies of the 
pigtail wire are defined as additional parts: 5 for active antenna with different amplifiers 
(Fig. 27), 1 with non-radiating 3-cm TL element with 50-Ohm resistance for passive antenna. 
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Fig. 25. Measured S-parameters of RF amplifiers as a function of frequency: a) AM/FM1 
amplifier, b) FM2 amplifier, c) DAB amplifier, d) TV1 amplifier, e) TV3 amplifier 
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Fig. 26. A car model with a complete antenna pattern considered as a basis part 
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Fig. 27. Pigtail wire copies with different amplifiers (partitions) 
Fig. 28 shows calculated voltages received by the antenna with different amplifiers at a 
certain frequency f = 174 MHz as a function of azimuth angle φ of incident plane wave for 
vertical and horizontal polarizations. A received voltage for the passive antenna is considered 
as a reference to show the effect of the amplifier. Besides, Figs. 29 and 30 show the frequency 
dependencies of the averaged received voltages (over φ angle) for the different frequency 
ranges and polarizations of incident plane wave. 
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Fig. 28. Voltage received by antenna with different amplifiers as a function of azimuth angle 
of plane wave at a frequency 174 MHz: a) vertical polarization, b) horizontal polarization 
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partitioned calculations, the car body and the complete glass antenna (Fig. 26), except of the 
pigtail wire connected to the antenna, are defined as the basis part. While 6 copies of the 
pigtail wire are defined as additional parts: 5 for active antenna with different amplifiers 
(Fig. 27), 1 with non-radiating 3-cm TL element with 50-Ohm resistance for passive antenna. 
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Fig. 25. Measured S-parameters of RF amplifiers as a function of frequency: a) AM/FM1 
amplifier, b) FM2 amplifier, c) DAB amplifier, d) TV1 amplifier, e) TV3 amplifier 
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Fig. 26. A car model with a complete antenna pattern considered as a basis part 
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Fig. 27. Pigtail wire copies with different amplifiers (partitions) 
Fig. 28 shows calculated voltages received by the antenna with different amplifiers at a 
certain frequency f = 174 MHz as a function of azimuth angle φ of incident plane wave for 
vertical and horizontal polarizations. A received voltage for the passive antenna is considered 
as a reference to show the effect of the amplifier. Besides, Figs. 29 and 30 show the frequency 
dependencies of the averaged received voltages (over φ angle) for the different frequency 
ranges and polarizations of incident plane wave. 
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Fig. 28. Voltage received by antenna with different amplifiers as a function of azimuth angle 
of plane wave at a frequency 174 MHz: a) vertical polarization, b) horizontal polarization 
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The presented results clearly show the effect of amplifiers. In the FM frequency range 
AM/FM1 and FM2 amplifiers give a gain of 5-6 dB for both components, except of 
frequencies 100 MHz and 106.6 MHz, where the amplifier gain goes down. DAB, TV1 and 
TV3 amplifiers give a quite stable amplification of 15-20 dB in a complete DAB/TV (band 
III) range. While this may seem to be a rather trivial result, it is quite important to be able to 
assess the actual gain of the amplifier in the complex environment of a complete vehicle, 
where the many installed antennas and amplifiers are strongly coupled.  
Comparison of CPU times for the direct and multi-partitioned approach, both using the 
multi-excitation regime (Table 4), shows the 3.5 gain in calculation time for 6 partitions. This 
demonstrates the efficiency of the multi-partitioned scheme for vehicle antenna problems. 
 

Solution type CPU time for a one frequency point 
Direct solution with multi-excitation  

(6 tasks; 72 excitation sources) 
9.84 hours  

(1.64 hours per task) 
Matrix Partitioning with multi-excitation 

(6 partitions; 72 excitation sources) 
2.85 hours (2 hours for basis + 0.85 hours for 
6 partitions; 8.5 minutes for each partition) 

Table 4. Summary of computational times 
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Fig. 29. Averaged received voltage in FM frequency range: 
a) vertical component, b) horizontal component 
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Fig. 30. Averaged received voltage in DAB/TV (band III) frequency range: 
a) vertical component, b) horizontal component 
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8. Conclusion 
Modern automotive antenna simulations represent a sophisticated process that requires 
development of the new computational methods and techniques. When these methods are 
applied, the overall design process can be speed up considerably. In this chapter, a number 
of recent developments in this area have been described, which are based on the 
enhancements of the traditional MoM scheme. A special attention has been devoted to the 
adaptive and hybrid methods, special Green’s functions for conformal glass antennas, and 
optimization techniques. Validation and application examples have been considered along 
with supplied experimental data. The benefits of the described new computational methods 
and techniques have been illustrated. It has been shown that the combined usage of 
traditional and special methods and techniques described in this chapter facilitates 
obtaining the accurate and optimal solution of complicated automotive antenna problems. 
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The presented results clearly show the effect of amplifiers. In the FM frequency range 
AM/FM1 and FM2 amplifiers give a gain of 5-6 dB for both components, except of 
frequencies 100 MHz and 106.6 MHz, where the amplifier gain goes down. DAB, TV1 and 
TV3 amplifiers give a quite stable amplification of 15-20 dB in a complete DAB/TV (band 
III) range. While this may seem to be a rather trivial result, it is quite important to be able to 
assess the actual gain of the amplifier in the complex environment of a complete vehicle, 
where the many installed antennas and amplifiers are strongly coupled.  
Comparison of CPU times for the direct and multi-partitioned approach, both using the 
multi-excitation regime (Table 4), shows the 3.5 gain in calculation time for 6 partitions. This 
demonstrates the efficiency of the multi-partitioned scheme for vehicle antenna problems. 
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Fig. 29. Averaged received voltage in FM frequency range: 
a) vertical component, b) horizontal component 
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Fig. 30. Averaged received voltage in DAB/TV (band III) frequency range: 
a) vertical component, b) horizontal component 
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8. Conclusion 
Modern automotive antenna simulations represent a sophisticated process that requires 
development of the new computational methods and techniques. When these methods are 
applied, the overall design process can be speed up considerably. In this chapter, a number 
of recent developments in this area have been described, which are based on the 
enhancements of the traditional MoM scheme. A special attention has been devoted to the 
adaptive and hybrid methods, special Green’s functions for conformal glass antennas, and 
optimization techniques. Validation and application examples have been considered along 
with supplied experimental data. The benefits of the described new computational methods 
and techniques have been illustrated. It has been shown that the combined usage of 
traditional and special methods and techniques described in this chapter facilitates 
obtaining the accurate and optimal solution of complicated automotive antenna problems. 
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1. Introduction

In recent years, there has been a trend toward increasing electrification in automotive
engineering. On the one hand, the quantity of electronic control units (ECUs) as
well as installed functions has increased. With the goal of reduced fuel consumption,
engine-start-stop systems were being introduced, and more and more components which
were previously mechanically driven are now electrically operated. In today’s luxury class
vehicles there are up to 80 ECUs (Polenov et al., 2007; Hillenbrand & Muller-Glaser, 2009)
servicing an wider range of customer needs in the areas of comfort, driving dynamics, and
safety. On the other hand, the demands for electrical power as well as the power dynamics
have permanently been increasing, as well. Loads like electrical power steering, chassis
control systems, and engine cooling fans with more than 1 kW peak power are installed in
the 12 V power net. Fig. 1 presents the increase of both installed alternator power and the
total nominal current of the fuses in the latest decades.
As the electric power demand increases, automotive power nets must operate close to their
limits and it has become increasingly difficult to guarantee voltage stability within the 12
V system (Surewaard & Thele, 2005; Gerke & Petsch, 2006; Polenov et al., 2007). In the
example of a luxury class vehicle, the continuous power of heating in winter, air conditioning
in summer, ECUs, sensors, and consumer electronics can be more than 600 W. If this load
is augmented by electric chassis control systems, voltage drops will be inevitable. Voltages
below a certain level across the terminals of electrical components can lead to non specified
behaviour. This can be manifested in a flicker of lights or changes in noise of the blower fans
(Surewaard & Thele, 2005), a malfunction of the navigation system or even an ECU reset.
Therefore, such complex problems are not only be noticeable to passengers, but are also a
safety relevant issue.
To guarantee the proper functioning of all electrical components, a stable voltage supply must
be realized during the development and design of the electrical power net. For this reason, a
thorough understanding of the electrical phenomena in distributed power nets is necessary.
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Fig. 1. Increase of the total nominal current of the fuses (left scale) and the installed alternator
power (right scale) in the latest decades.

2. Goals and approach

This paper describes the modeling of a distributed automotive power net with emphasis
on the wiring harness and the chassis ground. All relevant physical effects and electrical
phenomena should be taken into account to enable sustainable statements on voltage stability.
With this knowledge, a modeling environment will be developed that enables simulations and
analysis of the voltage characteristics within the entire wiring harness. So critical situations
can be detected, an optimization of both power demand and topology of power nets must be
feasible.
First of all, the electric power net and its components are described to give a system
understanding. Likewise, a power net test bench is presented, to serve as a platform to verify
and evaluate the simulation results. In the next step, the primary components necessary for
power net analysis are examined. Besides the alternator, battery, load, and fuses, the focus is
on the modeling of the chassis ground as well as the wiring harness.
After deducing characteristic equations of the electrical field, voltage drop, DC resistance, and
AC resistance from physical laws, the respective models are compared with measurements of
the real components in the power net test bench which was previously introduced.
In the analysis of the chassis ground, a method for calculating the resistance between two
grounding bolts is shown. Important technical aspects of the car body are also discussed,
such as the thickness of the sheet steel or the influence of the weld seam at the grounding
bolts. As part of the development of the wiring harness model, the derivation of the per
length parameters R′, L′, and C′ is discussed, and the influence of the existing frequencies is
considered. Furthermore, guidelines that show appropriate models for different frequencies
are derived. Next, the entire distributed network of the electrical power net of a luxury class
vehicle is investigated, and conclusions concerning voltage stability are drawn. Finally, we
present an outlook on further research.
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Fig. 2. Schematic of the automotive 12 V power net. The alternator (Alt.) is connected to the
battery (Bat.) via the battery distribution unit (BD). The electrical components (C) are
supplied via further distribution boxes (D). These are connected to the car body to close the
circuits to the alternator and the battery. T1, T2, and T3 are test points of the measurement in
Fig. 4.

3. The electric power net

The automotive power net serves the electric and electronic components in the vehicle with
electric power. In this article, the wiring of the communication systems such as bus lines or
sensor and signal wires are not perceived as a part of the electric power net.

3.1 Single level power nets
At first, to begin with a basic example, only power nets with one single voltage level are
considered. A schematic topology of a 12 V power net is shown in Fig. 2. The alternator (Alt.
in Fig. 2), which is coupled via a belt drive to the combustion engine, is used as an energy
source. It delivers electrical energy to charge the battery (Bat.) and to supply the electrical
components (C).
The alternator is able to supply all power demands and forces the maximum voltage to its
setpoint of about 14 V in normal operation. Both at the start-up of the combustion engine and
when the power demand of all loads exceeds the alternator’s supply, the battery must provide
the power difference. In this case, the power net voltage decreases to the battery’s terminal
voltage of 12.7 V and below (Kiehne, 2003). Due to the internal resistance of the battery, the
terminal voltage depends on the battery load, and further voltage reductions occur in case
of high current demands. Therefore, the resulting voltage at the battery’s terminals can be
significantly lower than 12 V. Since the alternator’s dynamics are limited in order to avoid
fluctuations of the combustion engine speed and reduction of customer’s driving comfort
(Reif, 2009) these voltage drops occur especially when a significant current draw with a short
rising time occurs.
Starting from the battery distribution box (BD), all electrical components (C) are connected
to the power net via further distribution boxes (D) and wires that are assembled to a wiring
harness. The negative terminals of the components are connected via wires to grounding
bolts that are welded to the car body (Fig 3a). The negative terminal of the battery is also
connected to a nearby grounding bolt. This means that the car body is used as a return
conductor to close the circuits to the battery. Additionally, there are further voltage reductions
in the distributed system of the wiring harness, in power distribution units, and in fuse boxes.
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(a) The negative terminals of the components are
connected to bus bars. Here, two bus bars are
screwed to two grounding bolts that are welded
to the car body.

(b) Installation of the power net test bench using an
entire power net consisting of an original car body
and wiring harness of a luxury class vehicle as well
as source, storage and loads.

Fig. 3. Power net test bench.

Therefore, the installation point of a component is an important factor in determining its
resulting voltage. Thus, the electric power net can be modelled as a tree with the root node at
the positive terminal of the alternator or battery and all end-nodes connected to the car body
return conductor.
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Fig. 4. Voltage curves measured across test points at the alternator (T1), a distribution box
(T2), and at the terminals of a chassis control system (T3), see Fig. 2. The different voltage
levels and voltage drops show that the voltage at each component depends on its connection
to the power net.
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The measured voltage curves at a high power demand during the start-up of an electrical
chassis control system are exemplified in Fig. 4. The peak current of the chassis control system
is 50 A. The current peak of 50 A causes a voltage drop of 3.5 V at the terminals of the chassis
control system (test point T3 in Fig. 2). At the distribution box, a drop of 0.7 V can be detected
(T2); at the alternator, the voltage drop is 0.6 V (T1).
Thus, it can be affirmed that there is not one single voltage in the power net, but a range
from the maximum voltage at the alternator or battery, to a minimum at the farthest electrical
components. The different voltage levels and voltage drops at the test points show that the
voltage across the terminals of a component depends on the connection to the power net. As
a consequence, it is necessary to consider the influence of the wiring harness and the chassis
ground for voltage stability analysis.

3.2 Multi level power nets
For many years, the introduction of multi-voltage systems has been discussed, as this would
bring many benefits (Kassakian et al., 1996). The advantages of higher voltage power nets, e.g.
the proposed 42 V system, were clearly shown in (Miller et al., 1999; Miller & Nicastri, 1998;
Lukic & Emadi, 2002), but the automotive industry mainly stuck to the conventional reliable
12 V power net.
From the view of voltage stability analysis, multi level power nets are only two separated
single level power nets coupled by an energy converter like a DC chopper converter.
Therefore, without loss of generality, only a single voltage level is analyzed in this article.
However, the components are analyzed for a wide range of voltages, so as to enable an
eventual simulation of different types of power nets including multivoltage nets.

3.3 Power net test bench
To verify both the single components and the the whole system, a power net test bench has
been built (Fig. 3b). This reference power net implements the schematic topology presented
in Fig. 2. The primary goal of this power net is to achieve accurate measurement results.
A further goal was to make the power net easily configurable, so that both real scenarios and
synthetic test cases can easily be tested. In the following, the components necessary to emulate
a realistic behavior of the power net in the test bench are described.
Storage/Battery: Although a battery simulation system has the advantage that the
measurements and tests are easily repeatable and configurable (Schweighofer et al., 2003;
Thanheiser et al., 2009), real batteries are used. Since the electrochemical processes in batteries
are very complex, it is not easy to model, especially the transient processes, with the required
accuracy. Several commercial battery sizes can be employed, ranging from compact to luxury
class car’s batteries (Cbat = 60...90Ah) in this test bench. The state of charge (SOC) can be
precisely adjusted at a dedicated battery conditioning test bench in order to provide equal
conditions in the experimental procedure.
Source/Alternator: The alternator is emulated by a physical model executed on a real time
system. Input parameters are the battery’s voltage, the engine speed and the alternator’s start
temperature. The real time system controls a regulated 300 A power supply unit.
Wiring harness and chassis ground: For a realistic analysis of the power net’s behavior, the
distributed structure must be reproduced as accurately as possible. In particular, the exact
location of power distribution units, fuse boxes, and clamp control is important. Therefore, a
real wiring harness of a luxury class vehicle is used.
The car body, which serves as return conductor, is also part of the power distribution network.

615
Voltage Stability Analysis of Automotive Power Nets Based
on Modeling and Experimental Results



4 Trends and Developments in Automotive Engineering

(a) The negative terminals of the components are
connected to bus bars. Here, two bus bars are
screwed to two grounding bolts that are welded
to the car body.

(b) Installation of the power net test bench using an
entire power net consisting of an original car body
and wiring harness of a luxury class vehicle as well
as source, storage and loads.

Fig. 3. Power net test bench.

Therefore, the installation point of a component is an important factor in determining its
resulting voltage. Thus, the electric power net can be modelled as a tree with the root node at
the positive terminal of the alternator or battery and all end-nodes connected to the car body
return conductor.

6 6.2 6.4 6.6 6.8 7
10

11

12

13

14

15

16

time [s]

vo
lt

ag
e

[V
]

Alternator (T1)

Distribution Box (T2)

Component (T3)

Fig. 4. Voltage curves measured across test points at the alternator (T1), a distribution box
(T2), and at the terminals of a chassis control system (T3), see Fig. 2. The different voltage
levels and voltage drops show that the voltage at each component depends on its connection
to the power net.

614 New Trends and Developments in Automotive System Engineering
Voltage Stability Analysis of Automotive Power Nets
Based on Modeling and Experimental Results 5

The measured voltage curves at a high power demand during the start-up of an electrical
chassis control system are exemplified in Fig. 4. The peak current of the chassis control system
is 50 A. The current peak of 50 A causes a voltage drop of 3.5 V at the terminals of the chassis
control system (test point T3 in Fig. 2). At the distribution box, a drop of 0.7 V can be detected
(T2); at the alternator, the voltage drop is 0.6 V (T1).
Thus, it can be affirmed that there is not one single voltage in the power net, but a range
from the maximum voltage at the alternator or battery, to a minimum at the farthest electrical
components. The different voltage levels and voltage drops at the test points show that the
voltage across the terminals of a component depends on the connection to the power net. As
a consequence, it is necessary to consider the influence of the wiring harness and the chassis
ground for voltage stability analysis.

3.2 Multi level power nets
For many years, the introduction of multi-voltage systems has been discussed, as this would
bring many benefits (Kassakian et al., 1996). The advantages of higher voltage power nets, e.g.
the proposed 42 V system, were clearly shown in (Miller et al., 1999; Miller & Nicastri, 1998;
Lukic & Emadi, 2002), but the automotive industry mainly stuck to the conventional reliable
12 V power net.
From the view of voltage stability analysis, multi level power nets are only two separated
single level power nets coupled by an energy converter like a DC chopper converter.
Therefore, without loss of generality, only a single voltage level is analyzed in this article.
However, the components are analyzed for a wide range of voltages, so as to enable an
eventual simulation of different types of power nets including multivoltage nets.

3.3 Power net test bench
To verify both the single components and the the whole system, a power net test bench has
been built (Fig. 3b). This reference power net implements the schematic topology presented
in Fig. 2. The primary goal of this power net is to achieve accurate measurement results.
A further goal was to make the power net easily configurable, so that both real scenarios and
synthetic test cases can easily be tested. In the following, the components necessary to emulate
a realistic behavior of the power net in the test bench are described.
Storage/Battery: Although a battery simulation system has the advantage that the
measurements and tests are easily repeatable and configurable (Schweighofer et al., 2003;
Thanheiser et al., 2009), real batteries are used. Since the electrochemical processes in batteries
are very complex, it is not easy to model, especially the transient processes, with the required
accuracy. Several commercial battery sizes can be employed, ranging from compact to luxury
class car’s batteries (Cbat = 60...90Ah) in this test bench. The state of charge (SOC) can be
precisely adjusted at a dedicated battery conditioning test bench in order to provide equal
conditions in the experimental procedure.
Source/Alternator: The alternator is emulated by a physical model executed on a real time
system. Input parameters are the battery’s voltage, the engine speed and the alternator’s start
temperature. The real time system controls a regulated 300 A power supply unit.
Wiring harness and chassis ground: For a realistic analysis of the power net’s behavior, the
distributed structure must be reproduced as accurately as possible. In particular, the exact
location of power distribution units, fuse boxes, and clamp control is important. Therefore, a
real wiring harness of a luxury class vehicle is used.
The car body, which serves as return conductor, is also part of the power distribution network.

615
Voltage Stability Analysis of Automotive Power Nets Based
on Modeling and Experimental Results



6 Trends and Developments in Automotive Engineering

Especially if several loads are using the same grounding bolt, interactions may be caused.
Here, a car body of the BMW 7 series is applied (Fig. 3b).
Electric loads: The structure of up to 80 loads is very complex in reality. Therefore, it is
sufficient to consider only a representative selection to analyze voltage stability. While placing
the electric loads, it is necessary to regard the power system’s structure. This includes the
choice of power distribution and fuse boxes, the wire’s lengths and cross sections, as well
as the number and location of grounding bolts. With an accurate placement, it is possible
to analyze all real kinds of requests on the power net with considerably fewer loads. The
ECUs in itself are not built in, but substituted by regulated electronic loads having high
dynamics, which can demand arbitrary power profiles and emulate the behavior of the ECUs.
In this way, the experimental studies are more flexible. For example, worst cases can easily be
conducted, where multiple ECUs make power demands simultaneously.
Control and measurement: Both synthetic test cycles and measured power curves of the
electric loads can be applied by the control software via analog control signals. A grid of
about fifty voltage and current measurement points reports the state of the power net.

4. Modeling of the power net’s components

To simulate the voltage, it is necessary to have stability models of the power net’s components.
The main components of the power net are the alternator, the battery, and the electrical loads.
The wires of the wiring harness connect these components with each other. Furthermore,
as presented in Fig. 2 the car body is part of the power distribution network. It is shown
how these components can be modeled, with a particular focus on the wiring harness and the
chassis ground modeling.

4.1 Alternator
The alternator delivers the electrical energy that is needed to supply the loads and to charge
the battery. Usually, a claw-pole or Lundell alternator is employed in automotive power nets.
The Lundell alternator itself is an electrically excited synchronous machine with a rectifier
bridge. Via belt drive, the alternator is coupled to the combustion engine. As a consequence,
the electrical energy output, and especially the current output Ialt, depends on the speed of
the combustion engine. A voltage regulator modulates the excitation current Iexc to obtain
a voltage level Valt up to 15.5 V. Modern voltage regulators are equipped with diagnosis
functions and are connected to one of the car’s communication networks, e.g. the Local
Interconnect Network (LIN). Fig. 5 shows a schematic of an alternator.
A suitable way to model the alternator for the voltage stability analysis is by means of
electrical equivalent circuits. Examples of how such models can be derived are presented
in (Bai et al., 2002; Lange et al., 2008).

4.2 Battery
For battery modeling, different approaches are possible. The most common are
electrochemical models, mathematical models, and electrical models (Chen & Rincon-Mora,
2006). Depending on the purpose of the simulation, an adequate approach must be chosen.
Because the I-V-characteristics are the most relevant physical phenomena to describe the
battery in a voltage stability analysis of the automotive power net, an electrical model is the
most suitable. These electrical models are equivalent circuits, consisting of voltage sources,
resistors, and capacitors. (Ceraolo, 2000; Barsali & Ceraolo, 2002; Chen & Rincon-Mora, 2006)
present detailed information on electrical battery models.
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Fig. 5. Schematic of an automotive alternator. A voltage regulator controls the excitation of
the electrical machine. The rectifier bridge converts the output of the electrical machine to
DC.

A possible way to derive the parameters of such models is the method of impedance
spectroscopy (Mauracher & Karden, 1997). Another method is to measure the voltage during
discharge pulses and to fit the parameters based on the current and voltage curves (Bohlen,
2008).

4.3 Wiring harness
A common way to model transmission lines is by means of lumped circuit models (Paul, 1994).
An example of a lumped-π model of two wires above a ground plane is shown in Fig. 6. The
derivation of the parameters of this model is presented.
To obtain simple but accurate models, it is discussed how the model can be simplified. To
calculate the parameters, information on the geometrical arrangement of the single wires is
needed. Fig. 7 shows an example of an arrangement of two wires above a ground plane.
The DC resistance of a wire with constant cross section A and length l can be calculated by

Rdc = ρ
l
A

, (1)

where ρ is the specific resistance of the conductor material. Additionally, it is common to use
the per length resistance R� in Ω/m.

R�
dc =

ρ

A
(2)

Furthermore, the specific resistance ρ is a function of the temperature and can be
approximated by a Taylor series. For the temperature range that is relevant for the voltage
analysis, this series can be stopped after the linear term:

ρ(ϑ) = ρϑ20

(
1 + αϑ20 (ϑ − ϑ20)

)
(3)
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In (3) a reference temperature of 20˚C was chosen. For copper αϑ20 is 3.9 ·10−3 1/K and ρϑ20 is
0.0178 Ωmm2/m. This means a temperature rise of 25.8 K results in an increase in resistance
of 10%.
The frequency f must also be considered. Because of the skin effect, the AC resistance
increases with frequency. The following formulas apply to solid, cylindrical conductors with
circular cross section. The skin depth δ is the depth below the surface of the conductor at
which the current density decays to 1

e . The skin depth δ is given by

δ =
1√

πμσ f
(4)

μ is the permeability and σ is the conductivity of the conductor material.
Usually, the AC resistance is calculated with the assumption that the current is uniformly
distributed over an annulus at the wire surface of thickness equal to δ according to:

R�
ac =

r2

2rδ − δ2 R�
dc ≈

r
2δ

R�
dc for δ � r (5)

This approximation is suitable for high frequencies (Paul, 1994). To get an estimation of when
the influence of the skin effect has to be considered, a more accurate calculation is based on a
power series expansion for the Bessel functions (Simonyi, 1963). If the skin depth is more than
50% of the radius, the AC resistance can be approximated by

R�
ac =

(
1 +

1
3

( r
2δ

)4
)

R�
dc for δ >

r
2

. (6)

A method to calculate the skin effect in stranded wires is presented in (Gaba & Abou-Dakka,
1998), where ageo is the geometrical mean distance of the strands.

R�
ac =

√
2
(

1 + (0,86ξ)4

2 + (0,86ξ)4

)
· R�

dc with ξ =
ageo√

2δ
(7)
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2

Fig. 6. Lumped-π model for two wires above a ground plane (Smith et al., 1994). The model
consists of 13 concentrated circuit elements.
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Fig. 7. Two conductors above a ground plane. Information on the geometrical dimensions of
the arrangement is necessary to calculate the parameters of the lumped-π model.

The per length self inductances L�
1 and L�

2 can be calculated according to:

L�
1 =

μ

2π
ln
(

2d1
r1

)
L�

2 =
μ

2π
ln
(

2d2
r2

)
. (8)

The per length mutual inductance L�
12 is:

L�
12 = L�

21 =
μ

2π
ln
(

D12
d12

)
with D12 =

√
d2

12 + 4d1d2 (9)

The per length capacitances can be derived by:

C�
1g = 2π�

ln
(

2d2d12
r2D12

)

ln
(

2d1
r1

)
ln
(

2d2
r2

)
− ln2

(
D12
d12

) (10)

C�
2g = 2π�

ln
(

2d1d12
r1D12

)

ln
(

2d1
r1

)
ln
(

2d2
r2

)
− ln2

(
D12
d12

) (11)

C�
12 = 4π�

ln
(

D12
d12

)

ln
(

2d1
r1

)
ln
(

2d2
r2

)
− ln2

(
D12
d12

) (12)

� is the permittivity of the material surrounding the conductors.
Such calculations can be used to determine values of the parameters for typical wiring
harness arrangements in automotive applications. Based on these guidelines, the influence
of resistance, inductance, and capacitance on the voltage stability is evaluated in (Gehring
et al., 2009) and modeling guidelines are derived.
The relevant frequency range for the voltage stability analysis is up to 10 kHz. In this range,
the capacitance of the wires can be neglected. The per length capacitance is in the range of
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Fig. 8. Modeling guidelines: Based on the relevant frequency and the cross section of the
wire, an adequate model can be selected.

picofarad. This means that for a frequency up to 10 kHz, 1
ωC′ is in the range of megohm.

Compared to the per length resistance, which is in the range of milliohm, the influence of the
capacitance is not relevant.
In contrast to this, the influence of the inductance must be considered (Gehring et al., 2009).
The per length inductance is in the range of microhenry. This means that for a frequency up
to 10 kHz ωL′ is in the range of milliohm and comparable to the per length resistance.
In addition, the influence of the skin effect can become relevant even in the range of a few
kilohertz.
Based on typical arrangements of automotive wiring harnesses, parameter values can be
derived and used to define modeling guidelines. Fig. 8 shows these modeling guidelines.
Depending on the cross section and the frequency, a suitable model can be selected. For a
cross section of 25 mm2, a simple model with Rdc can be used up to 10 Hz. For a cross section
of 2.5 mm2, the Rdc model is appropriate up to a frequency of 100 Hz. If the cross section
is 0.5 mm2, the Rdc model can be used up to a frequency of 560 Hz. The validation of these
modeling guidelines can be found in (Gehring et al., 2009).

4.4 Fuses
Fuses protect the wires of the power net against overcurrent. The most common fuses in
automotive power nets are blade fuses or bolt-on fuses with diffusion pill. Fig. 9 shows a
schematic of these two different kinds of fuses.
Blade fuses usually have a rated current below 100 A. For higher currents, bolt-on fuses are
used.
For the voltage stability analysis, the voltage drop across the fuses must be considered.
Datasheets of fuse manufacturers offer resistance values that can be used to model fuses using
electrical resistors. The behavior of fuses during opening is not part of the voltage stability

620 New Trends and Developments in Automotive System Engineering
Voltage Stability Analysis of Automotive Power Nets
Based on Modeling and Experimental Results 11

blade fuse bolt-on fuse

housing

diffusion pill

Fig. 9. For circuit protection, different kinds of fuses can be used. In the automotive wiring
harness, the most common fuses are blade fuses or bolt-on fuses.

analysis presented in this article. For further information on this aspect see (Batchelor & Smith,
1999; 2001).

4.5 Chassis ground
As shown in Fig. 2. the car body is part of the power distribution network. As a consequence,
it is necessary to analyze the voltage drop across the car body. Fig. 3a shows how the wires of
the wiring harness are connected to the car body. The single wires are mounted to a bus bar.
A screw nut connects the bus bar to a threaded bolt. The bolt itself is welded to the car body.
Based on considerations known in the field of high voltage engineering (Velazquez &
Mukhedkar, 1984), a method to calculate the resistance between two grounding bolts is
presented. Furthermore, the calculation results are compared with measurements from a real
car body.
As the car body is a complex structure, the following assumptions simplify the theoretical
approach to calculate the resistance.

– the considerations are based on a stationary electric flow field

– the electric field close to the grounding bolts is radially symmetric

– the car body is regarded to be a plane sheet of steel with constant thickness and constant
electrical conductivity

Fig. 10 shows the simplified system. Two grounding bolts, each with a radius of r1, are welded
to a flat sheet of steel. The steel thickness is d, the distance between the bolts is r2.
Firstly, the field of one grounding bolt is regarded. The electric field �E is related to the electric
current density�J through the conductivity σ:

�J = σ�E (13)

The current I is defined by the integral over a control surface S over the current density�J.

I =
∫

S
�J d�S (14)
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d

Fig. 10. The car body is regarded as a plane sheet of steel and it is assumed that the field close
to the grounding bolts is radially symmetric.

In case of a grounding bolt, S is the jacket of a cylinder with radius r1, the radius of the
grounding bolt, and the height d, the thickness of the sheet of steel. With (13) and (14) the
electric field for r > r1 becomes

�E =
I

2πσrd
�er. (15)

Because of the radially symmetric field, �E only has a component in r-direction. By
superposition of two fields, as described in (15), the voltage and resistance between two
grounding bolts, respectively, can be calculated. The voltage between the two bolts is

V =
∫ r2−r1

r1

�E dr. (16)

For the system of two grounding bolts as shown in Fig. 10, it follows that:

V =
I

2πσd

∫ r2−r1

r1

1
r
+

1
r2 − r

dr (17)

With V = RI, the resistance between the two grounding bolts is:

R =
1

πσd
ln

r2 − r1
r1

(18)

As the bolts are welded to the car body, an offset Rwelding is added, to account for the influence
of the welding quality. This offset is the sum of the resistances caused by the weld seam at
each of the two grounding bolts. Hence, to calculate the resistance between two grounding
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Fig. 11. Measured resistance between two grounding bolts. The resistance values are
grouped according to the location of the grounding bolts.

bolts with radius r1 set at a distance r2 apart, the bolts being welded to a plane sheet of steel
with thickness d and conductivity σ, the following equation can be used:

R = Rwelding +
1

πσd
ln

r2 − r1
r1

(19)

This theoretical approach was based on the assumption of a radially symmetric and stationary
electric flow field. Furthermore, the car body was regarded as a plane sheet of steel with
constant thickness. However, the car body is a complex structure of many metallic parts like
girders and sheets of steel. Therefore, (19) has been compared with measurements on a real
car body containing 23 grounding bolts. These 23 grounding bolts form a network with 253
possible connections. For each connection, a resistance value was measured by a four point
measurement technique with a micro-ohm-meter. Fig. 11 shows the results.
The measured resistance values between two grounding bolts are grouped according to their
location on the car body. One group represents connections of grounding bolts that are located
in the passenger compartment or the trunk. These resistance values are marked as connection
set A in Fig. 11. Another group represents the connections of grounding bolts that are located
in the engine compartment. This is marked as connection set B in Fig. 11. The connection set
C marks the connections with one grounding bolt located in the engine compartment and the
other one in the passenger compartment or the trunk.
The measured resistance values can be used to parameterize the model derived in (19). This
parameterization is shown in (Gehring et al., 2009). The influence of the weld seam Rwelding
is between 85 and 160 μΩ. If the grounding bolts are located close to each other on the same
sheet of steel, than the parameter d is the thickness of this sheet of steel.
Equation (19) is based on the assumption of a plane sheet of steel with constant thickness. The
car body, however, is a complex structure of girders and many different sheets of steel that
are welded together. As a consequence, an equivalent thickness d� must be used for distant
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Fig. 10. The car body is regarded as a plane sheet of steel and it is assumed that the field close
to the grounding bolts is radially symmetric.

In case of a grounding bolt, S is the jacket of a cylinder with radius r1, the radius of the
grounding bolt, and the height d, the thickness of the sheet of steel. With (13) and (14) the
electric field for r > r1 becomes

�E =
I

2πσrd
�er. (15)

Because of the radially symmetric field, �E only has a component in r-direction. By
superposition of two fields, as described in (15), the voltage and resistance between two
grounding bolts, respectively, can be calculated. The voltage between the two bolts is

V =
∫ r2−r1

r1

�E dr. (16)

For the system of two grounding bolts as shown in Fig. 10, it follows that:

V =
I

2πσd

∫ r2−r1

r1

1
r
+

1
r2 − r

dr (17)

With V = RI, the resistance between the two grounding bolts is:

R =
1

πσd
ln

r2 − r1
r1

(18)

As the bolts are welded to the car body, an offset Rwelding is added, to account for the influence
of the welding quality. This offset is the sum of the resistances caused by the weld seam at
each of the two grounding bolts. Hence, to calculate the resistance between two grounding
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Fig. 11. Measured resistance between two grounding bolts. The resistance values are
grouped according to the location of the grounding bolts.

bolts with radius r1 set at a distance r2 apart, the bolts being welded to a plane sheet of steel
with thickness d and conductivity σ, the following equation can be used:

R = Rwelding +
1

πσd
ln

r2 − r1
r1

(19)

This theoretical approach was based on the assumption of a radially symmetric and stationary
electric flow field. Furthermore, the car body was regarded as a plane sheet of steel with
constant thickness. However, the car body is a complex structure of many metallic parts like
girders and sheets of steel. Therefore, (19) has been compared with measurements on a real
car body containing 23 grounding bolts. These 23 grounding bolts form a network with 253
possible connections. For each connection, a resistance value was measured by a four point
measurement technique with a micro-ohm-meter. Fig. 11 shows the results.
The measured resistance values between two grounding bolts are grouped according to their
location on the car body. One group represents connections of grounding bolts that are located
in the passenger compartment or the trunk. These resistance values are marked as connection
set A in Fig. 11. Another group represents the connections of grounding bolts that are located
in the engine compartment. This is marked as connection set B in Fig. 11. The connection set
C marks the connections with one grounding bolt located in the engine compartment and the
other one in the passenger compartment or the trunk.
The measured resistance values can be used to parameterize the model derived in (19). This
parameterization is shown in (Gehring et al., 2009). The influence of the weld seam Rwelding
is between 85 and 160 μΩ. If the grounding bolts are located close to each other on the same
sheet of steel, than the parameter d is the thickness of this sheet of steel.
Equation (19) is based on the assumption of a plane sheet of steel with constant thickness. The
car body, however, is a complex structure of girders and many different sheets of steel that
are welded together. As a consequence, an equivalent thickness d� must be used for distant
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Fig. 12. Structure of the loads’ models. Loads are modeled by current-, voltage- or
power-based sinks.

connections. The grouping in the connection sets A, B, and C results in three different values
for d′.
An overview of these parameters is shown in Tab. 1. As the considerations are based on
a stationary flow field, the proposed model can be used for the low frequencies that are
relevant for the voltage stability analysis. For investigations of higher frequencies, for example
considerations in the field of EMC, other approaches are more appropriate. An example can
be found in (Smith et al., 1994).

4.6 Loads
Loads can be modeled as controlled current sinks. Input information for these sinks are data
derived by measurements of the voltage and the current of each load. Depending on the
characteristics of each load, the structure of the sinks is current-, resistance- or power-based.
Fig. 12 shows the structure of the loads’ models.
If, according to the modeling guidelines shown in Fig. 8, the inductance of the wires needs
to be modeled, then loads should be modeled as controlled resistors. Furthermore, the input
impedance of each load, caused by the capacitors and inductors of the EMI filters, should be
accounted for the controlled resistor.

Distance Variable Value

close connections Rwelding 85 μΩ ... 160 μΩ

d 1.0 mm

distant connections

Rwelding 85 μΩ ... 160 μΩ

d′, passenger compartment & trunk (set A) 0.60 mm ... 0.86 mm
d′, engine compartment (set B) 0.34 mm
d′, mixed (set C) 0.45 mm ... 0.61 mm

Table 1. parameters of the grounding model according to (19)
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Fig. 13. Simulation example. During this driving scenario, different chassis control systems
are active.

5. Simulation of the entire system

The models of the components form the basis for the simulation of the entire power net. With
the simulation, different power net configurations with various loads and topologies can be
put together and be evaluated in terms of voltage stability.
Fig. 13 shows a simulation example. The results of the simulation are compared with
experimental results at the power net test bench. The first scenario which was investigated
is based on measurements from a real car. In this scenario, the driver is driving at low speed
and suddenly brakes to avoid hitting a pedestrian. The current and voltage curves of different
loads were measured in the real car and used as inputs for the simulation and the test bench.
Fig. 13 shows the current curves of three chassis control systems that are active during the
driving scenario, and the resulting voltage curves at the terminals of these systems. The
electrical power steering (EPS) reaches a maximum current of about 150 A, the rear wheel
steering (RWS) a maximum current of 45 A. The electronic stability program (ESP) causes a
current peak with a maximum of 90 A.
A comparison between the simulation results and the experimental results of the voltage
curves of two of the three chassis control systems is shown in Fig. 14. UEPS sim. is the
simulated voltage, UEPS me. is the measured voltage at the terminals of the electrical power
steering. Analogously, UESP sim. and UESP me. are the simulated and measured voltages at
the terminals, as produced by the electronic stability program. The deviations between the
simulation and the experimental results are below 300 mV. Even at high current peaks, the
accuracy of the simulated voltage compared to the measured voltage is in the range of 300
mV.
This means that the simulation can be used to investigate the voltage stability within the
automotive power net. The derived simulation results represent the voltage behavior in an
accurate manner.
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connections. The grouping in the connection sets A, B, and C results in three different values
for d′.
An overview of these parameters is shown in Tab. 1. As the considerations are based on
a stationary flow field, the proposed model can be used for the low frequencies that are
relevant for the voltage stability analysis. For investigations of higher frequencies, for example
considerations in the field of EMC, other approaches are more appropriate. An example can
be found in (Smith et al., 1994).

4.6 Loads
Loads can be modeled as controlled current sinks. Input information for these sinks are data
derived by measurements of the voltage and the current of each load. Depending on the
characteristics of each load, the structure of the sinks is current-, resistance- or power-based.
Fig. 12 shows the structure of the loads’ models.
If, according to the modeling guidelines shown in Fig. 8, the inductance of the wires needs
to be modeled, then loads should be modeled as controlled resistors. Furthermore, the input
impedance of each load, caused by the capacitors and inductors of the EMI filters, should be
accounted for the controlled resistor.

Distance Variable Value

close connections Rwelding 85 μΩ ... 160 μΩ

d 1.0 mm

distant connections

Rwelding 85 μΩ ... 160 μΩ

d′, passenger compartment & trunk (set A) 0.60 mm ... 0.86 mm
d′, engine compartment (set B) 0.34 mm
d′, mixed (set C) 0.45 mm ... 0.61 mm

Table 1. parameters of the grounding model according to (19)
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Fig. 13. Simulation example. During this driving scenario, different chassis control systems
are active.

5. Simulation of the entire system

The models of the components form the basis for the simulation of the entire power net. With
the simulation, different power net configurations with various loads and topologies can be
put together and be evaluated in terms of voltage stability.
Fig. 13 shows a simulation example. The results of the simulation are compared with
experimental results at the power net test bench. The first scenario which was investigated
is based on measurements from a real car. In this scenario, the driver is driving at low speed
and suddenly brakes to avoid hitting a pedestrian. The current and voltage curves of different
loads were measured in the real car and used as inputs for the simulation and the test bench.
Fig. 13 shows the current curves of three chassis control systems that are active during the
driving scenario, and the resulting voltage curves at the terminals of these systems. The
electrical power steering (EPS) reaches a maximum current of about 150 A, the rear wheel
steering (RWS) a maximum current of 45 A. The electronic stability program (ESP) causes a
current peak with a maximum of 90 A.
A comparison between the simulation results and the experimental results of the voltage
curves of two of the three chassis control systems is shown in Fig. 14. UEPS sim. is the
simulated voltage, UEPS me. is the measured voltage at the terminals of the electrical power
steering. Analogously, UESP sim. and UESP me. are the simulated and measured voltages at
the terminals, as produced by the electronic stability program. The deviations between the
simulation and the experimental results are below 300 mV. Even at high current peaks, the
accuracy of the simulated voltage compared to the measured voltage is in the range of 300
mV.
This means that the simulation can be used to investigate the voltage stability within the
automotive power net. The derived simulation results represent the voltage behavior in an
accurate manner.
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Fig. 14. Accuracy of the simulation at high voltage drops. The deviations are below 300 mV.

The advantage of using the simulation is that many different topologies of the power net can
be evaluated virtually.
It must be considered, however, that the test bench is an additional and necessary tool to
validate the simulation results.

6. Conclusion

Using the simulation models of section 4 and 5 or the power net test bench of section 3.3, it
is possible to draw some conclusions about voltage stability issues and inherent risk for the
electric components:

6.1 Critical situations
All investigations clearly show that there are mainly two critical cases:

– The electric power demand as a whole is high, so that the alternator is not able to completely
supply the power net. Every additional load can generate critical (local) voltage drops.

– The activation of today’s driver assistance systems causes extreme power rise times. More
than 100 A in under 5 ms are a common scenario. The alternator cannot ramp up its power
supply in the same period because its dynamics are limited to avoid feedback, which would
potentially decrease the driving comfort.

To counteract these voltage drops, a dimensioning of the power net with thick wires and a
big battery or more than one battery could be a solution. Another possibility is to develop an
active and predictive power distribution management system that detects critical situations
in advance. Then, suitable measures can be taken to pre-condition the electric power net.
Some possible stabilizing measures are mentioned in (Kohler, Wagner, Gehring, Froeschl,
Thanheiser, Bertram, Buecherl & Herzog, 2010).
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Fig. 15. Cut-out of a slalom driving maneuver with measurements at different places in the
power net (distribution box at the battery and in the front and at the load) at the test bench.
The vertical dashed line marks the time at which the analysis shown in Fig. 16 takes place.

6.2 Voltage drops in the wiring harness and car body
Besides the obvious voltage drops over the wiring harness at high currents, there are further
drops at the distribution and fuse boxes. Likewise, there are significant losses on the return
conductor, which have to be taken into account.
Fig. 15 presents the voltages, measured in a slalom driving maneuver at the power net test
bench. In this case, as a result of the fast steering interventions, a few systems showing
high peak power like electric power steering or dynamic stability control are simultaneously
activated, and therefore particularly high power peaks occur in the whole system. The vertical
dashed line in Fig. 15 marks the global load peak. Fig. 16 presents an analysis of the different
voltages within the power distribution net at the moment in which the peak takes place.
Comparing the battery‘s and the load‘s terminals, it can be seen that the voltage decreased
from 12.5 V to 7.1 V, which is a decline of above 40%. The main part of this decrease—4.4 V or
81%—is caused by the wiring harness, but a non-negligible part of 1.0 V or 19% is due to the
return conductor.

6.3 Voltage stabilization
All the losses mentioned above depend on the installation location of the respective electric
loads. Therefore, a power distribution management system should comprise both local and
global levels. Today’s systems that use a simple priority table and drop the less prioritized
loads can be ineffective. The cut-off of a 40 A-load increases the voltage at the same
distribution box by about 0.4 V. The influence on other places in the power net is only 0.2
V, or even less. For this reason, an optimized power distribution management system should
account for the location of the power net’s components and their interactions, specified in
section 4 and 5.
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The advantage of using the simulation is that many different topologies of the power net can
be evaluated virtually.
It must be considered, however, that the test bench is an additional and necessary tool to
validate the simulation results.

6. Conclusion

Using the simulation models of section 4 and 5 or the power net test bench of section 3.3, it
is possible to draw some conclusions about voltage stability issues and inherent risk for the
electric components:

6.1 Critical situations
All investigations clearly show that there are mainly two critical cases:

– The electric power demand as a whole is high, so that the alternator is not able to completely
supply the power net. Every additional load can generate critical (local) voltage drops.

– The activation of today’s driver assistance systems causes extreme power rise times. More
than 100 A in under 5 ms are a common scenario. The alternator cannot ramp up its power
supply in the same period because its dynamics are limited to avoid feedback, which would
potentially decrease the driving comfort.

To counteract these voltage drops, a dimensioning of the power net with thick wires and a
big battery or more than one battery could be a solution. Another possibility is to develop an
active and predictive power distribution management system that detects critical situations
in advance. Then, suitable measures can be taken to pre-condition the electric power net.
Some possible stabilizing measures are mentioned in (Kohler, Wagner, Gehring, Froeschl,
Thanheiser, Bertram, Buecherl & Herzog, 2010).
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6.2 Voltage drops in the wiring harness and car body
Besides the obvious voltage drops over the wiring harness at high currents, there are further
drops at the distribution and fuse boxes. Likewise, there are significant losses on the return
conductor, which have to be taken into account.
Fig. 15 presents the voltages, measured in a slalom driving maneuver at the power net test
bench. In this case, as a result of the fast steering interventions, a few systems showing
high peak power like electric power steering or dynamic stability control are simultaneously
activated, and therefore particularly high power peaks occur in the whole system. The vertical
dashed line in Fig. 15 marks the global load peak. Fig. 16 presents an analysis of the different
voltages within the power distribution net at the moment in which the peak takes place.
Comparing the battery‘s and the load‘s terminals, it can be seen that the voltage decreased
from 12.5 V to 7.1 V, which is a decline of above 40%. The main part of this decrease—4.4 V or
81%—is caused by the wiring harness, but a non-negligible part of 1.0 V or 19% is due to the
return conductor.

6.3 Voltage stabilization
All the losses mentioned above depend on the installation location of the respective electric
loads. Therefore, a power distribution management system should comprise both local and
global levels. Today’s systems that use a simple priority table and drop the less prioritized
loads can be ineffective. The cut-off of a 40 A-load increases the voltage at the same
distribution box by about 0.4 V. The influence on other places in the power net is only 0.2
V, or even less. For this reason, an optimized power distribution management system should
account for the location of the power net’s components and their interactions, specified in
section 4 and 5.
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7. Outlook

The analysis of voltage stability in various automotive power nets by simulation still requires
further research, so as to gain a more detailed and profound understanding of various aspects
of simulating voltage stability. As a contribution to the ongoing research, in this paper several
aspects have been explored and understood, as reviewed below.
Firstly, with the method given in this paper, the wires can optimally be dimensioned. Further,
one can inspect whether one wire is able to supply more than one component without having
adverse reciprocal effects. For this reason, it will be possible to reduce both the weight and
cost of the wiring harness.
Secondly, an optimization of the wiring harness’ topology itself can be conducted.
Conceptually, today’s topologies are the same as they were in the 1960s; they have merely
expanded with the increasing number of electric equipment components. Therefore, with
the simulation methods outlined in this paper, alternative power net topologies should be
tested: for example, alternative nets may include a collecting power bus, or a concept using
distributed energy storage units. Furthermore, the influence of the packaging on the voltage
stability becomes calculable. For instance, the assets and drawbacks of assembling the battery
in the back of the vehicle can be investigated from a voltage stability point of view.
In spite of all topological improvements, voltage variation and drop can always occur.
Therefore, all possible active measures should be taken to ensure safety and functionality, even

628 New Trends and Developments in Automotive System Engineering
Voltage Stability Analysis of Automotive Power Nets
Based on Modeling and Experimental Results 19

if a voltage drop should occur. For this purpose—finally—a power distribution management
system should be developed, as was recommended in Kohler, Froeschl, Bertram, Buecherl &
Herzog (2010). This system should detect critical situations in advance, and initiate stabilizing
countermeasures. Using the knowledge of voltage stability analysis, measures can be tailored
to the location of the voltage problem so as to guarantee maximum effectiveness.
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7. Outlook

The analysis of voltage stability in various automotive power nets by simulation still requires
further research, so as to gain a more detailed and profound understanding of various aspects
of simulating voltage stability. As a contribution to the ongoing research, in this paper several
aspects have been explored and understood, as reviewed below.
Firstly, with the method given in this paper, the wires can optimally be dimensioned. Further,
one can inspect whether one wire is able to supply more than one component without having
adverse reciprocal effects. For this reason, it will be possible to reduce both the weight and
cost of the wiring harness.
Secondly, an optimization of the wiring harness’ topology itself can be conducted.
Conceptually, today’s topologies are the same as they were in the 1960s; they have merely
expanded with the increasing number of electric equipment components. Therefore, with
the simulation methods outlined in this paper, alternative power net topologies should be
tested: for example, alternative nets may include a collecting power bus, or a concept using
distributed energy storage units. Furthermore, the influence of the packaging on the voltage
stability becomes calculable. For instance, the assets and drawbacks of assembling the battery
in the back of the vehicle can be investigated from a voltage stability point of view.
In spite of all topological improvements, voltage variation and drop can always occur.
Therefore, all possible active measures should be taken to ensure safety and functionality, even
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if a voltage drop should occur. For this purpose—finally—a power distribution management
system should be developed, as was recommended in Kohler, Froeschl, Bertram, Buecherl &
Herzog (2010). This system should detect critical situations in advance, and initiate stabilizing
countermeasures. Using the knowledge of voltage stability analysis, measures can be tailored
to the location of the voltage problem so as to guarantee maximum effectiveness.
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1. Introduction 
The problems related to transport are reaching unacceptable levels due to congestion, 
number of accidents with related casualties, pollution, and availability of energy sources. 
Some small commuter vehicles are already of widespread use, and the steady growth of the 
number of motorcycles and scooters in the urban areas demonstrates the validity of the lean 
vehicle approach to solve the problem. 
Regardless of their advantages, scooters and motorcycles are affected by several drawbacks, 
the main disadvantage is related to the safety in dynamic conditions and during crash. 
Moreover two wheeled vehicles do not have an enclosed cockpit to provide protection from 
the environment, as cold wind, dust and rain. 
For these reasons the demand of personal mobility vehicles must be satisfied by re-thinking 
the vehicle itself from the beginning, and basing its design on clearly defined basic general 
needs. 
Aim of the present work is to propose a vehicle capable of covering all the different missions 
typical of a mid size car, including highway and city to city transportation, not confining 
(limiting) it to the small range usage. The proposed vehicle design starts from the general 
needs definition.  
The mobility in urban environment has to deal mainly with the emissions reduction and the 
parking problems, the first one can be achieved locally by using a powertrain capable of a 
zero emission mode, and the second by reducing the vehicle size. Moreover the design of a 
lightweight vehicle allows the pollution reduction also when using an internal combustion 
engine. Cities are furthermore characterized by uneven or slippery road and high risk of 
crashes, therefore the vehicle must provide static and dynamic stability, together with crash 
protection. 
Sub-urban and extra–urban mobility, intended as the working commuting, are characterized 
by needs that are different from those of the urban environment. Outside the cities the 
vehicle must be capable of covering a long distance, with reasonable energy consumption, 
and of travelling at highway speeds, with a high level of active safety, for this purpose an all 
wheel drive system can increase the levels of safety. 
The need of having a closed cockpit to ensure safety and protection, requires a stable 
position during stops, this leads to the adoption of at least three wheels. To avoid rollover 
during cornering the vehicle must be able to bank (tilt). 
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Fig. 1. a) BMW C1, a two wheeled scooter with roll bar, restraint system and front crash box. 
b)Carver, in production, automatic leaning control. c) Clever, an European project, 
automatic leaning control. d) Piaggio mp3, actually in production, no roll control. 

From the safety point of view the state of the art shows little experience apart from few 
examples. BMW C1 (Figure 1 a)) is an example of a scooter provided with a closed frame 
and crash box in order to have structural protection. This kind of solution presents some 
critical points: vehicle sides are opened, to allow the use of feet during stops, then the height 
of the mass centre limits the vehicle’s agility, and generates some problems in the learning 
of driving skills. 
Since the beginning of the ‘950 for about twenty years several lean vehicles with more then 
two wheels were developed (Hibbard and Karnopp, 1996; Riley, 2003). Their failure mainly 
related to the lack of an available technology.  
In last decade, the congestion of urban traffic, the pollution problem, the increment of 
energy costs and the technology progress motivated a renewed interest in small and narrow 
vehicles for individual mobility. New concepts were proposed and new configurations were 
designed (Gohl et al., 2006), a number of solutions have been proposed at prototype or at 
production level. Most important 1990’s prototypes of three wheeled tilting vehicles were 
the GM Lean machine and the Mercedes F300. In 2002 the Vanderbrink “Carver” was the 
first tilting narrow vehicle to become a commercial product (Figure 1 b) and the Clever 
project (Figure 1 c) of University of Bath and BMW applied the same concept to urban 
mobility. In 2003 the Prodrive concept “Naro” showed the application of tilting to four 
wheeled vehicles. Since 2006 Piaggio “MP3” is the first three tilting wheels scooter in 
production (Figure 1 d). 
On the powertrain side, electric scooters have been developed to reduce emissions and 
consumptions. Nevertheless limited autonomy and high cost limit their diffusion. At the 

Urban and Extra Urban Vehicles: Re-Thinking the Vehicle Design   

 

635 

same time the increasing diffusion of alternative fuels, such as ethanol, has demonstrated as 
a viable way to reduce emissions. 
Honda Civic, Insight and CRz, Lexus RX400h, Toyota Prius, are examples of cost-effective 
solutions with large sales volumes. The application of the full hybrid technology to lean 
vehicles is promising to further reduce their consumption and emissions.  
The design of a hybrid lean vehicle requires the development of a novel design 
methodology. As a matter of fact this type of vehicle is very different from a car, and even 
from a motorbike. From this point of view the literature that deals with the design 
methodology and global optimisation for such kind of vehicle is very rare. 
The dynamics of three wheels tilting vehicles can be assimilated to the one of a motorcycle 
when  the wheels camber angle is equal to the vehicle’s roll angle. Under this assumption, a 
reference for the study of narrow commuter vehicles is the literature on motorbike’s 
dynamics. The studies on motorcycle dynamics mainly deals with stability (Cossalter, 1999): 
in particular weave and wobble oscillations (Sharp, 1992; Sharp & Limebeer, 2004) have 
been investigated using multi-body models (Sharp & Alstead, 1980; Sharp, 1999; Sharp & 
Limebeer, 2001; Cossalter et al., 1999; Cossalter & Lot, 2002; Cossalter et al., 2003; Sharp, 
Evangelou & Limebeer, 2005; Cheli et al., 2006) in order to analyse the motorcycle stability 
as a function of chassis flexibility (Sharp and Alstead, 1980; Spierings, 1981). On the other 
hand literature on commuter dynamics is very poor: only analytical first approximation 
models are available to illustrate specific control issues (Snell, 1998; Karnopp and So, 1997). 
In particular Karnopp’s analysis are devoted to study the DTC (Direct Tilt Control) and STC 
(Steer Tilt Control) strategies using inverse pendulum models (Karnopp and So, 1997). The 
most evolved model deals with simplified vehicle’s analytical models which neglect 
relevant effects of the vehicle dynamics (i.e. chassis compliance, dynamic behaviour of the 
tires, suspension’s kinematics) (Gohl et al., 2004). 
Objectives of the present work are: 1) define the specifications to be used as reference for 
designing the vehicle; 2) describe the main design steps and iterations; 3) illustrate the 
solutions adopted for its main subsystems (frame, suspension system, steering, powertrain, 
sensors & ECU); 4) validate the design by means of calculations and experiments. 

2. Functional analysis and target settings 
The following section will describe the basic functional needs starting from the previously 
described mobility environment, trying to obtain some implications which will be then used 
to define the configuration of each subsystem.  
In the urban environment the main request comes from parking problems and traffic, this 
leads to the need of a small footprint, a dimensions reduction that means the shortening of 
the vehicle or reducing its width or, possibly, both at the same time. 
Reducing the vehicle’s width, together with the need of having acceptable cornering  
performances, suggests to design a vehicle capable of leaning into corners as a motorbike to 
avoid rollover (Pacejka, 2002; Genta, 2003; Karnopp, 2004). The need of ensuring stability on 
uneven road and at standstill without the use of a foot on the other hand leads to a vehicle 
architecture with at least three non aligned wheels. This suspension architecture must 
comply with the need of banking into corners, and leads to the definition of an important 
subsystem, the tilting suspension, that, on the vehicle, has to be applied to every axle with 
more than one wheel. 
For the front axle two tilting suspension strategies were considered: passive (free) and active 
tilting. In the first case, to allow the leaning of the vehicle, a free tilting suspension provides 
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the roll degree of freedom, as in a two wheels bike. The driver then controls the roll angle by 
acting on the steering system. In active tilting, the vehicle roll is controlled by connecting an 
actuator to the suspension. The active control system sets the vehicle roll angle basing its 
commands on sensors and a suitable control strategy. 
Crash and weather protection requirements can only be satisfied by designing a crash proof 
frame, together with a full fairing enclosed cockpit, the vehicle layout and design of the 
frame must deal with this specification. 
One of the main targets together with traffic and safety is the pollution and fuel 
consumption reduction. Local emission reduction can be obtained by a hybrid powertrain, 
for its simplicity and the capability of running at zero emission the most suitable layout 
seems to be the parallel hybrid, using electric motors and an internal combustion engine. A 
parallel hybrid electric vehicle may be used as a dual mode commuter. A Zero Emission 
Vehicle (ZEV) when using only the electric motor (with or without a grid plug in to recharge 
batteries), or a low pollution vehicle when travelling in Hybrid Electric Vehicle (HEV) mode 
using both powertrains. 
Considering the Extra–Urban environment, some specifications have to be added. To satisfy 
the need of having a large autonomy together with a maximum speed compatible with extra 
urban environment and highways the Internal Combustion Engine (ICE) must be sized to 
reach a high cruise speed without the usage of electric motors, for this reason, together with 
the higher complexity and costs a series hybrid layout has to be excluded. 
An increase of active safety can be obtained by a vehicle dynamics control system, here 
called Intelligent Vehicle Dynamics (IVD), and an all wheel drive system, together with an 
active system for the tilt control. 
The capability of controlling the current in the electric motors allows to implement 
independent traction control for the front wheels, avoiding slip during acceleration and 
cornering. Moreover the parallel hybrid powertrain, when integral traction is active, can 
work as a set of differentials, providing the correct torque on each wheel, allowing the 
vehicle to corner properly, and even interact with the vehicle dynamics. 
In accordance with the definition of the needs for the vehicle, it is possible to list the main 
technical characteristics: 
• small and lean, 
• three wheels, 
• active tilting, 
• parallel hybrid powertrain capable of behaving as a HEV or a ZEV,  
• IVD with anti slip and differentials, 
• all wheel drive, 
• crash proof structural frame, 
• enclosed cockpit. 

3. Vehicle layout description 
The designed prototype vehicle is a compact commuter, weights less than 300 [kg] without 
the driver, and is able to carry two people. It has three wheels, and all of them are able to tilt 
together with the frame. The vehicle uses motorcycle tires in order to be able of large roll 
angles. The chosen layout (Figure 2 and Figure 3) is with two in line seats with the rear 
passenger’s knees surrounding the driver’s hips (as in motorbikes), this layout allows to 
reduce the vehicle cross section (S ≈ 1 [m2]) and therefore the aerodynamic resistance if 
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compared to conventional small urban vehicles. A motorcycle handlebar has been chosen to 
control the steering, as it allows to control also throttle, brakes, and clutch. 
According to state of the art studies in vehicle dynamics, due to the acceleration during 
braking, which is the highest longitudinal vehicle acceleration, a three wheels vehicle should 
have a single wheel rear axis (Riley, 2003). So the chosen layout is a three wheels vehicle 
with the front axle having two wheels, this feature requires the design of a front tilting and 
steering suspension system, but allows the adoption of a motorbike rear end design. This 
solution helps the design of a lightweight vehicle, and a simple rear transmission layout, 
avoiding the need of a mechanical differential for the ICE. 
 

 
Fig. 2. The vehicle during track tests, front (3) and main (4) frames are visible, the tilt 
actuator/brake (2) and the hubs (1) are shown. 

 
Fig. 3. Vehicle layout showing control handlebars (1), tilt/steer sensors (2), tilt actuator (3), 
wheels and hubs (4), internal combustion engine (5), room for batteries (6) and 
passenger/luggage/acquisition system (7). 
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the roll degree of freedom, as in a two wheels bike. The driver then controls the roll angle by 
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compared to conventional small urban vehicles. A motorcycle handlebar has been chosen to 
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Fig. 2. The vehicle during track tests, front (3) and main (4) frames are visible, the tilt 
actuator/brake (2) and the hubs (1) are shown. 

 
Fig. 3. Vehicle layout showing control handlebars (1), tilt/steer sensors (2), tilt actuator (3), 
wheels and hubs (4), internal combustion engine (5), room for batteries (6) and 
passenger/luggage/acquisition system (7). 
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Vehicle mass With driver 300 [Kg] 
Front track  1.16 [m] 
Wheelbase  1.75 [m] 
Dimensions width x length x height 1.2 x 2.35 x 1.6 [m] 
Suspensions Front Double wishbones - 

 Rear Swing arm - 
 Max tilt angle vs vertical 45 [°] 

Brakes Front Double disc 318 mm 2 cylinder floating 
calipers - 

 Rear Single disc 245 mm with a single 
cylinder floating caliper - 

Wheels Front Motorcycle 150/60 R17” - 
 Rear Motorcycle 170/60 R17” - 

ICE Type Single cylinder 4 stroke 4 valves water 
cooled Minarelli Yamaha - Euro2 - 

 Displacement 660 [cc] 
 Power 35.3 @ 6.000 rpm [kW] 
 Torque 58.4 @ 5.250 rpm [Nm] 
 Transmission Chain - 

Batteries Positioned under seat NiMh - 

Table 1. Prototype characteristics 
The design started with the layout described in Figure 3, and has been carried on with the 
development and integration of a series of subsystems, according to the previously defined 
technical characteristics, these subsystems can be listed as: 
• frame with enclosed cockpit, 
• tilting suspension with steering system & tilting actuator, 
• powertrain with in wheel motors, internal combustion engine and energy storage unit, 
• electronic control units & power electronics. 
All the subsystems have been developed starting from a trade off between feasible solutions, 
then a design and modelling phase together with a test rig validation has defined the final 
subsystems configurations. A series of track tests has then been performed on the prototype 
to validate the models and verify its dynamic behaviour. Table 1 shows the overall 
characteristics of the vehicle. 
The subsystem development and prototype configuration is described in the following 
sections together with a description of the main characteristics. 

4. Frame subsystem description 
The need of having compact dimensions has led to the adoption of  ergonomics similar to 
the one of a scooter, with the passengers seating one behind the other. To provide 
passengers support the main vehicle frame structure has been designed basing on a main 
structural tunnel placed under the seats and supporting the roll bars, the entire prototype 
frame is a space frame structure based on square and circular section tubes with diameter 
and side of 30 [mm], and thickness of 1.5mm. The material is 25CrMo4 (25NCd4) TIG 
welded. Figure 4 shows the frame layout (Renna, 2005). 
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Fig. 4. Prototype enclosed frame a) model side view, b) torsional load FEM front view c) 
front frame d) bending load FEM side view 
The structural support for the front suspension has been realized with a separate front beam 
carrying also the steering and the tilting mechanism, this structure can be completely 
disassembled from the main frame to allow the testing of different suspensions configurations. 
As a three wheels vehicle, the prototype is characterized by stiffness requirements that have 
been determined by vehicle dynamics issues such as weave and wobble modes. FEM 
calculations on the frame models have provided a bending stiffness value larger than 500 
[kN/m] and a torsional stiffness of 150 [kNm/rad] with an  overall frame weight of about 50 
[kg]. The stress maximum values have been evaluated too, as it is shown in Figure 4b and 
Figure 4d. 

5. Tilting suspension and actuator description 
The capability to lean into corners actively is the main dynamic characteristic of the vehicle, 
this feature needs the design and implementation of a tilting suspension system, and a 
tilting actuator together with its control system and power electronics.  
The rear suspension is a motorcycle swing arm equipped with a motorcycle mono-shock 
absorber with a progressive link. The designed suspension is a double wishbone suspension 
with tuneable castor angle and castor trail, the steering axis has a non null kingpin angle:  
• castor trail: 10 to 40 [mm], 
• steer ratio: 0.9,  
• kingpin: 10°. 
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The two wheels are connected to two independent motorcycle mono-shock absorbers that 
are completely tuneable, in springs preload, compression and rebound damping.  
The designed suspension keeps the wheel mid plane always parallel to the frame, this 
means that the camber angle of all the three wheels is the same angle of inclination of the 
vehicle. The vertical ground stiffness is almost constant with suspension travel (Figure 5), 
the suspension double wishbone architecture shows the typical track variation (Figure 6) 
and allows the positioning of the maximum track value by means of preload adjustment. 
With reference to Figure 7, the steering mechanism is based on a lever (1) connected to the 
steering column (2), the steering rods (3) are linked to this lever and the uprights. To allow 
the decoupling of the tilting movement from the steering these two joints have been placed 
one behind the other, aligned with the upper wishbones link to the frame. The steering ratio 
is almost unity, as in motorbikes. Some Ackermann effect is introduced in the system by the 
inclination of the lever rotation axis, which gives the inner wheel a ”toe out” rotation when 
steering. Figure 8 shows the obtained behaviour. 
 

 
Fig. 5. Front suspension vertical force versus displacement. 

 
Fig. 6. Track variation versus wheel vertical displacement. 
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Fig. 7. a) Steering subsystem (1) lever, (2) steering column, (3) steering rods, (4) steering arm. 
b) Front frame (1) with tilting suspension assembled (2) Front wheels, (3) Tilt crank, (4) 
Tuneable dampers (5) Wishbones 
The steering arm (4) can rotate relative to the upright about a longitudinal axis. This allows 
large roll angles without influencing the steering mechanism. 
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A special effort was dedicated during the design of the TTW vehicle to the tilting system 
design i.e. the device that allows the driver to control the roll angle. 
 

 
Fig. 8. Steering angle internal wheel versus external wheel at 0° and 30° tilting angles, red 
and orange reference curves are calculated according to Ackermann’s kinematics. 
To control the tilt degree of freedom the shock absorbers are connected to a pivotable support 
(called tilt crank, as seen in (3) in Figure 7b) whose rotation can be left free or controlled by a 
tilt actuator. Because the upper wishbones and the tilt crank are rotating about the same axis, 
there is no coupling between tilting and suspension motion. 
Two types of strategies were pursued for tilting: passive and active tilting. In the passive 
tilting mode no tilting actuator is present. The tilting lever is free to rotate about its hinge 
axis. The tilting degree of freedom is therefore free. The driver controls the roll angle by 
acting on the steering system, this is the same as in the case of a motorbike. A mechanical 
brake allows stable stopping. This configuration has been mainly used for testing and 
vehicle dynamics model validation.  
In the active tilting mode the angle between the tilting crank and the frame is controlled by 
an electromechanical actuator. In this case the driver acts on the steer as on a car and an 
active control system imposes the vehicle roll angle during bends.  
The tilting actuator design has been based upon the estimation of the two worst working 
conditions. In the first design load case the tilting actuator must be able to resist the torque 
corresponding to the maximum centrifugal force without vehicle rollover: 
• max lateral acceleration allowed by the three wheels layout: 0.54 [g], 
• max lateral force =1600 [N], 
• necessary tilt torque = 870 [Nm]. 
In the second load case the actuator must be able to raise the vehicle from the maximum 
allowed parking inclination (32°) without rollover: 
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• necessary tilt torque = 850 [Nm]. 
The electromechanical tilting actuator has then been prototyped  with two brushless motors 
(for redundancy purpose), connected by means of a belt transmission to a planetary gearbox 
providing the torque to the tilt crank with an overall ratio of 112/1. The actuator overall 
mass added to the vehicle is 20 [kg]. The torque required on each motor is then 3.25 [Nm].  
Two motors with a maximum continuous torque of 4.76 [Nm] were then chosen. The tilt 
actuator has been built and tested on a test rig, it is now under track testing. 

6. Powertrain description 
The powertrain is a parallel hybrid three wheel drive. This hybrid powertrain technology 
has been chosen to give a further reduction of emissions and consumptions in both urban 
and extra-urban traffic. The need of a hybrid powertrain together with that of having an all 
wheel drive vehicle, suggest to adopt two powertrains working in parallel (Figure 10), one 
with an internal combustion engine and one completely electric, driving different wheels 
independently. Moreover the elimination of a mechanical power split device helps to reduce 
the vehicle mechanical complexity and weight.  
The solution is based on the development of an in wheel electric motor, here called “power 
wheel”. The integration inside the front wheels allows reaching of high vehicle roll angles 
(up to 45°). Different alternatives have been evaluated in terms of type and power, 
transmission and architecture, the chosen layout is direct drive technology. 
The electric motors have been integrated in the wheel hubs to guarantee high tilting angles. 
The drawback to pay is an increase of the unsprung mass. 
The most promising solution in terms of weight and complexity adopts a brushless direct 
drive motor and a perimeter disc brake in each front wheel. 
The power electric wheel based on the use of a direct drive has been completely designed on 
purpose. Figure 9 shows a 3D view and a section for the right wheel, the space for the 
electric motor has been obtained by adopting a perimetral brake. In Figure 9b the electric 
motor is shown together with the bearing, shared with the hub. Table 2 shows the overall 
direct drive hub characteristics. 
 

Designed brushless electric motor 

Max power 13 [kW] 

Max torque at the wheel 130 [Nm] 

Unsprung mass 22 [kg] 

Added unsprung mass respect idle 3.2 [kg] 

Table 2. Direct drive electric motor characteristics. 

The parallel hybrid layout requires also the choosing of a suitable internal combustion 
engine, in terms of type, layout, power and torque, together with its impact on ergonomics 
and vehicle layout. The internal combustion engine (ICE) together with its own powertrain 
is here considered as a separate subsystem to be developed and tested. The choice has been 
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for an off the shelf motorcycle gasoline powered engine, which has been placed immediately 
behind the front wheels. 
 

   
  

     
Fig. 9. a) Direct drive power wheel (Right) 1 Rim; 2 Perimeter brake and caliper; 3 direct 
drive brushless motor; 4 Upright. b) Direct drive power wheel (Right) 
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Due to its simplicity and weight the adopted solution for the internal combustion engine is a 
single cylinder, 660 cc gasoline engine, alternative fuels such as ethanol or natural gas are 
also promising alternatives to be evaluated. 
The hybrid powertrain layout is shown in Figure 10, its management is realized by an 
Electronic Control Unit (ECU). The power source for the ICE is a gasoline tank and an 
Electronic Storage Unit (ESU) (Figure 11) feeds the electric traction. Two power electronics 
modules are used for the front electric motors. 
 

 
Fig. 10. Hybrid  powertrain layout. 

To let the driver control both powertrains, electric motors are chosen to behave as “slaves” 
of the ICE, driver commands and signals from ICE ECU are used to drive electric motors. 
The driver’s controls (throttle, brake) are used to drive the ICE, and then, to adapt the 
torque on front wheels to the behaviour of the ICE, the electric traction ECU is able to read 
the ICE ECU states. 
The Electronic Storage Unit (ESU, shown in Figure 11) is necessary for the electric 
powertrain and can be considered as another subsystem to be developed, the opportunity to 
use different kinds of batteries, together with super capacitors has been evaluated. The ESU 
prototype configuration is based on NiMh batteries, the cells are 84 x 1.2 V, with a capacity 
of 3.2 [Ah]. These batteries have been chosen because of the availability of a high discharge 
current, important for the electric boost feature implementation. For this prototype the 
autonomy is limited to 12 km at a constant speed of 50 km/h using only the electric motors 
(ZEV). 
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At the moment the hybrid powertrain is performing bench tests for the evaluation of 
performances, reliability and consumptions, the project is being continued by a small 
company in Turin in cooperation with the Mechatronics Lab, and has participated to the 
2010 Progressive Insurance Automotive X Prize. 
 

 
Fig. 11. Electric powertrain layout with Electronic Storage Unit (ESU). 

7. Conclusions 
The present paper describes the main decisions at the base of the design of a hybrid vehicle 
for urban and extra urban mobility. 
The design methodology starts from a functional analysis that sets the main characteristics 
for the vehicle. The main vehicle subsystems are then described in terms of configuration 
and design procedure. A series of analytical simulations, FEM analysis, test bench tests and 
track tests has then been performed to write and validate the models, allowing to verify the 
static and dynamic subsystems behaviour. 
The designed and built vehicle has a mass of 300 [kg] and a trackwidth of 1.16 m, and is 
capable of transporting two people in a closed cockpit, satisfying the most common car 
usage with 1/3 of the mass. This means that, from the performance point of view, the power 
to weight ratio is the same of a 150 kW car. Moreover, if performances are not mandatory, 
by downsizing the powertrains the mass and consumption can be further reduced, still 
having higher performance than an usual city car. 
Although preliminary the track tests demonstrate that such a vehicle is feasible with 
available technology and design methodologies. 

8. References 
Cheli, F.; Bocciolone, M.; Pezzola, M. & Leo, E. (2006). Numerical and experimental 

approaches to investigate the stability of a motorcycle vehicle, Proceedings of ASME 

Urban and Extra Urban Vehicles: Re-Thinking the Vehicle Design   

 

647 

8th Biennial Conference on Engineering Systems Design and Analysis, pp. 105-114, Italy, 
2006, Torino. 

Cossalter, V. (1999). Cinematica e dinamica della motocicletta, Casa Editrice Progetto, Padova. 
Cossalter, V.; Doria, A. & Lot, R. (1999). Steady turning of two-wheeled vehicles, Vehicle 

system dynamics, 31, pp 157-181. 
Cossalter, V.; Da Lio, M.; Lot, R. & Fabbri, L. (1999). A general method for the evaluation of 

vehicle manoeuvrability with special emphasis on motorcycles Vehicle system 
dynamics, 31, pp 113-135. 

Cossalter, V. & Lot, R. (2002). A motorcycle multi-body model for real time simulations 
based on the natural coordinates approach, Vehicle system dynamics 37, pp 423-
447. 

Cossalter, V.; Doria A.; Lot R.; Ruffo N. & Salvador M. (2003). Dynamic properties of 
motorcycle and scooter tires: measurement and comparison, Vehicle system dynamics 
39, pp 329-352. 

Genta, G. (2003). Motor vehicle dynamics, World Scientific, ISBN, Singapore  
Gohl, J.; Rajamani, R.; Alexander, L. & Starr, P. (2004). Active roll mode control 

implementation on a narrow tilting vehicle, Vehicle system dynamics, 42, pp 347-
372. 

Gohl, J.; Rajamani, R.; Starr, P. & Alexander, L. (2006). Development of a novel tilt-
controlled narrow commuter vehicle, Report no. CTS 06-05, Center for 
transportation studies. 

Hibbard, R. & Karnopp, D. (1996). Twenty first century transportation system solutions – a 
new type of small, relatively tall and narrow active tilting commuter vehicle, 
Vehicle system dynamics 25, pp 321-347. 

Karnopp, D. & So, S. (1997). Active dual mode tilting control for narrow ground vehicles 
Vehicle system dynamics, 27, pp 19-36. 

Karnopp, D. (2004). Vehicle stability, Marcel Dekker, NY. 
Pacejka, H. B. (2006). Tire and Vehicle Dynamics, SAE International. 
Renna, A. (2005). Analisi e progetto di telaio per veicolo leggero. Master thesis. Politecnico di 

Torino, Turin, Italy.  
Riley, R.Q., (2003). Alternative cars in the 21st century, SAE.  
Sharp, R. & Alstead, C. (1980). The influence of structural flexibilities on the straight-

running stability of motorcycles, Vehicle system dynamics, 9, pp 327-357. 
Sharp R. (1992). Wobble and weave of motorcycles with reference to police usage, 

Automotive Engineer, 17, pp. 25–27. 
Sharp, R. (1999). Stability, control and steering responses of motorcycles, Vehicle system 

dynamics, 35, pp 291-318. 
Sharp, R. & Limebeer, J. (2001). A motorcycle model for stability and control analysis, 

Multibody system dynamics, 6, pp 123-142. 
Sharp R. & Limebeer J. (2004). On steering wobble oscillations of motorcycles, P I MECH 

ENG C-J MEC Vol.( 218 ) No.( 12 ), C12, pp. 1449-1456. 
Sharp, R.; Evangelou, S. & Limebeer, J. (2004). Advances in the modelling of motorcycle 

dynamics, Multibody system dynamics, 12, pp 251-283. 



 New Trends and Developments in Automotive System Engineering 

 

646 

At the moment the hybrid powertrain is performing bench tests for the evaluation of 
performances, reliability and consumptions, the project is being continued by a small 
company in Turin in cooperation with the Mechatronics Lab, and has participated to the 
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Fig. 11. Electric powertrain layout with Electronic Storage Unit (ESU). 
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1. Introduction  
Today, the world’s leading universities in the world not only are concerned about the 
importance of enhancing student's personal and professional skills, but most of them are 
modifying their study’s programs to adapt them to these new requirements (Aparicio et al., 
2005), (Bowen et al., 2005) and (Chadha & Nicholls, 2006). 
Eeven though different definition can be found, skills are “a combination of knowledge, 
abilities and attitudes that are suited to particular circumstances” (European Parliament, 
2006). On the other hand, skills can be understood as “the set of knowledge, abilities, 
behaviour and attitudes that favour work being done properly and which the organisation 
is interested in developing or recognising in its co-workers when it comes to achieving the 
company’s strategic goals” (De Miguel et al., 2006). 
Many years before the major of these universities became fully aware of the importance of 
promoting personal and professional skills among their students, companies in different 
sectors recognised the gap existing between university and business, and on some occasions 
proposed activities to try to narrow it. 
For instance, in 1982 engineers from Ford, DaimlerChrysler and General Motors, grouped 
together in the SAE (Society of Automotive Engineers), in the United States, being aware of 
how little newly graduated engineers were adapted to automotive companies, designed a 
competition for universities throughout the world, which involved conceiving, designing, 
manufacturing and competing with a single seat formula-type vehicle under some strict 
rules. This competition was called Formula SAE. 
These pioneers were of the opinion that this challenge would serve to accelerate engineering 
students’ professional profiles, forcing them to work as part of a team, with high levels of 
communication, responsibility and motivation, forcing them to use in their work a large part 
of the knowledge acquired in their degree. Today, more than 200 universities of five 
continents compete at some of the tests that Formula SAE has round the world. 
Since then, some other automotive competitions for engineering universities have come up, 
each of them with their specific objectives and rules. Shell Eco-marathon consists on the 
development of a vehicle able to cover the maximum distance with a litre of petrol. At Baja 
SAE, engineering students are tasked to design and build an off-road vehicle that must 
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survive on rough terrain. The World Solar Challenge is a solar-powered car race that covers 
more than 3.000 km in Australia. Due to the high expenses these competitions used to 
involve, that prevent lots of universities to take part on them, the latest competition created 
was called Formula Low-cost, which main objectives is the designing, manufacturing and 
competing with a go-kart build with less than 2.000 €. 
The mentioned competitions and some others, with their own peculiarities, constitute an 
educational experience that provides the students with a real-life exercise in design, 
manufacture and the business elements of automotive engineering. They teach them all 
about team working under schedule and cost pressure, with the illusion and challenge of 
competing against themselves and others. They demand total commitment, important 
personal effort, and involve many frustrations and challenges along the way, but the net 
result is the development of highly talented young engineers. It has been demonstrated that 
these challenges allow the participant to highly improve personal and professional skills as 
important as creativity, responsibility, solving conflicts, leadership, teamwork, etc. 
These principles are in the scope of what political and educational authorities in major 
developed countries are proposing to modernize university studies and to meet the needs of 
companies in the automotive industry today and tomorrow (De Miguel et al., 2006), (Davies 
et al., 1999), (González & Wagenaar, 2003), (Bologna Declaration, 1999). 
Although the needs of this sector are not very different from the others, the dynamic 
character, competitiveness and technological challenges of the automotive industry make 
that the most demanded skills in new graduates are leadership and team motivation, 
responsibility at work and teamwork. Also highly rated are the capacity to innovate, and 
communication and negotiating skills (Sánchez et al., 2009). 

2. Description of six of the most representative automotive university 
competitions for engineers 
As it was mentioned before, today there are several automotive competitions oriented to 
undergraduate students in which the multidisciplinary groups of each university have to 
build a vehicle. Each competition has different educational objectives, as teamwork, 
leadership, innovation or problem solving, among others. The most important, for their 
educational goals, are shown on Table 1.  
Although there are many differences between these competitions, all of them have in 
common the way the students do the work (with technical, schedule and budget 
requirements and constraints) and assume their responsibilities. 
It should be noticed that the responsibility given to each student is real: each one is aware 
that a mistake by one of them is a mistake for the whole team. Equivalent responsibility 
would only be found in any company after some years of work. The students themselves 
even take it upon themselves to raise part of the financial resources needed, and it is they, 
under the supervision of the teachers, who manage these resources. 
In the course of the educational experience carried out by taking part in these projects, 
planned with different teaching methods, the student must face up to specifically designed 
situations that will challenge them and promote their personal and professional skills. Some 
studies (Sánchez et al., 2009) have shown the different learning situations through which the 
students must pass, and the skills each experience helps to reinforce. 
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Competition Evaluation Main Event Main Features 

Formula SAE 

• Design 
• Cost 
• Sales 
• Vehicle 

Performance 

22km track 

• Engine limited to 600cc 
• All air must pass through a 20mm 

restriction 
• Restriction on vehicle overall 

dimension 

Mini Baja SAE 

• Design 
• Cost 
• Sales 
• Vehicle 

Performance 

Maximum 
distance 
performed in 
4 hour 

• Engine provide by organization 
• Not to modify engine 
• Restriction on vehicle overall 

dimension 

Eco-Shell 
• Vehicle 

Performance 
22km to 
25km set 
track 

• Several fuel possibilities supported 
• Restriction on overall dimensions 

Supermileage 
SAE 

• Design 
• Vehicle 

Performance 
15 km oval 
test track 

• Engine provide by organization 
• Restriction to modify engine 
• Travel a specified distant with 

minimum fuel consumption 

World Solar 
Challenge 

• Vehicle 
Performance 

3.000km 
distance 

• Only solar vehicles 
• Restriction on overall dimensions 

Formula Low 
Cost 

• Design 
• Cost 
• Innovations 
• Vehicle 

Performance 

60 laps on set 
course 

• Engine limited to 12kw 
• Maximum budget of 2000€ 
• Event to evaluate innovations 

Table 1. Main characteristics of six competitions. 

2.1 The formula SAE competition  
Formula SAE is probably the automotive competition that poses the greatest challenge for 
students and, therefore, today is the largest university event round the world.  
(http://students.sae.org/competitions/formulaseries/). 
To ensure uniformity and equal opportunities in the competition, the SAE sets strict 
standards as to the design and manufacture of the different vehicle parts, in addition to 
severe safety standards. In spite of this, the participants enjoy a wide autonomy and 
capacity to innovate, as can be seen in the differences between the prototypes developed by 
each university.  
Teams must present a project as if it involved a company that manufactured 1000 vehicles 
per year for an amateur public competing at weekends, and with a cost of less than 25,000$. 
The most important  condition refers to vehicle power, restricted by engine cylinder capacity 
(maximum 600 cm3) and by a restricted air intake. Therefore, most machines use motorbike 
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Fig. 1. Formula SAE car at competition. 
engines which are standard engines of around 110 HP, but by restricting the air intake their 
capacity is reduced to around 70 HP after appropriately designing of the intake and exhaust 
with fluid dynamics programs and after electronically changing the engine torque and 
power curves. 
There are other restrictions, that are refered to vehicle size (minimum 1,520 mm wheelbase, 
and minimum 9 m slalom track pass), which means that the vehicles are around 2,700 to 
3,000 mm long. There is also an exhaustive verification of the materials making up the 
chassis, and close attention is paid to safety and driving seat ergonomics.  
The competition score cards are divided into two kinds: static and dynamic. Also, there are 
some preliminary tests that do not score, but need to be overcome in order to compete. Table 
2 shows the tests together with a brief description of each one.  
It is, therefore, an authentic engineering competition where in addition to vehicle speed and 
performance at track, the project and the product achieved are also appreciated. In this 
competition the students have a totally leading role. They have to organise themselves, find 
the resources needed, administer project time, costs, etc, and all this under the supervision 
and guidance of the teachers and the Faculty Advisor. They have to design and build the 
parts by hand (the fewer purchased the better), and four of them must finally drive the car. 
What is new about this project, apart from it being a new, innovative educational 
methodology where the vehicle is simply the means to get the best possible training, is the 
challenge posed to the students by having to take on and participate in an entire vehicle 
development life cycle. This can only be achieved by forming a strong working team, 
promoting active participation, the assumption of responsibilities, decision making and 
involvement in reaching a common objective. In exchange the student gets the satisfaction of 
being able to take the vehicle built by their own effort to an actual competition. 
In 2009, more than 200 universities throughout the world took part in the Formula SAE. For 
this it has been necessary to extend the competitions to other countries, like England, where 
it is called  Formula Student, Australia, etc, as well as the original in Michigan. 

2.2 The Baja SAE competition  
Baja SAE is a university competition whose aim is to improve the preparation and education 
of young engineers through an event that simulates a real engineering project where 
students have to design, manufacture, test, and compete with an off-road vehicle. 
(http://students.sae.org/competitions/bajasae/). 
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Events Points Description 
Preliminary tests 0 Pre-competition safety tests. 

Technical 
inspection  - General check of car by judges. 

Tilt - Car inclination up to 60º checking its stability and that 
no type of liquid is leaking. 

Brakes - Simultaneous blocking of all four wheels after a brief 
acceleration.  

Noise - Check to ensure vehicle emits less than 110 dB under 
certain acceleration conditions. 

Static 325 in 
total 

Presentations and oral defence in front of the judges of 
technical solutions adopted.  

Design  150 Technical defence of vehicle design and solutions 
proposed. 

Presentation 75 Marketing presentation, convincing the judges to choose 
their car compared to the others. 

Costs 100 Written report detailing cost of each part and component 
of the unit built. 

Dynamic 675 in 
total Different on-track trials with the single-seater. 

Acceleration 75 Cover 75 m on a straight run in the shortest possible time 
Manoeuvrability  
(Skidpad) 50 Manoeuvrability to run a 9 metre circle in both 

directions.  
Sprint 150 Quick lap of the circuit. 

Endurance 350 Overall vehicle performance and reliability in 22 laps of 
a circuit.  

Fuel 50 Minimum consumption in endurance trial 
Total 1000  

Table 2. Description of Formula SAE competition trials. 

Teams have to assume that they have been hired by a manufacture firm to build an off-road 
vehicle capable of competing in any field. The restrictions are on the design of chassis, and 
the engine modifications are forbidden, as the engine is the same for all teams. Unlike 
Formula SAE standards these restrictions limit the design and innovation in these areas, 
leaving the engineer's imagination for other areas of the vehicle. This, in turn, results in a 
reduction in costs and activities compared with Formula SAE. The target for selling the 
prototype is the non-professional weekend racer, as well as the Formula SAE, and the teams 
must develop a product that has high performance in acceleration, traction, with common 
parts and easy maintenance. It is a competition that also simulates a case study of the life 
cycle of a vehicle, where students also have to get organized sponsorship for their project. 
All the teams have the same 10HP engine, and it is not allowed to make any changes or 
modifications. The overall dimension of the vehicle is recommended to be around 2750 mm, 
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Events Points Description 
Preliminary tests 0 Pre-competition safety tests. 

Technical 
inspection  - General check of car by judges. 

Tilt - Car inclination up to 60º checking its stability and that 
no type of liquid is leaking. 

Brakes - Simultaneous blocking of all four wheels after a brief 
acceleration.  

Noise - Check to ensure vehicle emits less than 110 dB under 
certain acceleration conditions. 

Static 325 in 
total 

Presentations and oral defence in front of the judges of 
technical solutions adopted.  

Design  150 Technical defence of vehicle design and solutions 
proposed. 

Presentation 75 Marketing presentation, convincing the judges to choose 
their car compared to the others. 

Costs 100 Written report detailing cost of each part and component 
of the unit built. 

Dynamic 675 in 
total Different on-track trials with the single-seater. 

Acceleration 75 Cover 75 m on a straight run in the shortest possible time 
Manoeuvrability  
(Skidpad) 50 Manoeuvrability to run a 9 metre circle in both 

directions.  
Sprint 150 Quick lap of the circuit. 

Endurance 350 Overall vehicle performance and reliability in 22 laps of 
a circuit.  

Fuel 50 Minimum consumption in endurance trial 
Total 1000  

Table 2. Description of Formula SAE competition trials. 

Teams have to assume that they have been hired by a manufacture firm to build an off-road 
vehicle capable of competing in any field. The restrictions are on the design of chassis, and 
the engine modifications are forbidden, as the engine is the same for all teams. Unlike 
Formula SAE standards these restrictions limit the design and innovation in these areas, 
leaving the engineer's imagination for other areas of the vehicle. This, in turn, results in a 
reduction in costs and activities compared with Formula SAE. The target for selling the 
prototype is the non-professional weekend racer, as well as the Formula SAE, and the teams 
must develop a product that has high performance in acceleration, traction, with common 
parts and easy maintenance. It is a competition that also simulates a case study of the life 
cycle of a vehicle, where students also have to get organized sponsorship for their project. 
All the teams have the same 10HP engine, and it is not allowed to make any changes or 
modifications. The overall dimension of the vehicle is recommended to be around 2750 mm, 
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and the track is restricted to a maximum of 1900 mm. The cage in the chassis is very limited 
in terms of innovation to ensure the safety at all situations, as in the event of rollover or 
impacting with another vehicle.  
 

 
Fig. 2. Baja SAE vehicles have to overcome all kind of fields. 

Judges positively value the manufacturing capacity with conventional tools that are 
available to anyone. Teams will be evaluated on design, and marketing costs (not all of Baja 
competitions own this event). In the dynamic performance, the students must demonstrate 
their ability to accelerate, steer, and drive the vehicle to finally be evaluated in endurance 
where they is allowed to repair the vehicle in the race if necessary. Table II shows the events 
with a brief description of each one.  
Baja SAE competition began in 1976, and currently has 6 competitions in the USA, Brazil, 
South Africa and South Korea, and more than 250 universities are involved with more than 
4000 students participating. 

2.3 Eco-Shell Marathon 
Eco-Shell Marathon is a university and college competition that has the goal to compete 
with more efficient vehicle for a given distance. There are two categories, one corresponding 
to futuristic vehicles where reducing drag and maximizing efficiency is the major premise 
and the second category corresponding to four-wheeled vehicle using conventional or 
alternative fuels. (http://www.shell.com/home/content/ecomarathon/) 
The rules limit the size in wheelbase, track and height of vehicles, chassis design (to ensure 
safety), the type of propulsion (it can be used combustion, fuel cell or solar) and fuel tank is 
limited to 30 cm3 to 250 cm3, limiting the engines size to use. The following list outlines the 
types of fuel that can be used: 
• Shell Unleaded 95 (Europe & Asia) / Shell Regular 87 (U.S.)  
• Shell Diesel⎫  
• Liquefied Petroleum Gas (LPG) 
• Shell Gas to Liquid (GTL 100%) 
• Fatty Acid Methyl Ester (100% FAME) 
• Ethanol E100 (100% Ethanol) 
• Hydrogen 
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Event Points Description 

Static Events - 300 in 
total 

Presentations and oral defence in front of the 
judges 

Design Report & 
Evaluation 150 Technical defence of vehicle design and solutions 

proposed 

Cost Report & Cost 
Production 100 Writing report dealing cost of each part and 

component of the unit built 

Presentation 50 Marketing presentation, convincing the judges to 
choose their car. 

Dynamic Events -  700 
points Different on-track trials with the off-road vehicle 

Acceleration/Speed 85 Cover 30m o 45m on a straight run in the shortest 
possible time 

Traction/Hill Climb  75 The traction event will be either hill climb or pulling 
an object 

Manoeuvrability 75 
Manoeuvrability including tight turns, pylon 
manoeuvres, ruts and bumps, drop-offs, sand, 
rocks, gullies, logs, and inclines. 

Specialty Rock Crawl 75 A special event to test the vehicle on unique off-
road conditions 

Endurance 400 Maximum distance performed in 4 hours 

Total Points 1000   

Table 3. Description of Formula Baja competition trials. 
 

 
Fig. 3. Aerodynamics is an important goal at Ecoshell Marathon. 
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Depending on the category in which they participate, vehicles must meet travel between 22 
km or 25 km. The assessment of efficiency is done in accordance with a table of equivalence 
developed by the competition. 
The objective of the competition is to simulate a real art project where teams work for a year 
designing and building a vehicle. The event organizers also want students to integrate, 
design and develop a product that is sustainable, that controls the energy used and that is 
concern about environmental protection. This target causes that the greatest number of team 
efforts are focused in engines, transmissions and aerodynamics. 

2.4 Supermileage 
Supermileage’s objective goes in the same line as the previous competition, that is, 
developing a single person, extremely high mileage vehicle that complies with the 
organization rules. The competition intention passes through encourage the fuel economy. 
(http://students.sae.org/competitions/supermileage/). 
 

 
Fig. 4. Supermileage vehicle at competition. 

Team’s vehicles must be conceived, designed and manufactured by the team members 
without direct involvement from faculty and technical staff in the college/school or 
professionals in the motorsports community.  
All the innovation and creativity of the teams is focused on consumption and weight 
reduction. The rules set restrictions on engine type, fuel used, chassis construction, and 
minimum driver mass allowed.  Although in this competition there are no rules for vehicle 
dimension boundaries, which represents a plus to creativity, one of the technical inspections 
test, call manoeuvrability, has specific and defined turn radius and fix cone slalom distant, 
which are considered as rule restrictions. 
The competition is divided into the design event and the performance run, as the other SAE 
competition series. At the design event the teams have to elaborate a report to describe 
theirs design decisions, and the students have to defend it in front a jury. The performance 
run consist on a race of 15Km in which the car is weighted before and after the completion 
of the track, calculating then the kilometres per litter of fuel, weighing them with the 
elapsed time. 

2.5 World solar challenge 
First promoted in 1987 by the adventurer Hans Tholstrup, World Solar Challenge began in 
Australia, and consists on building a solar vehicle with certain rules described in the 
technical regulations. The aim is to stimulate research into sustainable transportation. 
(http://www.globalgreenchallenge.com.au/). 
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Fig. 5. WSC cars have large areas to place solar panels. 

From an academic point of view, the goal is to encourage the students to put their efforts on 
developing a sustainable vehicle that is able to travel a distance of 3.000km in the shortest 
time using only sunlight as fuel. The competition take place in Australia and it is sponsored 
by Australian administrations. It usually takes three days to complete the distance, and 
there are not other events to evaluate the design concepts, sales or management skills. 
Teams are restricted by the overall vehicle dimensions, the solar array area, and the 
minimum driver’s weigh. There are also some other rules about chassis design focused on 
ensuring the driver safety. 
The competition has actually 32 participants in the university category, and most of them 
also participate in the eco-shell Marathon held in Europe. 

2.6 Formula Low Cost 
Formula Low Cost was created by the Institute of Automotive and Transport Engineering 
(ISAT) in Nevers (France) in 2008 with the aim of extend these kind of competitions to 
universities all around the world, regardless their economic possibilities, Low Cost Formula 
is a competition aimed at extending university engineering education through the 
construction of a kart type vehicle. The main difference with Formula SAE is the budget, 
which cannot exceed 2.000€ for its build, based on fixed prices of components. 
(http://www.kartlowcost.com/Presentation.html) 
Teams have to assume they have been contracted to manufacture a vehicle whose main 
feature is that it has not suspension. The rules establish that they must design the chassis to 
ensure safety, and the materials are limited to steel and/or aluminum. The engine cannot 
exceed 12KW and are well worth the innovations that can be made. Although the size of 
vehicle is complete free, the possibilities with the 2,000€ budget restriction are limited.  
As well as the other engineering competitions, teams valuation is done through a set of tests, 
both static (where it is evaluated the technical and cost features) and dynamic (where it is 
evaluated the track vehicle performance). The statics events have the aim to assess the 
designs, innovations and cost of the prototype. The dynamic events are composed of three: a 
classification, a sprint race (15 laps) and resistance (60 laps). 
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Fig. 6. Karting competition at Formula Low Cost s. 

Formula Low Cost also provides an opportunity for students to participate throughout the life 
cycle of a real project, in order to prepare engineers to manage projects, budgets and learn to 
work as a part of a team. Table III shows the events with a brief description of each one. 
 

Event Points Description 

Static Events - 478 in total Presentations and oral defence in front 
of the judges 

Cost Report 183 Writing report detailing cost of each part 
and component of the unit built 

Innovations 183 Technical evaluation of innovations 

Design 112 Technical defence of vehicle design and 
solutions proposed 

Dynamic Events -  441 points Different on-track trials with the off-
road vehicle 

Acceleration/Speed 75 Cover a straight run in the shortest 
possible time 

Sprint 183 A event to classified the vehicle for the 
main event 

Endurance 183 60 laps to a circuit 

Total Points 919 points   

Table 3. Description of Formula Low Cost competition trials 

In a general view, Table 1 lists the main characteristics of these competitions. Some of them 
are focused on evaluating the engineering, product cost and sales skills, as are the SAE 
Series Events; some others are focused on developing an specific vehicle based on fuel 
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efficiency using conventional or alternative fuels; and the newest competition, the Formula 
Low Cost, makes the costs the main restriction, and it is the only one with an specific event 
evaluating innovations. 
Each competition present differences in team member’s size, depending on the universities 
and work philosophy. Formula SAE and Mini Baja teams tend to be more numerous than 
the others, surely because of fewer restrictions and greater design possibilities.   
The principal common characteristic or these competitions, and some other round the 
world, is that they represent a challenge for the students to overcome themselves and 
exchange experiences with students from five continents. 

3. An example of the activities performed at one of these competitions: the 
participation of the UPM on Formula SAE. 
UPMracing is the first Spanish Formula SAE competition team, and was founded on 2003 at 
the Madrid Polytechnic University, UPM. At that moment, a group of teachers and professors 
of the School of Industrial Engineering, ETSII-UPM, and researchers of the University Institute 
for Automobile Research, INSIA-UPM, selected this competition as the most complete. The 
team consisted of about 35 students from the final courses or ETSII and the Master’s course in 
Automotive Engineering (Figure 7). In the years that followed, several students from other 
university schools joined in, like the Aeronautic Techniques and Industrial Techniques schools, 
what lead to important improvements in the performance (Figure 7). 
 

 
Fig. 7. The first team with the UPM-01 at INSIA-UPM. 

When writing this article, UPMracing has accumulated seven years of experience with the 
same number of single-seaters built that have taken part in the 2004 – 2010 editions of the 
Formula Student in England and Germany. 
From the beginning, the team has had four principles that are a statement of the teaching 
method used:  
• Learn by applying 
• Learn by doing 
• Learn in a team 
• Learn by competing 
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The members of the team have been organized in several departments according to the main 
systems of the vehicle, with the aim of reproduce similar conditions to the work carried out 
in real companies. These divisions are supervised by a small team of teachers, but the 
students have a great level of autonomy both on technical and organizational field. 
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1. Ability to work as part 
of a team   X X X X  X X X X X  X X X 

2. Leadership qualities   X X X X  X X X X X  X X X 
3. Ability to motivate   X X X X  X  X X X  X X X 
4. Capacity for 
responsibility and 
commitment 

 X X X X X X X X X X X  X X X 

5. Capacity for innovation    X  X X   X  X X X   
6. Negotiating skills   X X X X X X X X X X  X X X 
7. Capacity for self-
motivation X X X X  X X  X     X X  

8. Analytical skills X X X X X X X X X    X X   
9. Ability to summarise    X X X X   X  X X X X X 
10. Capacity for criticism 
and self-criticism  X X X X X X X  X X X X X X X 

11. Ability for self-learning X X X X   X      X X   
12. Organisational and 
planning skills  X X X X X X X X X X X X X X X 

13. Ability to identify 
problems   X X X X X X X X X X X X X X 

14. Ability to resolve 
conflicts    X X X  X X X X X X  X X 

15. Ability to generate new 
ideas (creativity)    X  X X X X   X X X X X 
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22. Capacity for dynamism    X X X X  X X X X  X X X 
23. Capacity for discipline 
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24. Oral and written 
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Fig. 8. Students and Faculty Advisors with the UPM’06. 

To sum up, the educational experience provided by taking part in the project and the 
teaching methods used mean that the student must face up to specifically designed 
situations that will challenge them and promote their personal and professional skills. Table 
7 shows 16 learning situations related to different moments or activities of the project, cross-
referenced with 24 skills, which in the light of the literature consulted and the studies and 
surveys presented, are deemed to be the most sought after in an engineer getting ready to 
work in the automotive sector. 

3.1 Assessing the experience 
From the first steps of the project the faculty advisors have been interested to know the 
opinion of the students taking part, what needs to be kept as it is, what needs improving, 
and obviously, to what extent the project’s goals have been achieved. And among these 
goals is the distinguishing improvement in students’ personal and professional skills 
compared to traditional activities. 
Every year, all the students are given a survey with the 24 most important skills for an 
engineer in the automotive sector in order to get to know their opinion of the importance of 
these skills when working in their profession, as well as the level of their success in the 
subjects taken as part of their degree, and likewise during the SAE Formula training process.  
Several conclusions can be drawn from the general results of the survey that are shown in 
Table 8: 
• The most important skills for the participants are the capacity for responsibility and 

commitment, teamwork, decision making, creativity, solving conflicts and 
communication in English. This classification is in total harmony with the opinion of 
companies, which shows that the training experience suitably orients students towards 
the labour market, especially if we compare the results with those shown in Table 1. 

• The students give an average score of 4.2 points out of 5 to the list of 24 skills. Their 
average level of success during their degree is 2.3 points, while achievement during the 
SAE Formula project is 3.6 points. 

• Focusing on the 7 most appreciated skills, the average score of importance given is 4.7 
points out of 5, with a score during their degree of 1.9 points and practically double, 3.7 
points for the SAE Formula project. 
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The members of the team have been organized in several departments according to the main 
systems of the vehicle, with the aim of reproduce similar conditions to the work carried out 
in real companies. These divisions are supervised by a small team of teachers, but the 
students have a great level of autonomy both on technical and organizational field. 
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referenced with 24 skills, which in the light of the literature consulted and the studies and 
surveys presented, are deemed to be the most sought after in an engineer getting ready to 
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opinion of the students taking part, what needs to be kept as it is, what needs improving, 
and obviously, to what extent the project’s goals have been achieved. And among these 
goals is the distinguishing improvement in students’ personal and professional skills 
compared to traditional activities. 
Every year, all the students are given a survey with the 24 most important skills for an 
engineer in the automotive sector in order to get to know their opinion of the importance of 
these skills when working in their profession, as well as the level of their success in the 
subjects taken as part of their degree, and likewise during the SAE Formula training process.  
Several conclusions can be drawn from the general results of the survey that are shown in 
Table 8: 
• The most important skills for the participants are the capacity for responsibility and 

commitment, teamwork, decision making, creativity, solving conflicts and 
communication in English. This classification is in total harmony with the opinion of 
companies, which shows that the training experience suitably orients students towards 
the labour market, especially if we compare the results with those shown in Table 1. 

• The students give an average score of 4.2 points out of 5 to the list of 24 skills. Their 
average level of success during their degree is 2.3 points, while achievement during the 
SAE Formula project is 3.6 points. 

• Focusing on the 7 most appreciated skills, the average score of importance given is 4.7 
points out of 5, with a score during their degree of 1.9 points and practically double, 3.7 
points for the SAE Formula project. 
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Skills 
Level of 

importance 
for students 

Degree of 
success in 

ETSII 

Degree of 
success in 

F SAE 
1. Ability to work as part of a team 4.9 2.0 4.1 
2. Leadership qualities 4.2 1.1 3.6 
3. Ability to motivate 4.4 1.3 3.8 
4. Capacity for responsibility and 
commitment 5.0 3.2 3.8 

5. Ability to innovate 4.2 1.3 3.6 
6. Negotiating skills 3.6 1.2 2.8 
7. Capacity for self-motivation 4.0 2.2 3.2 
8. Analytical skills 4.4 2.8 3.4 
9. Ability to summarise 4.0 3.1 3.3 
10. Capacity for criticism and self-criticism 4.0 2.1 3.6 
11. Ability for self-learning 4.2 3.9 4.3 
12. Organisational and planning skills 4.0 3.2 3.2 
13. Ability to identify problems 4.8 2,6 4.0 
14. Ability to resolve conflicts 4.4 1.9 3.3 
15. Ability to generate new ideas (creativity) 4.4 1.3 3.6 
16. Ability to take up new initiatives 3.7 1.3 3.3 
17. Ability to adapt to changing 
circumstances 4.1 2.7 3.9 

18. Ability to work on one’s own 3.4 3.8 3.2 
19. Ability to make decisions 4.9 2.0 4.0 
20. Interpersonal skills 3.8 2.7 4.3 
21. Ability to assimilate and apply 
knowledge 4.1 3.0 4.0 

22. Capacity for dynamism  3.8 2.0 3.7 
23. Capacity for discipline and self-control 3.8 3.0 3.3 
24. Oral and written communication in 
English  4.4 1.6 3.1 

Mean value 4,2 2,3 3,6 

Table 8. Scores from 0 to 5 points of the importance given by students to the 24 most 
important personal and professional skills for an engineer in the automotive sector, as well 
as the extent of success during their degree at the School of Industrial Engineers (ETSII-
UPM) and during their time on the project (F SAE). 
As can be seen, the students find their way through the competition has contributed to the 
promotion of their personal and professional skills more than the rest of the activities 
carried out during his career in engineering. This assessment is certainly influenced, year 
after year, for the interest they awakened this activity, but it has been shown in both the 
UPM and in other participating universities, the great importance that these competitions 
have in the integral formation of engineering students before they enter the job market. 
And this importance is even greater if the sector that leads the student is the automotive.  
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4. Conclusions 
In this paper it has been described the growing importance given by leading universities to 
improving the skills of their students, beyond mere theoretical – practical knowledge.  
In this way, different automotive competitions for engineering universities round the world 
are presented, analyzing their objectives, work to be performed by the students, tests, etc.  
A growing number of these leading technical universities consider them very useful 
activities for the improvement of those desired skills. 
The paper presents as well, the way the first university in Spain (ETSII-UPM) that competed 
in the most complete of these competition (Formula SAE) manage their students on it, how 
the competition is integrated into their own academic programs, and the assessment of their 
experience in terms of personal and professional skills’ improvement among their students. 
Surveys of student conducted each year show that they consider that taking part on one of 
this competition has more contributed to the improvement of their personal and 
professional abilities and skills than the rest of the activities done during the whole career of 
five years.  
Students, teachers and company employers around the world agree that this competitions 
promote careers and excellence in engineering as it encompasses all aspects of the 
automotive industry including research, design, manufacturing, testing, developing, 
marketing, management and finances. They take students out of the classroom and allow 
them to apply textbook theories to real work experiences. 
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experience in terms of personal and professional skills’ improvement among their students. 
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five years.  
Students, teachers and company employers around the world agree that this competitions 
promote careers and excellence in engineering as it encompasses all aspects of the 
automotive industry including research, design, manufacturing, testing, developing, 
marketing, management and finances. They take students out of the classroom and allow 
them to apply textbook theories to real work experiences. 
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