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Integrated circuit technology in the nanometer regime allows billions of transistors 
fabricated in a single chip. Although the Moore’s Law is still valid for predicting the 
exponential complexity growth and performance advance for the integrated circuits, 
the semiconductor industry faces tremendous challenges spanning all aspects of the 
chip design and manufacture processes. These issues range from scientific research in 
discovering novel material and devices to advanced technology developments and 
finding new killer applications. With such a backdrop, we organize this book to 
highlight some of the recent developments in the broad areas of VLSI design.  The 
authors make no attempt to be comprehensive on the selected topics. Instead, we try to 
provide some promising perspectives, from open problems and challenges for 
introducing new–generation electronic design automation tools, optimization, 
modeling and simulation methodologies, to coping with the problems associated with 
process variations, thermal and power reduction and management, parasitic 
interconnects, etc. 

Organization of this book includes two parts: VLSI design, and modeling, simulation 
and optimization. The first part includes five chapters. The first one introduces the 
VLSI design for multi-sensor smart systems on a chip. Several VLSI design techniques 
are described for implementing different types of multi-sensors systems on a chip 
embedding smart signal processing elements and a built-in self-test (BIST). Such 
systems encompass many classes of input signals from material, such as A fluid, to 
user type, such as indicator of what to measure. 

The second chapter, Three-dimensional integrated circuits design for thousand-core 
processors, proposes thermal ridges and metallic thermal skeletons to be relatively 
cost-effective and energy saving. In the 3D design of the stacking silicon dies, the 
thermal measurement and verification are becoming much more important. As a 
result, the chapter may give a direction or inspiration for the engineers to investigate 
the possibility or feasibility of better thermal designs.  

The third chapter, Carbon nanotube- and graphene based devices, circuits and sensors 
for VLSI design, introduces a review concluding that CNTs are very attractive as base 
material to the design of components for VLSI design. In the future, the use of hybrid 
materials where carbon nanotubes are involved will be a priority, given that the use of 
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VLSI Design for Multi-Sensor 
Smart Systems on a Chip 

Louiza Sellami1 and Robert W. Newcomb2 
1Electrical and Computer Engineering Department,  

US Naval Academy, Annapolis, MD 
 2Electrical and Computer Engineering Department, 

University of Maryland, College Park, MD 
USA 

1. Introduction 

Sensors are becoming of considerable importance in several areas, particularly in 
healthcare. Therefore, the development of inexpensive and miniaturized sensors that are 
highly selective and sensitive, and for which control and analysis is present all on one 
chip is very desirable. These types of sensors can be implemented with micro-electro-
mechanical systems (MEMS), and because they are fabricated on a semiconductor 
substrate, additional signal processing circuitry can easily be integrated into the chip, 
thereby readily providing additional functions,  such as multiplexing and analog-to-digital 
conversion. Here we present a general framework for the design of a multi-sensor system 
on a chip, which includes intelligent signal processing, as well as a built-in self test and 
parameter adjustment units. Specifically, we outline the system architecture, and develop 
a transistorized bridge biosensor for monitoring changes in the dielectric constant of a 
fluid, which could be used for in-home monitoring of kidney function of patients with 
renal failure. 

In a number of areas it would be useful to have available smart sensors which can 
determine the properties of a fluid and from those make a reasoned decision. Among such 
areas of interest might be ecology, food processing, and health care. For example, in 
ecology it is important to preserve the quality of water for which a number of parameters 
are of importance, including physical properties such as color, odor, PH, as well as up to 
40 inorganic chemical properties and numerous organic ones (DeZuane, 1990). Therefore, 
in order to determine the quality of water it would be extremely useful if there were a 
single system on a chip which could be used in the field to measure the large number of 
parameters of importance and make a judgment as to the safety of the water. For such, a 
large number of sensors is needed and a means of coordinating the readouts of the 
sensors into a user friendly output from which human decisions could be made. As 
another example, the food processing industry needs sensors to tell if various standards of 
safety are met. In this case it is important to measure the various properties of the food, 
for example the viscosity and thermal conductivity of cream or olive oil (Singht & 
Helman, 1984).  



 1 

VLSI Design for Multi-Sensor 
Smart Systems on a Chip 

Louiza Sellami1 and Robert W. Newcomb2 
1Electrical and Computer Engineering Department,  

US Naval Academy, Annapolis, MD 
 2Electrical and Computer Engineering Department, 

University of Maryland, College Park, MD 
USA 

1. Introduction 

Sensors are becoming of considerable importance in several areas, particularly in 
healthcare. Therefore, the development of inexpensive and miniaturized sensors that are 
highly selective and sensitive, and for which control and analysis is present all on one 
chip is very desirable. These types of sensors can be implemented with micro-electro-
mechanical systems (MEMS), and because they are fabricated on a semiconductor 
substrate, additional signal processing circuitry can easily be integrated into the chip, 
thereby readily providing additional functions,  such as multiplexing and analog-to-digital 
conversion. Here we present a general framework for the design of a multi-sensor system 
on a chip, which includes intelligent signal processing, as well as a built-in self test and 
parameter adjustment units. Specifically, we outline the system architecture, and develop 
a transistorized bridge biosensor for monitoring changes in the dielectric constant of a 
fluid, which could be used for in-home monitoring of kidney function of patients with 
renal failure. 

In a number of areas it would be useful to have available smart sensors which can 
determine the properties of a fluid and from those make a reasoned decision. Among such 
areas of interest might be ecology, food processing, and health care. For example, in 
ecology it is important to preserve the quality of water for which a number of parameters 
are of importance, including physical properties such as color, odor, PH, as well as up to 
40 inorganic chemical properties and numerous organic ones (DeZuane, 1990). Therefore, 
in order to determine the quality of water it would be extremely useful if there were a 
single system on a chip which could be used in the field to measure the large number of 
parameters of importance and make a judgment as to the safety of the water. For such, a 
large number of sensors is needed and a means of coordinating the readouts of the 
sensors into a user friendly output from which human decisions could be made. As 
another example, the food processing industry needs sensors to tell if various standards of 
safety are met. In this case it is important to measure the various properties of the food, 
for example the viscosity and thermal conductivity of cream or olive oil (Singht & 
Helman, 1984).  



 
VLSI Design 4 

In biomedical engineering, bi osensors are becoming of considerable importance. General 
theories of different types of biosensors can be found in (Van der Shoot & Berveld, 1988; 
Eggins, 1996; Scheller & Schubert,1992) while similar devices dependent upon temperature 
sensing are introduced in (Herwarden et al , 1994). Methods for the selective determination 
of compounds in fluids, such as blood, urine, and saliva, are indeed very important in 
clinical analysis. Present methods often require a long reaction time and involve 
complicated and delicate procedures. One valuable application in the health care area is that 
of the use of multiple sensors for maintaining the health of astronauts where presently an 
array of eleven sensors is used to maintain the quality of recycled air (Turner et al, 1987), 
although separate control is effected by the use of an external computer. Therefore, it is 
desirable to develop inexpensive and miniaturized sensors that are highly selective and 
sensitive, and for which control and analysis is  available all on the same chip. These sensors 
can be implemented with micro-electro-me chanical systems (MEMS). Since they are 
fabricated on a semiconductor substrate, additional signal processing units can easily be 
integrated into the chip thereby readily pr oviding functions such as multiplexing and 
analog-to-digital conversion. In numerous ot her areas one could find similar uses for a 
smart multi-sensor array from which easy measurements can be made with a small portable 
device. These are the types of systems on a chip (SOC) that this chapter addresses. 

2. System on a chip architecture 

The architecture of these systems is given in Fig. 2.1 where there are multiple inputs, 
sensors, and outputs. In between are smart signal processing elements including built-in 
self-test (BIST). In this system there may be many classes of input signals (for example, 
material [as a fluid] and user [as indicator of wh at to measure]). On each of the inputs there 
may be many sensors (for example, one material may go to several sensors each of which  

 
Fig. 2.1. Architecture for N-Sensor Smart System on a Chip 
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senses a different property [as dielectric constant in one and resistivity in another]). The 
sensor signals are treated as an N-vector and combined as necessary to obtain the desired 
outputs, of which there may be many (such as an alarm for danger and indicators for 
different properties). For example, a patient wi th kidney disease may desire a system on a 
chip which gives an indication of when to repo rt to the hospital. For this an indication of 
deviation of dielectric constant  from normal and spectral properties of peritonal fluid may 
be sensed and combined to give the presence of creatinine (a protein produced by the 
muscles and released in the blood) in the fluid, with the signal output being the percent of 
creatinine in the fluid and an al arm when at a dangerous level.  

3. Dielectric constant and resistivity sensor 

The fluid sensing transistor in this sensor can be considered as a VLSI adaptation of the 
CHEMFET (Turner et al, 1987) which we embed in a bridge to allow for adjustment to a null 
(Sellami & Newcomb, 1999). The sensor is designed for ease of fabrication in standard VLSI 
processing with an added glass etch step. A bridge is used such that a balance can be set up 
for a normal dielectric constant, with the unba lance in the presence of a body fluid being 
used to monitor the degree of change from the normal. The design chosen leads to a 
relatively sensitive system, for which on-chip or  off-chip balance detection can occur. In the 
following we present the basic sensor bridge circuit, its layout with a cross section to show 
how the chip is cut to allow measurements on the fluid, and simulation results from the 
Spice extraction of the layout that indicate the practicality of the concept. 

Figure 3.1 shows a schematic of the sensor circuit. This is a capacitive-type bridge formed 
from four CMOS transistors, the two upper ones being diode connected PMOS and the two 
lower NMOS, one diode connected and the other wi th a gate voltage control. The output is 
taken between the junction of the PMOS and NMOS transistors, and as such is the voltage 
across the midpoint with the circuit being supplied by the bi as supply. As the two upper 
and the lower right transistors are diode connected, they operate in the saturation region  

 
Fig. 3.1. Circuit Schematic of a Fluid Biosensor. 
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while the gate (the set node) of the lower left transistor, M3, is fed by a variable DC supply 
allowing that transistor to be adjusted to br ing the bridge into balance. The upper right  
transistor, M2, has cuts in its gate to allow fluid to enter between the silicon substrate and 
the polysilicon gate. In so doing the fluid acts  as the gate dielectric for that transistor. 
Because the dielectric constants of most fluids are a fraction of that of silicon dioxide, the 
fraction for water being about 1/4, M2 is actua lly constructed out of several transistors, four 
in the case of water, with all of their terminal s (source, gate, drain) in parallel to effectively 
multiply the Spice gain constant parameter KP which is proportional to the dielectric 
constant.  

The sensor relies upon etching out much of the silicon dioxide gate dielectric. This can be 
accomplished by opening holes in protective layers by using the overglass cut available in 
MEMS fabrications. Since, in the MOSIS processing that is readily available, these cuts 
should be over an n-well, the transistor in which the fluid is placed is chosen as a PMOS 
one. And, since we desire to maintain a gate, only portions are cut open so that a silicon 
dioxide etch can be used to clear out portions of the gate oxide, leaving the remaining 
portions for mechanical support. To assist the mechanical support we also add two layers of 
metal, metal-1 and metal-2, over the polysilicon gate.  

A preliminary layout of the basic sensor is shown in Fig. 3.2 for M2 constructed from four 
subtransistors, this layout having been obtained using the MAGIC layout program. As the 
latter can be used with different lambda values to allow for different technology sizes, this 
layout can be used for different technologies and thus should be suitable for fabrications 
presently supported by MOSIS. Associated with Fig. 3.2 is Fig. 3.3 where a cross section is 
shown cut through the upper two transistors in the location seen on the upper half of the 
figure. The section shows that the material over the holes in the gate is completely cut away 
so that an etching of the silicon dioxide can proceed to cut horizontally under the remaining 
portions of the gate. The two layers of metal can also be seen as adding mechanical support 
to maintain the cantilevered portions of the gate remaining after the silicon dioxide etch. 

 

 

 

Fig. 3.2. Biosensor VLSI Layout 
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Fig. 3.3. Cross Section of Upper Transistors   

To study the operation of the sensor we turn to the describing equations. Under the valid 
assumption that no current is externally drawn from the sensor, the drain currents of M1 
and M3 are equal and opposite, ID3=-ID1, and similarly for M2 and M4, I D4=-ID2. Assuming 
that all transistors are operating above threshold, since M1, M3, and M4 are in saturation 
they follow a square law relationship while the law for M3 we designate through a function 
f(Vset,VD1) which is controlled by V set. Thus, 

       -ID1 = �E1�(̃Vdd-VD1-|V thp |) 2(1+�Op�[̃Vdd-VD2]) (3.1a) 

  = �E3�[̃f(V set,VD1)�(̃1+�On�ṼD1) = ID3 (3.1b) 

           -ID2 = �H�˜�E2�(̃Vdd-VD2-|V thp|) 2(1+�Op�[̃Vdd-VD2]) (3.2a) 

 = �E4�(̃VD2-Vthn)2(1+�On�ṼD2) = ID4 (3.2b) 

where, for the ith transistor,  

 �Ei = KPi �W̃i/2Li,  i=1,2,3,4 (3.3) 

and 

 f(x,y) = {(x-V thn)2 if x-V thn<y, 2(x-Vthn)y-y2 if x-V thn�t y} (3.4) 

Here Vth, KP, and �O are Spice parameters for silicon transistors, all constants in this case, 
with the n or p denoting the NMOS or PMOS ca se, and epsilon is the ratio of the dielectric 
constant of the fluid to th at of silicon dioxide,  

� � � H =�H�Bfluid  / �H�BSio2. (3.5) 

In order to keep the threshold voltages constant we have tied the source nodes to the bulk 
material in the layout. In our layout we also choose the widths and lengths of M1, M3, and 
M4 to be all equal to 100�P and L2/W 2 to approximate �H. Under the reasonable assumption 
that the �O's are negligibly small, an analytic solution for the necessary Vset to obtain a 
balance can be obtained. When M3 is in saturation the solution is 
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while the gate (the set node) of the lower left transistor, M3, is fed by a variable DC supply 
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transistor, M2, has cuts in its gate to allow fluid to enter between the silicon substrate and 
the polysilicon gate. In so doing the fluid acts  as the gate dielectric for that transistor. 
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to maintain the cantilevered portions of the gate remaining after the silicon dioxide etch. 
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Fig. 3.3. Cross Section of Upper Transistors   
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 VD1 = Vdd-|V thp|-( �E3/ �E1}1/2 �(̃Vset-Vthn) (3.6) 

while irrespective of the state of M3 

 VD2={Vthn+(�H.�E2/ �E4)1/2 �(̃Vdd-|V thp|)/[1+ �H.�E2/ �E4]1/2 } (3.7) 

 
Fig. 3.4. Extracted circuit output voltage versus Vset 

Balance is obtained by setting VD1=VD2. Still assuming that M3 is in saturation the value of 
Vset needed to obtain balance is obtained from equations (3.6) and (3.7) as 

 Vset=Vthn+{(�E1/ �E3})1/2 �(̃Vdd-|V thp|-V thn)/[1+( �H.�E2/ �E4})1/2 } (3.8) 

At this point we can check the condition for M3 to be in saturation, this being that V DS 
�tVGS-Vthn; since VDS=VD1 and VGS = Vset, the use of Equation (3.6) gives  

 Vthn < Vset{sat} �d Vthn+(Vdd-|V thp|)/[1+( �E3/ �E1)1/2 ] (3.9) 

Substituting the value of V set at balance, Equation (3.8), shows that the condition for M3 to 
be in saturation at balance is �H�˜�E2 �t �E3; this normally would be satisfied but can be 
guaranteed by making M2 large enough. 

Several things are added to the sensor itself per Fig. 2.1. Among these is a differential pair 
for direct current mode readout followed by a current mode pulse coded neural network to 
do smart preprocessing to insure the integrity of the signals. Finally a built in test circuit is 
included to detect any breakdown in the sensor operation.  

From the layout of Fig. 3.1 a Spice extraction was obtained. On incorporating the BiCMOSIS 
transistor models (Sellami & Newcomb, 1999; Moskowtitz et al, 1999) the extracted circuit 
file was run in PSpice with the result for the output difference voltage versus V set shown in 
Fig. 3.4. As can be seen, adjustment can be made over the wide range of -5V<Vset<5V 

Thus, it is seen that a sensor that is sensitive to the dielectric constant of a fluid over an 11 to 
1 range of dielectric constant most likely can be incorporated into a multi-sensor chip. Using 
standard analog VLSI-MEMS processing one can use the bridge for anomalies in a fluid by 
obtaining Vset for the normal situation an d then comparing with Vset found for the 
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anomalous situation. This could be particularly useful for determining progress of various 
diseases. For example, one way to determine kidney function and dialysis adequacy is 
through the clearance test of creatinine. The latter tests for the amount of blood that is 
cleared of creatinine per time period, which is usually expressed in ml per minute. For a 
healthy adult the creatinine clearance is 120 ml/min.  

A renal adult patient will need dialysis becaus e symptoms of kidney failure appear at a 
clearance of less than 10 ml/min. Creatinine clearance is measured by urine collection, usually 
12 or 24 hours. Therefore a possible use for the proposed sensor could be as a creatinine 
biosensor device for individual patient to monitor the creatinine level at home. An alternate to 
the proposed biosensor is based on biologically sensitive coatings, often enzymes, which could 
be used on M2 transistor in a technology that is used for urea biosensors which are presently 
marketed for end stage renal disease patients (Eggins, 1996). The advantage of the sensor 
presented here is that it should be able to be used repetitively whereas enzyme based coatings 
have a relatively short life. The same philosophy of a balanced bridge constructed in standard 
VLSI processing can be carried over to the measurement of resistivity of a fluid. In this case the 
bridge will be constructed of three VLSI resistor s with the fourth arm ha ving a fluid channel in 
which the conductance of the fluid is measured. 

4. Spectral sensors 

We take advantage of the developments in MEMS technologies to introduce new and 
improved methodology and engineering capa bilities in the field of chemical and 
biochemical optical sensors for the analysis of a fluid.  The proposed device has the 
advantages of size reduction and, therefore, increased availability, reduced consumption of 
chemical/biochemical sample, compatibility with other MEMS technologies, and 
integrability with computational circuitry on the chip. 

Consequently, integrating MEMS and optical devi ces will give the added advantages of size 
reduction and integrability with the electrical circuitry. The integration and compatibility of 
sensors is very much in demand in the field of system on a chip. Here we extend CMOS 
technology to build an optical filter which can be used in a single chip microspectrometer. 
The chip contains an array of microspectrometer and photodetectors and the read out of 
their circuits. 

By the nature of matter in the universe, most evident at the atomic and molecular level, it 
allows so much information to be deduced from its optical spectra. Because molecule and 
atoms can only emit or absorb photons with energies that correspond to certain allowed 
transition between quantum states, optical spectroscopy is one of the valuable tools of 
analytical chemistry (Schmidt, 2005). Optically based chemical and biological sensors are 
conveniently classified into five groups, according to the way light is modulated (Ellis, 
2005). These light modulations are intensity, wavelength, polarization, phase, and time 
modulation. Here we focus on MEMS based sensors suitable for Intensity, wavelength, and 
time modulation.  

4.1 Intensity modulation 

As light passes through a material, its intensity attenuates as it interacts with the molecules, 
atoms, and impurities of the host material. The attenuation is an exponential function of the 
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Fig. 3.4. As can be seen, adjustment can be made over the wide range of -5V<Vset<5V 

Thus, it is seen that a sensor that is sensitive to the dielectric constant of a fluid over an 11 to 
1 range of dielectric constant most likely can be incorporated into a multi-sensor chip. Using 
standard analog VLSI-MEMS processing one can use the bridge for anomalies in a fluid by 
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anomalous situation. This could be particularly useful for determining progress of various 
diseases. For example, one way to determine kidney function and dialysis adequacy is 
through the clearance test of creatinine. The latter tests for the amount of blood that is 
cleared of creatinine per time period, which is usually expressed in ml per minute. For a 
healthy adult the creatinine clearance is 120 ml/min.  

A renal adult patient will need dialysis becaus e symptoms of kidney failure appear at a 
clearance of less than 10 ml/min. Creatinine clearance is measured by urine collection, usually 
12 or 24 hours. Therefore a possible use for the proposed sensor could be as a creatinine 
biosensor device for individual patient to monitor the creatinine level at home. An alternate to 
the proposed biosensor is based on biologically sensitive coatings, often enzymes, which could 
be used on M2 transistor in a technology that is used for urea biosensors which are presently 
marketed for end stage renal disease patients (Eggins, 1996). The advantage of the sensor 
presented here is that it should be able to be used repetitively whereas enzyme based coatings 
have a relatively short life. The same philosophy of a balanced bridge constructed in standard 
VLSI processing can be carried over to the measurement of resistivity of a fluid. In this case the 
bridge will be constructed of three VLSI resistor s with the fourth arm ha ving a fluid channel in 
which the conductance of the fluid is measured. 

4. Spectral sensors 

We take advantage of the developments in MEMS technologies to introduce new and 
improved methodology and engineering capa bilities in the field of chemical and 
biochemical optical sensors for the analysis of a fluid.  The proposed device has the 
advantages of size reduction and, therefore, increased availability, reduced consumption of 
chemical/biochemical sample, compatibility with other MEMS technologies, and 
integrability with computational circuitry on the chip. 

Consequently, integrating MEMS and optical devi ces will give the added advantages of size 
reduction and integrability with the electrical circuitry. The integration and compatibility of 
sensors is very much in demand in the field of system on a chip. Here we extend CMOS 
technology to build an optical filter which can be used in a single chip microspectrometer. 
The chip contains an array of microspectrometer and photodetectors and the read out of 
their circuits. 

By the nature of matter in the universe, most evident at the atomic and molecular level, it 
allows so much information to be deduced from its optical spectra. Because molecule and 
atoms can only emit or absorb photons with energies that correspond to certain allowed 
transition between quantum states, optical spectroscopy is one of the valuable tools of 
analytical chemistry (Schmidt, 2005). Optically based chemical and biological sensors are 
conveniently classified into five groups, according to the way light is modulated (Ellis, 
2005). These light modulations are intensity, wavelength, polarization, phase, and time 
modulation. Here we focus on MEMS based sensors suitable for Intensity, wavelength, and 
time modulation.  

4.1 Intensity modulation 

As light passes through a material, its intensity attenuates as it interacts with the molecules, 
atoms, and impurities of the host material. The attenuation is an exponential function of the 
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distance of its path length, x, traveled in  the material. The absorption coefficient, �D�O, is 
defined relative to the concentration, M, and th e cross section, S, of the absorbing molecules 
(Svanberg, 2001). 

 I�O(x) = I�O(0) . exp (�D�O.x) = I�O(0) . exp (-S.Mx��N) (4.1.1) 

Where I�O(x) is the light intensity at distance x, I �O(0) the incident light intensity at x = 0, and N 
Avogado’s number (6.022 x 1023 mol-1). 

Changes of the analyte concentration in the sample can alter the absorption coefficient �D. An 
absorption based sensor measures these changes by the transmitted light intensity in terms 
of absorbance (A�O) units:  

 A�O = log[I �O(0)/ I �O(x)] (4.1.2) 

4.2 Wavelength modulation  

Wavelength modulation  can provide us with more inform ation than just the intensity 
modulation. Several numbers of fixed wavelength  sources are used simultaneously and their 
responses, intensity, are detected using photo detectors. Several sources that are modulated at 
different electrical frequencies can be used simultaneously in order to use a single photo 
detector. One of the wavelengths could serve as a reference channel for calibration.  

Fluorescence occurs when an atom or a molecule makes a transition from a higher energy 
state to a lower one and emits lights. Excitation and subsequent emission can occur not only 
by photoluminescence but also by chemical reaction (chemiluminescence) or biological 
reaction (Bioluminescence). In resonance fluorescence, absorption and emission take place 
between the same two energy levels, and therefore the wavelength of the excitation and 
emission lights are the same. In non-resonant fluorescence, emission occurs either at higher 
wavelength than excitation wavelength (Stokes Fluorescence), or lower wavelength than 
excitation wavelength (anti- Stokes Fluorescence). The decay rate dN�
/d t of the fluorescence 
for a two level system is  

 dN�
/d t = -kt . N�
 (4.2.1) 

where kt is the total fluorescence rate, in sec-1, and N�
 is proportional to the number of 
electrons excited due to the fluorescent state in a time t. Hence 

 N�
 = N0
�
 . exp(-kt . t) (4.2.2) 
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Fig. 4.2. (a) Attenuation of the optical intensity as it travels along the x axis throught the 
matter versus the wavelength. (b) corresponding schematic for measurement. 
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4.3 Time modulation 

Time modulation is essentially a subclass of intensity modulation. In time domain 
fluoremetry (TDF), a pulsed light source generates the photoluminescence. The fluorescence 
decay signal is measured as a function of time, and the decay curve determines the lifetime 
of the chemical sample. In time modulation ba se sensors measure the halftime of the sample. 
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Fig. 4.3. (a) Fluorescence decay curve  (b) corresponding schematic for measurement 

5. MEMS based photo-sensors 

An  important part of any spectrom eter, aside from the light source, is the optical filter and 
photo detectors. Recent engineering developments in the field of MEMS and 
microelectronics have shown that both of these devices can be produced in the micro level 
using existing technology (Hsu, 2008). Optical spectrometers can be produced using a 
tunable Fabry-Perot cavity (here simply called  Fabry-Perot).  The band-pass frequency range 
of the Fabry-Perot is a function of its cavity length (Patterson, 1997). 

Fabry-Perot can be fabricated in the CMOS technology with photo-detectors integrated 
underneath it. In other words, Fabry-Perot is fabricated on top of a p-n diode in the CMOS 
technology. In this configuration, the p-n photo-detector is acting as a transducer that 
converts optical intensity of light that is pa ssed through the Fabry-Perot to a proportional 
electrical signal. The existence of the Fabry-Perot in the optical path causes the photodiode 
to only respond to the light intensity of select ed wavelength, which is set by the thickness of 
the Fabry-Perot cavity. 

As illustrated in Fig. 5.1 below, the fabrication of Fabry-Perot and photodiode (FPPD), 
which starts with the fabrication of a p-n photo diode in a CMOS process technology, 
undergoes a post process in order to integrate a planer Fabry-Perot on top of the p-n photo 
diode. This process involves four steps. First, a portion of the top oxide layer immediately 
above the p-n diode is trimmed, by chemical itching, to reduce its effect on light  
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4.3 Time modulation 
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fluoremetry (TDF), a pulsed light source generates the photoluminescence. The fluorescence 
decay signal is measured as a function of time, and the decay curve determines the lifetime 
of the chemical sample. In time modulation ba se sensors measure the halftime of the sample. 
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transmission. Second, a thin Aluminum layer is deposited, to form the lower mirror. Third, 
a layer of Silicon dioxide is added then etched to different sizes, using several masks. This 
way, each photodiode will have a different size of SiO 2 layer on top of it. Fourth, a thin layer 
of silver (Ag) is deposited on top of all oxid e to form the top mirror layer (Tyree et al, 1994). 
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Fig. 5.2. Schematic structure for fabrication of a CMOS p-n photo diodes 
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Fig. 5.3. Post CMOS process, 1st step, trimming the top oxide layer above the diode 
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Fig. 5.4. Post CMOS process, Step 2nd, 3rd, and 4th. Depositing AL, PECVD oxide, and Silver, 
respectively, on top of p-n diodes to form Fabry-perot cavity filter 

6. Optical micro-chemical and biochemical sensors 

Optical sensors can be fabricated as shown in Fig. 6.1. A series of Fabry-Perot of different 
wavelength is fabricated in series, each having its own p-n photo-detectors, immediately 
underneath. These photodiodes are optically and electrically isolated from each other to 
reduce cross interference. A micro channel is fabricated on top of the series of Fabry-Perot 
photodetectors (FPFD) modules. Of course, FPFD modules can appear in any efficient 
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configuration, such as a matrix format, under the flow channel.  The entire structure of 
micro-channel and their FPFD modules can be fabricated in a twin parallel configuration, as 
shown in Fig. 6.2. In time modulation, this configuration can be used when one channel is 
empty and one channel is filled with chemical  sample. In this situation, there are two 
received signals for each wavelength. One is the attenuated signal due to the sample, and 
the other one is a signal for cross-reference and evaluation of the intensity attenuation due 
to the chemical sample. This configuration can be also used in measurement of fluorescence. 
Two different dyes can be introduced in two channels in order to evaluate two different 
analyte concentrations.   
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Fig. 6.1. Schematic structure of optical micro sensors using fabry-perot and p-n photo 
detectors  

p 
N 

p 
N .  .  

.  

p 
N 

p 
N .  .  

.  
Flow 

 
Fig. 6.2. Two parallel micro flow channels, each with its own FPFD module underneath 



 
VLSI Design 12

transmission. Second, a thin Aluminum layer is deposited, to form the lower mirror. Third, 
a layer of Silicon dioxide is added then etched to different sizes, using several masks. This 
way, each photodiode will have a different size of SiO 2 layer on top of it. Fourth, a thin layer 
of silver (Ag) is deposited on top of all oxid e to form the top mirror layer (Tyree et al, 1994). 
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Fig. 5.4. Post CMOS process, Step 2nd, 3rd, and 4th. Depositing AL, PECVD oxide, and Silver, 
respectively, on top of p-n diodes to form Fabry-perot cavity filter 

6. Optical micro-chemical and biochemical sensors 

Optical sensors can be fabricated as shown in Fig. 6.1. A series of Fabry-Perot of different 
wavelength is fabricated in series, each having its own p-n photo-detectors, immediately 
underneath. These photodiodes are optically and electrically isolated from each other to 
reduce cross interference. A micro channel is fabricated on top of the series of Fabry-Perot 
photodetectors (FPFD) modules. Of course, FPFD modules can appear in any efficient 
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configuration, such as a matrix format, under the flow channel.  The entire structure of 
micro-channel and their FPFD modules can be fabricated in a twin parallel configuration, as 
shown in Fig. 6.2. In time modulation, this configuration can be used when one channel is 
empty and one channel is filled with chemical  sample. In this situation, there are two 
received signals for each wavelength. One is the attenuated signal due to the sample, and 
the other one is a signal for cross-reference and evaluation of the intensity attenuation due 
to the chemical sample. This configuration can be also used in measurement of fluorescence. 
Two different dyes can be introduced in two channels in order to evaluate two different 
analyte concentrations.   
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Fig. 6.2. Two parallel micro flow channels, each with its own FPFD module underneath 
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An array of FPPD is made of many individual FPPD that have different cavity thickness and 
therefore different range of pass band frequencies. The thickness of these oxide cavities is 
changed gradually in order to cover some desired range of the light spectrum.  The array of 
FPPD can be formed in one or several columns, all entirely under the microchannel. Any 
light source that is transmitted through the mi cro channels will eventually reach these FPPD 
array under the channel. Each individual FPPD will react only to a small spectrum band of 
the light that is passed through its Fabry-Perot. Each individual FPPD is connected to the 
electronic circuit on the chip that will perfor m the signal conditioning and final post data 
processing. 

7. Companion electronic circuitry 

A block diagram of this circuitry is depicted in Fig. 7.  All photodetector p-n diodes in the 
array of FPPD under the channel produce a current whose magnitude contains information 
related to light intensity. Furthermore this light intensity, which is absorbed by the 
photodiodes, depends on the content of the chemicals present in the micro-channel fluid. 
The main purpose of this electronic circuitry is to collect, condition, and interface these 
current signals to the post processing circuit. Since the information signals are in the form of 
diode currents, it is preferred to work with current mode (CM) electronic circuits.     
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Fig. 7. Companion Electronic circuit connects array of FPPD to the microprocessor 

8. Built-In-Self-Test  

The Built-In-Self-Test (BIST) can interface with the sensors and other circuits under 
consideration. It can be built upon modifications of circuits and ideas available in the 
literature, such as the use of oscillations for mixed signal te sting including the production 
line technique of using standard ring oscillator properties. The BIST is needed due to the 
fact that there are many interacting subsystems, and an error in one can perhaps drastically 
affect the operation of others. 

BIST circuitry consists of a controller, a pattern generator and a multiple input signature 
analyzer. The Built-in Self-Test method allows core testing to be realized by commanding 
the core BIST controller to initiate self test and by knowing what the correct result should be. 
On-chip testing of embedded memories can be realized by either multiplexing their address 
and data lines to external SOC I/O pads or by using the core processor to apply enough 
read/write patterns of various types to ensure the integrity of the memory. This technique 
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works best for small embedded memories. Some recommend providing embedded 
memories with their own BIST circuitry. 

For BIST to be effective, there must be a means for on-chip test response measurement, on-
chip test control for digital and analog test, an d I/O isolation.  There are three categories of 
measurements that can be distinguished: DC static measurements, AC dynamic 
measurements, and time domain measurements. The first of these, DC static measurements, 
includes the determination of the DC operating points, bias and DC offset voltages and DC 
gain. DC faults can be detected by a single set of steady state inputs. AC dynamic 
measurements measure the frequency response of the system under test.  The input 
stimulus is usually a sine-wave form with variable frequency. Digital signal processing 
(DSP) techniques can be employed to perform harmonic spectral analysis.  Time domain 
measurements derive slew rate, rise and delay times using pulse signals, ramps or 
triangular waveforms as the in put stimuli of the circuit. 

9. Smart signal processing 

This stage consists of a mixed and intelligent DSP system that allows for the following 
functions to be performed.  

�x Analog-to-digital conversion: provides a si gnal interface between the sensor outputs 
(analog) and the signal processor inputs (digital). 

�x Determine fluid properties (phy sical and chemical): Neural  and DSP algorithms as well 
as circuits can be used to carry out computations of fluid parameters such as dielectric 
constant, resistivity, spectrum, and chemical composition from the digitized sensor 
outputs. 

�x Detection and identification: The information obtained in step 2 above is fed to a 
microprocessor that can identify the chemical composition of the fluid and makes an 
intelligent decision in relation to the condit ion that is being monitored (water safe or 
not for drinking, dialysis needed or not, etc.). This can be readily programmed using 
look-up tables and threshold levels. 

�x Parameter selection and adjustment: These will be for various situations so as to include 
function selection to tell the sensor what to measure. In addition, the system must have 
the capability to compensate for deviations, detected by the built-in self test unit, of  
parameters such as amplifier gain, and micro-processor and neural circuit weight 
constants. 

10. Summary 

In this chapter we developed a general framework for the design and fabrication of a 
multi-sensor system on a chip, which includes intelligent signal processing, as well as a 
built-in self test and parameter adjustment units. Further, we outlined its architecture, 
and examined various types of sensors (fluid biosensors for measuring resistivity and 
dielectric constant, spectral sensors, MEMS based photo-sensors, and optical micro-
chemical and biochemical sensors), and fabrication techniques, as well as develop a 
transistorized bridge fluid biosensor for monito ring changes in the dielectric constant of a 
fluid, which could be of use for in-home monito ring of kidney function of patients with 
renal failure.  
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1. Introduction  

As the performance of a processing system is to be significantly enhanced, on-chip many-
core architecture plays an indispensable role. Since there are fast growing numbers of 
transistors on the chips, two-dimensional topolo gies face challenges of significant increases 
in interconnection delay and power consumptio n (Hennessy & Patterson, 2007; Kurd et al., 
2001). Explorations of a suitable three-dimensional integrated circuit (3D IC) with through-
silicon via (TSV) to realize a large number of processing units and highly dense 
interconnects certainly attracts a lot of attention. However, the combination of processors, 
memories, and/or sensors in a stacked die leads to the cooling problem in a tottering 
situation (Tiwari et al., 1998). One solution to overcome the obstacles and continue the 
performance scaling while still is to integrat e on chip many cores and their communication 
network (Beigne, 2008; Yu & Baas, 2006). Through concerted processors, routers, and links, 
the network-on-chip (NoC) provides the ad vantages of low power dissipation and 
abundance of connectivity. Moreover, because of the widespread uses of radio frequency 
(RF), micro-electro-mechanical systems (MEMS) (Lu, 2009), and various sensors in mobile 
applications, proposals of three-dimensional in tegrated circuit (3D IC) with through silicon 
via (TSV) implementations in a layered architecture have been reported (Lee, 1992; Tsai & 
Kang, 2000). For interconnection scalability from layer to layer, 3D fabrics are a necessity. 
Consequently, a thermal solution which has a high heat removing rate seems unavoidable. 
Since there are fast growing numbers of transistors on the chips, two-dimensional 
topologies face challenges of significant increases in wire delay and power consumption. 
The two factors are often regarded as the primary limitations for current processor 
architectures (Hennessy & Patterson, 2007; Kurd et al., 2001; Tiwari et al., 1998).  

On the other hand, the high packing density of the stacked dies also hampers the heat 
dissipation of the NoC system. Thermal issues arise from increasing dynamic power losses 
which in turn raise the temperature. Therma l and power constraints are of great concern 
with 3D IC since die stacking can dramatically  increase power density, if hotspots overlap 
each other, and additional dies are farther away from the heat sink. 
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Thermal-aware floorplanning is the key in whic h the inter-layer interconnection plays a role 
more than just signal transmission or power delivery. Figure 1 depicts the usage of thermal 
TSV to alleviate the heat accumulation, which is brought from that us ed in printed circuit 
boards (PCBs) (Lee et al., 1992). For 3D ICs, the problems of high power/thermal density 
can be more serious than that in the planar form. Thus, the thermal TSVs become essential 
for heat dissipation. Of particular interest is th e design of an efficient heat transferring path. 
Some recent works discussed the placement of thermal TSVs. However, not only the routing 
but also the floorplan may need to be changed substantially after the thermal TSVs are 
inserted (Tsai & Kang, 2000). This leads to long iterations. Further, as the circuit complexity 
is increased, to insert the thermal TSVs without largely changing the floorplan is an 
important technology to be developed (Tsui et  al., 2003). In order to keep the original 
routing and floorplan as much as possible, the temperature-driven design should be 
brought in early phases of the design procedure. 
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Fig. 1. 3D IC implementations of a multiprocessor system-on-chip (MP-SoC) with (a) a 
traditional structure and (b) with the insertion of thermal ridges.  

2. Design and theoretical analysis of on-chip thermal ridge  

2.1 Theoretical analysis 

The thermal TSVs are intended to be placed in the inter-CG whitespace, which is called a 
thermal ridge. In this section, we derive an alytical expressions for some key parameters. 
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2.1.1 Analytical model of the thermal ridge 

At the transient state, the heat conduction can be described by the following equation 
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where T  is the temperature, g  is the heat generation rate in W/cm 2, �U is the density of the 
material, C  is the thermal capacity of the material, �T is time, and k  is the thermal 
conductivity of the material. This fundamenta l thermal conduction equation describes that 
the temperature transmitting through the thermal volume depends on time �É and 
directional thermal conductivities xxk , yyk , and zzk  (Chieh et al., 2010; Lung et al., 2010). 
The boundary conditions of the top an d bottom surfaces of the chip are adiabatic and those 
of the surrounding surfaces are convective. 

For dissipating the heat into the substrate homogeneously, the inter-core-group thermal 
ridges are aligned orthogonally in column an d in row. The temperature prediction of the 
many-core system is performed by utilizin g CFD-RC which is commercial thermal and 
fluidic temperature simulation software. Howe ver, in order to illustrate the physical 
phenomenon more intuitively, a simplified on e-dimensional conduction equation without 
taking the transient into consideration is utilized. 
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The heat removing rate of the thermal ridge is assumed to be q. Let us consider two CGs. 
The temperature distribution between CG1 and CG2 can be expressed by 
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where T1 and T2 are the temperatures of CG1 and CG2, respectively, q is the heat conducted 
to the ambient environmen t by the thermal ridge, ks is the equivalent thermal conductivity 
of the thermal ridge, and w is the width of the thermal ridge. Since T denotes the 
temperature at the location x, examining the mid-point T1/2 by substituting x with w/2 into 
(3), we have 
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From (4), it is easy to see that if the mid-point temperature T1/2  is targeted to be lower, w 
needs to be larger. 

2.1.2 Effective thermal conductivity of the thermal ridge  

The equivalent thermal conductivity kszz of a thermal ridge is decided by the density of the 
thermal TSVs in the thermal ridge (Chieh et al., 2010; Lung et al., 2010). To determine kszz, 
the effective thermal conductivity should be  taken into account and described as the 
following equation: 
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The thermal TSVs are intended to be placed in the inter-CG whitespace, which is called a 
thermal ridge. In this section, we derive an alytical expressions for some key parameters. 

Three-Dimensional Integrated Circuits Design  
for Thousand-Core Processors: From Aspect of Thermal Management 

 

19 

2.1.1 Analytical model of the thermal ridge 

At the transient state, the heat conduction can be described by the following equation 
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where T  is the temperature, g  is the heat generation rate in W/cm 2, �U is the density of the 
material, C  is the thermal capacity of the material, �T is time, and k  is the thermal 
conductivity of the material. This fundamenta l thermal conduction equation describes that 
the temperature transmitting through the thermal volume depends on time �É and 
directional thermal conductivities xxk , yyk , and zzk  (Chieh et al., 2010; Lung et al., 2010). 
The boundary conditions of the top an d bottom surfaces of the chip are adiabatic and those 
of the surrounding surfaces are convective. 

For dissipating the heat into the substrate homogeneously, the inter-core-group thermal 
ridges are aligned orthogonally in column an d in row. The temperature prediction of the 
many-core system is performed by utilizin g CFD-RC which is commercial thermal and 
fluidic temperature simulation software. Howe ver, in order to illustrate the physical 
phenomenon more intuitively, a simplified on e-dimensional conduction equation without 
taking the transient into consideration is utilized. 
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The heat removing rate of the thermal ridge is assumed to be q. Let us consider two CGs. 
The temperature distribution between CG1 and CG2 can be expressed by 
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where T1 and T2 are the temperatures of CG1 and CG2, respectively, q is the heat conducted 
to the ambient environmen t by the thermal ridge, ks is the equivalent thermal conductivity 
of the thermal ridge, and w is the width of the thermal ridge. Since T denotes the 
temperature at the location x, examining the mid-point T1/2 by substituting x with w/2 into 
(3), we have 
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From (4), it is easy to see that if the mid-point temperature T1/2  is targeted to be lower, w 
needs to be larger. 

2.1.2 Effective thermal conductivity of the thermal ridge  

The equivalent thermal conductivity kszz of a thermal ridge is decided by the density of the 
thermal TSVs in the thermal ridge (Chieh et al., 2010; Lung et al., 2010). To determine kszz, 
the effective thermal conductivity should be  taken into account and described as the 
following equation: 
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where kemb is the equivalent thermal conductivity of the thermal TSVs, ksub is the thermal 
conductivity of the silicon substrate, d is the percent contribution of the thermal TSVs in the 
thermal ridge. Since the orientation of the thermal TSV is longitudinal along the z direction, 
this effective thermal conductivity cannot be applied to the lateral heat transfer 
computation. For x and y directional heat transfer, the thermal conductivity should be 
applied by the following equation. 
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where m is the percent contribution of the metal lines for thermal conduction in the silicon 
substrate. In general, the vertical thermal conductivity kszz is much larger than the lateral 
thermal conductivities  ksxx and ksyy. By (5) and (6), we can clearly figure out that ksxx is 
around 10 W/mK and kszz is around 120 W/mK. Thus, the heat flows through the thermal 
ridge almost dissipates by the heat sink instead of transferring laterally . By substituting the 
equivalent ks and the temperature values of T1, T2 and T1/2  into (3), we obtained that the 
widths of the thermal ridge should be 200 µm ~ 400 µm. 

2.2 Design parameters and assumptions  

Here, we focus on a mesh-connected NoC with 1,024 cores. A globally asynchronous, locally 
synchronous (GALS) digital-sign al processor (DSP) design is adopted (Tran et al., 2009a, 
2009b; Truong et al., 2008). Each DSP, constituting a tile, is composed of a core with an on-
chip oscillator for its own clocking and a switch with associated buffers, as shown in Figure 
2. The tile allows repetitive, mirrore d layout, occupying an area of 0.168 mm2 (410 �Ím × 410 
�Ím) (Tran et al., 2009a, 2009b). Consider a simple power map with two major sources in the 
tile. One is attributed to the computat ion and the other to the communication. 
Correspondingly, the average power consumption at the active status is broken down to 
17.6 mW and 1.1 mW, respectively (Tran et al., 2009a, 2009b). 

 
Fig. 2. The DSP element for a GALS many-core system. 
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The cores are arranged as a 32 × 32 square mesh. Since the international technology roadmap 
for semiconductor (ITRS) predicts that the maximum chip size will maintain similar 
dimensions, we assume 20 mm × 20 mm as our upper bound. Unde r such a constraint, the 
remaining area not occupied by the tiles is the input/output and peripheral circuits. The 
total power consumption of the chip is around 20  W, which leads to the average power 
density of 5 W/cm 2. Since ITRS also predicts the power density is reasonable up to the level 
of 100 W/cm 2, the power density assumed in this chapter is a probable value (Brunschwiler 
et al., 2009; Xu et al., 2004). 

In this chapter, we assumed that there are three layers of the die stack and the many-core 
NoC is sandwiched in the middle. As mentioned earlier, a commercial tool based on finite 
element method (FEM) is used. The three-dimensional model of the NoC is created with the 
widely used package model, in a fashion similar to that shown in Figure 1. However, the 
heat sink is not modelled and analyzed in our case. Instead, it is simplified to a heat loss, 
and a proper heat transfer coefficient is applied to the bounda ry condition on the top surface 
where the heat sink would ha ve been located originally. 

 
Fig. 3. Insertion of type I and type II thermal ridges  into the NoC. 

First, the 1,024 cores are divided into 8 × 8 CGs, each CG consisting of 4 × 4 cores. As shown 
in Figure 3, thermal ridges are inserted between the hottest CGs. By the locations where they 
are inserted, the thermal ridges can be categorized into two types. The type-I thermal ridge 
has a low density of thermal TSVs and the type-II thermal ridge has a high density of 
thermal TSVs. This is because the type-I thermal ridge is lo cated between two CGs in which 
their routing dominates the most of the silicon area, even after the expansion to gain more 
whitespace. On the other hand, the type-II thermal ridge lies in the intersectional area 
having no wires passing through, and therefor e, a large quantity of thermal TSVs can be 
planted.  

The physical effect of the thermal ridge can be illustrated by using the electrical lumped 
model as shown in Figure 4. By the duality between electrical and thermal models, the 
temperature T is substituted by a voltage V, the power P is substituted by a current I , and 
the thermal resistance R by definition is proportional  to the reciprocal of thermal 
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conductivity ks. The availability of the thermal ridg e can be modelled by the equivalent 
circuits as follows. 
 

(a) 

(b) 

(c) 

Fig. 4. Resistive thermal models of two adjacent CGs inserted with (a) no thermal ridge, (b) a 
type-I thermal ridge, and (c ) a type-II thermal ridge. 

Figure 4(a) shows the case when there is no thermal ridge between CG1 and CG2. It is clear 
in the schematic that no extra conduction path has been added to the ground. Since the 
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vertical thermal resistance R11 (R21) is much larger than the lateral thermal resistance R12 

(R22), the voltage V1 (V2) keeps at a high value. Figure 4(b) shows the case when a type-I 
thermal ridge is inserted between CG1 and CG2. Another conduction path is added through 
the thermal resistance RTS1. As aforementioned, RTS1 is inversely proportional to ks. As long 
as ks is much larger than the thermal conductivity ksub of the silicon substrate, RTS1 is much 
smaller than R11 (R21); the current I1 (I2) goes mostly through RTS1, rather than R11 (R21). In 
addition, by voltage division, VTS1 is obviously lower than V 1 (or V2). In other words, the 
temperature of the type-I thermal ridge is definitely lower than the temperature of CG1 or 
CG2. Figure 4(c) shows the case when a type-II thermal ridge is inserted at the intersectional 
area between the CGs to remove more heat. The value of RTS2 depends on that of ks. Since the 
thermal TSVs are densely planted on the type-II thermal ridge, RTS2 is much smaller than R11 

(or R21). Compared with CG1 and CG2, the type-II thermal ridge, which has a lower 
temperature, is designed to be an on-chip heat sink. 

2.2.1 Rotation of the hotspots  

To verify the feasibility of the proposed sche me for thermal-aware floorplanning, we obtain 
the temperature distribution of the basic CG first. There are 4 × 4 cores within a CG as 
shown in Figure 5. The cores are homogenous, with the hotspot near the lower right corner. 
It is clear that since the hotspot is not located at the center of the core, when assembled into 
the CG, the temperature distribution is asymmetric.  

 
Fig. 5. Temperature distribution of the 16-core CG. 

 

 
Fig. 6. Temperature distributi on of the 1,024-core NoC with the same orientation of each 
core. 
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However, the situation becomes worse, when 64 such CGs are put together to construct the 
1,024-core NoC. Figure 6 shows a typical layout in which the orientation of each core is kept 
the same as in the Figure 5, with the hotspot near the lower right corner. Apparently, the 
design maintains regularity in connectivity with the same routing distance between cores, 
but unfortunately, it is not thermal-aware. Th e temperature distribution  is still asymmetric 
and the maximum temperature of the whole chip  now rises up to 408.9 K which requires a 
heat sink. The lack of symmetry leads to that the heat sink cannot be placed at a simple 
orientation with equal heat dissipation ability.  

Let us define the temperature non-uniformity as follows: 
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where T�'  is temperature difference and x�'  is distance between any two points on the 
single core. Hence, it represents the slope of the temperature gradient per unit length. 
Clearly, the bigger the value of U , the more severe the temperature difference between 
neighboring cores. In the case of Figure 6 the maximum U  is around 4.1 K/ cm the averaged 
U  is around 3.1 K/cm.  

 

 
Fig. 7. Temperature distribution  of the 1,024-core NoC with the orientation of every quarter 
of CGs rotated 90 degree. 

To mitigate the non-uniformity, we may try to ro tate either the cores in the CG or the CGs so 
as to align the temperature profile symmetrica lly (Xu et al., 2006). Figure 7 shows the latter 
approach by dividing the CGs into four quadrants, keeping the orientation of the second 
quadrant, and rotating the other three quadrants of the CGs to the upper left, upper right, 
and lower left corner s, respectively.  

To compare with those attained in Figure 6, the maximum temperature decreases 1 K, but 
the averaged temperature non-uniformity increases to 3.8 K/cm. If we rotate the cores in the 
CG in a similar fashion and then assemble such CGs, the result is not much different and 
hence is not shown here. This illustrates the fact that the rotation of the hotspots cannot 
reduce the maximum temperature effectively. 
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(a) 

(b) 

Fig. 8. The insertion places of thermal ridges. (a) Type I only. (b) Type I and Type II. 

2.2.2 Insertion of the thermal ridges  

The primary objective of the thermal ridges is  to reduce the maximum temperature and the 
temperature non-uniformity at the same time. The thermal ridges are introduced into the 
design, with the required extr a space under the constraint of manufacturing cost. In our 
case, at most 20% of the chip area is allowed for the thermal ridges and their locations are 
depicted in the Figure 8. Straits with widths of 400 �Ím and 200 �Ím are created by expanding 
the routing distances between CGs. 



 
VLSI Design 

 

24

However, the situation becomes worse, when 64 such CGs are put together to construct the 
1,024-core NoC. Figure 6 shows a typical layout in which the orientation of each core is kept 
the same as in the Figure 5, with the hotspot near the lower right corner. Apparently, the 
design maintains regularity in connectivity with the same routing distance between cores, 
but unfortunately, it is not thermal-aware. Th e temperature distribution  is still asymmetric 
and the maximum temperature of the whole chip  now rises up to 408.9 K which requires a 
heat sink. The lack of symmetry leads to that the heat sink cannot be placed at a simple 
orientation with equal heat dissipation ability.  

Let us define the temperature non-uniformity as follows: 

 
T

U
x

�'
� 

�'
 (7) 

where T�'  is temperature difference and x�'  is distance between any two points on the 
single core. Hence, it represents the slope of the temperature gradient per unit length. 
Clearly, the bigger the value of U , the more severe the temperature difference between 
neighboring cores. In the case of Figure 6 the maximum U  is around 4.1 K/ cm the averaged 
U  is around 3.1 K/cm.  

 

 
Fig. 7. Temperature distribution  of the 1,024-core NoC with the orientation of every quarter 
of CGs rotated 90 degree. 

To mitigate the non-uniformity, we may try to ro tate either the cores in the CG or the CGs so 
as to align the temperature profile symmetrica lly (Xu et al., 2006). Figure 7 shows the latter 
approach by dividing the CGs into four quadrants, keeping the orientation of the second 
quadrant, and rotating the other three quadrants of the CGs to the upper left, upper right, 
and lower left corner s, respectively.  

To compare with those attained in Figure 6, the maximum temperature decreases 1 K, but 
the averaged temperature non-uniformity increases to 3.8 K/cm. If we rotate the cores in the 
CG in a similar fashion and then assemble such CGs, the result is not much different and 
hence is not shown here. This illustrates the fact that the rotation of the hotspots cannot 
reduce the maximum temperature effectively. 

Three-Dimensional Integrated Circuits Design  
for Thousand-Core Processors: From Aspect of Thermal Management 

 

25 

(a) 

(b) 

Fig. 8. The insertion places of thermal ridges. (a) Type I only. (b) Type I and Type II. 
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2.3 Simulation results of the proposed scheme 

First, the type-I thermal ridges are inserted into the straits, except for their intersectional 
areas as shown in Figure 8(a). The resulting temperature distribution is  shown in Figure 9. 
The maximum temperature is 373.4 K, which occurs in the center of the chip. To compare 
with the previous solutions, the maximum temperature significantly decreases 35 K by 
using the thermal ridges. The temperature differenc e at the center of the chip is about 32 K. 
Also, the thermal map changes a lot, since the thermal ridges are distributed in the suburb 
areas.  

 
Fig. 9. The temperature distribution of the 1024-core NoC with type I thermal ridge. 

 

 
Fig. 10. Temperature distribution of the 1,024-core NoC with type-I and type-II thermal 
ridges. 

Furthermore, the design affects the temperature non-uniformity substantially. In Figure 6 
and Figure 7, it is easy to find that the value of U  keeps almost constant all around the chip. 
However, after inserting the thermal ridges, there are several values of U  on the chip. The 
largest U  is around 4.6 K/cm, but the average U  decreases substantially to 1.5 K/cm. The 
temperature non-uniformity is largely improved at the center and th e suburb areas by the 
values of 0.5 K/cm and 1.5 K/cm, respectively. About 85% of the chip area is covered in the 
region. This means that around 850 cores have better temperature non-uniformity. Since the 
tile size is 410 �Ím × 410 �Ím, the temperature difference between neighboring cores in the 
region is less than 0.3 K.  

In addition, the insertion of the type-II thermal ridge is performed, as shown in Figure 8(b). 
The temperature profile is shown in Figure  10. The maximum temperature of 371.8 K is 
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about 1.5 K lower than that shown in Figure 9.  It can be further reduced, since the thermal 
conductivity of the type-I ther mal ridge is lower than that of  the type-II thermal ridge. The 
temperature non-uniformity and the temperatur e profile remain quite similar. Compared 
with the results from the traditional scheme  with mere rotation of the hotspots, the 
maximum temperature decreases from 408.9 K to 372.8 K, and the temperature non-
uniformity decreased from 3.2~4.0 K/cm to 0.5~1.5 K/cm in 80%  of the chip area, under the 
constraint of increasing 20% extra area for the thermal ridges. 

3. Chip design and implementation by using metallic thermal skeletons 

In this chapter, a realistic thermal dissipation enhancement methodology for NoC system 
will be introduced. The on-chip virtual 126-core network as the hot-spot dissipates the 
generated heat through the metallic thermal skeletons. To evaluate the feasibility of the 
thermal enhancement, 9 arrays of metallic thermal skeletons are designed in the test chip. 
Essentially, by improving the lateral thermal dissipation path by increasing the thermal 
metallic skeleton in the back end of line (BEOL) metals, the heat consumed by the virtual 
core can be conducted into the on-chip heat sink such as the TSVs. The temperature of the 
hotspot can be lowered substantially if the metallic thermal skeletons arranged properly. In 
addition, we design thermal sensor-network on chip to facilitate the measurement and 
evaluation for the capability of heat transfer. Last, some important thermal characteristics of 
metallic thermal skeleton are listed in this chapter. In order to design a better thermal 
dissipation path, metallic thermal skeletons can provide alternatives for just increasing the 
number of thermal TSVs. 

(a) (b) 

Fig. 11. FEM simulation model and result. (a) Temperature profile. (b) Simulation model. 

The FEM simulation is performed by using CFD-RC, based on the following assumptions. 
As shown in Figure 11, a TSV is on the left, and a heat source is on the right. The other half 
of the structure is mirrored to the cross section. The heat source consists of 12 squares, each 
with power of 0.5 mW, and area of 1 µm × 1 µm, which run to the top by local interconnects 
(not shown in the figure for they  are buried in the structure), just shy of the front metal layer 
at the top. It is seen that the neighboring TSV is unconnected electrically and cold. The 
simulation assumes a TSV with dielectric thickness of 0.5 µm, diameter of 10 µm, and length 
of 50 µm. 
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maximum temperature decreases from 408.9 K to 372.8 K, and the temperature non-
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evaluation for the capability of heat transfer. Last, some important thermal characteristics of 
metallic thermal skeleton are listed in this chapter. In order to design a better thermal 
dissipation path, metallic thermal skeletons can provide alternatives for just increasing the 
number of thermal TSVs. 

(a) (b) 

Fig. 11. FEM simulation model and result. (a) Temperature profile. (b) Simulation model. 

The FEM simulation is performed by using CFD-RC, based on the following assumptions. 
As shown in Figure 11, a TSV is on the left, and a heat source is on the right. The other half 
of the structure is mirrored to the cross section. The heat source consists of 12 squares, each 
with power of 0.5 mW, and area of 1 µm × 1 µm, which run to the top by local interconnects 
(not shown in the figure for they  are buried in the structure), just shy of the front metal layer 
at the top. It is seen that the neighboring TSV is unconnected electrically and cold. The 
simulation assumes a TSV with dielectric thickness of 0.5 µm, diameter of 10 µm, and length 
of 50 µm. 
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3.1 Design of the proposed test chip 

3.1.1 Overall floorplan of the chip  

The floorplan of the proposed test chip is depicted in the Figure 12. The metallic thermal 
skeletons are arranged and enclosed by the core-sensor blocks. The peripheral area is for 
input/output and power/ground connections which provide external accesses. The test 
chip is designed without resorting to a complex control scheme. The virtual cores are 
arranged in three groups, each consisting of three rows and seven columns. The whole 
chip can be divided into nine regions. Each region consists of two separate areas which 
are enclosed by core-sensor block named A1-A7, B1-B7 and C1-C7 respectively and   
represent 3 types of metallic thermal skeletons. to are identical design of the metallic 
thermal skeleton, so do the   to   and   to  . The major differences among these nine regions 
are the combinations of  ,   and   elements, which are shown in Figure 13. In this design as 
shown in Figure 13(a), elements  ,   and   are different in the distribution densities of metal 
in the BEOL. For better visualization, Figure 13(b) shows the three-dimensional view of 
the metallic thermal skeletons. The combinations of TSVs with front metals form the on-
chip heat sink, and the BEOL metal 1 to metal 4 form the metallic thermal skeletons. 

Core-sensor 
block

�r1 �r2 �t 1 �t 2 �v 1 �v 2

�r3 �r4 �t 3 �t 4 �v 3 �v 4

�r5 �r6 �t 5 �t 6 �v 5 �v 6
 

Fig. 12. The floorplan of designed test chip. 

In this chapter, the stacking of the identical chips is not included in discussions, only planar 
die is reported. The future thermal TSV test chip will divide the core area into blocks, each, 
as shown in Figure 14, consisting of virtual cores, temperature sensors, and a TSV array with 
metallic thermal skeletons to constructs the on-chip heat sink. The virtual cores and 
temperature sensors are laid out at the left and right side of the on-chip heat sink. As shown 
in Figure 14, thermal TSV with front metals will be the on-chip heat sink, and the metallic 
thermal skeletons play the role as the conduction path for high speed heat transfer. 
Therefore, the performance of the metallic thermal skeletons are emphasized and compared 
with each other.  
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Fig. 13. The design of TSVs with metallic thermal skeletons. (a) The planar floorplan with  ,  ,   
and TSVs. (b) The three-dimensional view of the metallic thermal skeletons.  

 
Fig. 14. Concept of virtual block design. 
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Fig. 15. The layout of the test chip.  

In this chapter, to verify the capability of heat conduction, triplet experiments are designed 
to test the chip. Since A1-A3 is at the corner of the chip, the heat transfers more to the 
peripherals than to the central area of the chip. Such kind of location factors occur often in 
the chip measurement of thermal phenomenon. Hence, A1-A3, B1-B3 and C1-C3 are 
identical combination of the metallic thermal skeletons to avoid the location effects 
happening. The layout of the designed test chip is shown in Figure 15. The core-sensor 
blocks, metallic thermal skeletons, peripherals, IOs, and power domains are in one SOC chip 
as the NoC. The virtual core system composed of on-chip heaters can be operated at the 
same time. The die size measures 5,040 µm �Ø 5,040 µm, including the seal ring. There are 
three voltage levels, four power domains, and nine test regions in this chip. Each voltage 
level can be separately controlled by the programmable logic analysis instrument. All the 
cores in the chip can be operated independently through the power gating mechanism. In 
order to precisely observe the temperature distribu tion of the chip surface, all sensors on the 
chip are activated simultaneously, and the measured temperature values can be read out as 
the matrix data. 

3.1.2 Design of the core-sensor block 

The temperature sensitive ring oscillator (TSRO) thermal sensor in Figure 16 is based on a 
ring oscillator whose oscillation frequency is sensitive to temperature, albeit not completely 
linear. In fact, the ring oscillator is also sensitive to supply voltage. Hence, to minimize 
power droop is important in improving the a ccuracy. By establishing the relationship 
between temperature and frequency, and opting for on-die calibration, the thermal sensor 
can be quite accurate. The frequency is converted by a counter and read out to a register. 
Figure 16(a) shows the block diagram. The control unit (CU) accepts a reference clock 
TS_CK and an input TS_EN which enables the sensing operation when transitioning from 0 
to 1. As shown in Figure 16(a), four signals a, b, c, and RDY are generated. When the 
internal signal a changes from 0 to 1, the counter is reset and the count is cleared. When 
internal signal b changes from 0 to 1, the ring oscillator is activated and the counter starts; 
when it changes from 1 to 0, the ring oscillator is deactivated and the counter stops. When 
the internal signal c changes from 0 to 1, the count is loaded into an output register TS_REG 
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to be read out. The handshake signal RDY indicates that the count is ready. The physical 
view of the thermal sensor used in this test chip is shown in Figure 16(b). 

��

(a) 

(b) 

Fig. 16. Thermal sensor design. (a) The block diagram of the thermal sensor. (b) The layout 
of the thermal sensor, including a regulator, counter and a control unit. 

                             

       (a)    (b) 

Fig. 17. Power gating design. (a) The schematic diagram of the virtual core circuits. (b) The 
layout view of the virtual core circuits.  



 
VLSI Design 

 

30

 
Fig. 15. The layout of the test chip.  

In this chapter, to verify the capability of heat conduction, triplet experiments are designed 
to test the chip. Since A1-A3 is at the corner of the chip, the heat transfers more to the 
peripherals than to the central area of the chip. Such kind of location factors occur often in 
the chip measurement of thermal phenomenon. Hence, A1-A3, B1-B3 and C1-C3 are 
identical combination of the metallic thermal skeletons to avoid the location effects 
happening. The layout of the designed test chip is shown in Figure 15. The core-sensor 
blocks, metallic thermal skeletons, peripherals, IOs, and power domains are in one SOC chip 
as the NoC. The virtual core system composed of on-chip heaters can be operated at the 
same time. The die size measures 5,040 µm �Ø 5,040 µm, including the seal ring. There are 
three voltage levels, four power domains, and nine test regions in this chip. Each voltage 
level can be separately controlled by the programmable logic analysis instrument. All the 
cores in the chip can be operated independently through the power gating mechanism. In 
order to precisely observe the temperature distribu tion of the chip surface, all sensors on the 
chip are activated simultaneously, and the measured temperature values can be read out as 
the matrix data. 

3.1.2 Design of the core-sensor block 

The temperature sensitive ring oscillator (TSRO) thermal sensor in Figure 16 is based on a 
ring oscillator whose oscillation frequency is sensitive to temperature, albeit not completely 
linear. In fact, the ring oscillator is also sensitive to supply voltage. Hence, to minimize 
power droop is important in improving the a ccuracy. By establishing the relationship 
between temperature and frequency, and opting for on-die calibration, the thermal sensor 
can be quite accurate. The frequency is converted by a counter and read out to a register. 
Figure 16(a) shows the block diagram. The control unit (CU) accepts a reference clock 
TS_CK and an input TS_EN which enables the sensing operation when transitioning from 0 
to 1. As shown in Figure 16(a), four signals a, b, c, and RDY are generated. When the 
internal signal a changes from 0 to 1, the counter is reset and the count is cleared. When 
internal signal b changes from 0 to 1, the ring oscillator is activated and the counter starts; 
when it changes from 1 to 0, the ring oscillator is deactivated and the counter stops. When 
the internal signal c changes from 0 to 1, the count is loaded into an output register TS_REG 

Three-Dimensional Integrated Circuits Design  
for Thousand-Core Processors: From Aspect of Thermal Management 

 

31 
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Fig. 17. Power gating design. (a) The schematic diagram of the virtual core circuits. (b) The 
layout view of the virtual core circuits.  
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The virtual core circuit is composed of a PMOS switch and a p-type diffusion resistor, as 
shown in Figure 17. The diffusion resistor is non-silicided and placed in an n-well. 
Consequently, the n-well becomes hot at first, if the heater in the virtual core is turned on, 
which is slightly different from a conventional CMOS circuit in that the substrate is more 
likely to be the heat source. The maximum current flowing into the resistor is regulated 
below 13.5 mA. 

3.2 Thermal property analysis of the metallic thermal skeletons 

The metallic thermal skeletons are intended to be placed in the regions enclosed by the core-
sensor blocks. In this section, we derive analytical expressions for some key parameters. 

3.2.1 Analytical model of the metallic thermal skeleton 

It is clear that the heat removing rate of the metallic thermal skeletons is assumed to be q. 
Let us consider a pair of core-sensor blocks as the heat sources. The temperature distribution 
on the metallic thermal skeletons between any couple of core-sensor blocks can be expressed 
by (4), and then can be expressed as the following equation. 
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As shown in Figure 18, where Ta and Tb are the temperatures of CS1 and CS2, respectively, q 
is the heat conducted to the ambient environment by the metalli c thermal skeletons, ksk is the 
equivalent thermal conductivity of the metallic thermal skeletons, and w is the width of the 
metallic thermal skeletons. Since Tk denotes the temperature at the location x, examining the 
mid-point T1/2 by substituting x with w /2 into (9), we have 
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Fig. 18. The theoretical model of the core-sensor blocks with the metall ic thermal skeletons. 
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3.2.2 Effective thermal conductivity  of the metallic thermal skeletons 

For the die with 9 �Ím of BEOL and 450 �Ím of the silicon substrate, we can clearly figure out 
that ksxx is around 12~68 W/mK and kszz is around 116~147 W/mK, by substituting the 
thermal conductivities into (6 ). The variation in the equi valent thermal conductivity 
depends on the percentage distribution of th e metal in BEOL. Thus, the heat flows through 
the silicon substrate almost dissipates by the metallic thermal skeletons instead of 
transferring by silicon dioxide in the BEOL. By substituting the equivalent ksk and the 
temperature values of Ta, Tb and T1/2 into (9) we obtained that the widths of the metallic 
thermal skeleton should be 420 µm. FEM simulations have been performed to see the 
effectiveness of the proposed metallic thermal skeletons, as shown in Figure 19. For the 
reason of compatibility, we have combined the simulation results both from CFD-RD and 
ANSYS, so as to link the design platform for our circuit designers. Hence, to design the 
metallic thermal skeleton shown in Figure 12, we assumed the type �D, �E and �J with 
different distribution densities of me tal in the BEOL as following equation. 
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The matrix D represents the weighting coeffici ents of the metallic thermal skeletons. The 
percent contribution of the element �)  is limited by the metal density constraint in the 
design rule released from the foundry. 

 

Fig. 19. The simulated results of the selected regions of the proposed architecture are shown. 
The enable signal H_EN is broadcast to all virtual cores. 
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3.3 Experimental setup 

The die photo of the proposed test chip in this  chapter is shown in Figure 20. This chip is 
fabricated by TSMC in 0.18 �Ím 1P4M mixed-mode process technology. The package uses 
256-pin IST Universal PGA. The front of the chip is covered by the package glue. In order to 
observe the thermal behavior of the test chip, the back of the chip is exposed to air with a 
transparent PYREX® glass of 120 �Ím. There is a 6 cm x 6cm open window in the central area 
of the evaluation board to facilitate the observation on the temperature measurement. 

 

 
 

Fig. 20. The die photo of the proposed test chip in this chapter, the dim ension of the chip is 
5,040 µm �Ø 5,040 µm, including the seal ring. 

The principle measurement environment setu p includes DC power supplier (MOTECH PPS 
3210), current meter (FLUKE 189), function generator (HP 8166A), temperature-humidity 
chamber (HOLINK EZ040-72001), logic analyzer (Agilent N6705A), infrared camera (FLIR 
SC5700), and thermal management total analysis platform. As shown in Figure 21(a), the 
FLIR SC5700 with a microscope of three �Ím resolution is responsible for infrared radiation 
(IR) inspection. The temperature responses are measured by the thermal management total 
analysis platform designed by ICL, ITRI as shown in Figure 21(b). It is clear in Figure 21(c), 
the test environment is controlled at a constant ambient temperature, in which the 
temperature error varies within �² 0.5 oC. The programmable temperature-humidity chamber 
HOLINK EZ040-72001 is used to control the operation temperature from 0 oC to 100 oC. 
MOTECH PPS 3210 is the power supply which provides the three voltage levels. The control 
signals (TS_EN and CLK) are generated from HP 8166A. The current meter FLUKE 189 is 
utilized for measuring the current consumption. Last, the output signals are collected and 
analyzed by Agilent N6705A. 
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(a) 

 

(b) 

 

(c) 

Fig. 21. The testing environment and setup. (a) The test chip is under the measurement 
environment with the infrared radiation inspection. (b) The naked die with the evaluation 
board and thermal management total analysis platform. (c) The test chip is placed in the 
chamber at a nearly constant ambient temperature. 
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3.4 Results and discussions 

The experimental results are shown in Table 1. When the power density of 7.38 W/cm2 is 
applied to the virtual core, each core is operated at the power of 20 mW. To evaluate the 
thermal conduction capability of the metallic thermal skeleton, the average temperature of 
the metallic thermal skeleton is an important index. Since the metallic thermal skeletons are 
employed to conduct the heat flux generated by the virtual cores, the temperature at w/2 
(referred to Figure 18) especially represents the results of the lateral thermal diffusion. To 
compare with the experimental steady state data shown in Table 1, it is clear that the virtual 
cores with the metallic thermal skeleton type �J have better thermal conductive 
performance. Moreover, Tmax-Tmin  denotes the temperature uniformity in the region. The 
results show that the metallic thermal skeleton �J has the best performance among these 
three combinations.  
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Fig. 22. The transient response of the test chip is taken by the infrared radiation camera 
when the virtual cores are activated. These are the back views of the test chip. 

Three-Dimensional Integrated Circuits Design  
for Thousand-Core Processors: From Aspect of Thermal Management 

 

37 

On the other hand, transient temperature response is recorded by the high speed infrared 
radiation dynamic photos as shown in Figure 22.  Take the region in the photo for example; 
the 2�E -A5- 1�J  region (referred to Figure 12) includes 2 types of metallic thermal skeletons. It 
is clear that the temperature of 1�J  is higher than that of 2�E . This results show that the 
thermal conductive capability of 1�J  is better than that of 2�E . The area of �)  is limited by the 
metal density constraint in the design rule re leased from the foundry, therefore no more 
metal are allowed to be placed. However, the �)  region may be reserved for the placement 
of thermal TSVs or front metal stripes during the post CMOS process to be the on-chip heat 
sink. 

 

Type of metallic 

thermal skeleton 
�Â �Ã �Ä 
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advanced techniques, such as micro-channel liquid cooling or the thermo-electric cooling 
(TEC). Since by ITRS, the number of stacked dies is expected to increase in the future, the 
cooling problem of the inter-layer dies will beco me more challenging. If the heat should be 
removed by pumping liquid or external energy in to the stacked dies, the cooling cost will 
grow exponentially. The thermal ridges and me tallic thermal skeletons proposed in this 
chapter will be relatively cost-effective and en ergy-saving. Moreover, this proposed method 
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3.4 Results and discussions 
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Fig. 22. The transient response of the test chip is taken by the infrared radiation camera 
when the virtual cores are activated. These are the back views of the test chip. 
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On the other hand, transient temperature response is recorded by the high speed infrared 
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metal are allowed to be placed. However, the �)  region may be reserved for the placement 
of thermal TSVs or front metal stripes during the post CMOS process to be the on-chip heat 
sink. 
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infrared radiation and by the th ermal sensors are compared in this study. By these results, 
readers can understand that both of the data could be calibrated with each other if the 
package of the chip is chosen properly. Meanwhile, authors would like show also that the 
thermal test chip designed and proposed would be capable to evaluate the thermal 
properties and thermal characteristics of the packages if desired. In the 3D design of the 
stacking dies, the thermal measurement and verification are getting much more important. 
This research may give a direction or inspiration for the engineers to investigate the 
possibility or feasibility of better thermal designs. 
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1. Introduction 

With the reduction in power consumption and si ze chip, the electronic industry has been 
searching novel strategies to overcome these constraints with an optimal performance. 
Carbon nanotubes (CNTs) due to their extremely desirable electrical and thermal properties 
have been considered for their applicability in  VLSI Design. CNTs are defined as sheets of 
graphene rolled up as hollow cylinders. They can basically be classified into two groups: 
single-walled (SWNTs) and multi-walled (MWNTs) as shown in Figure 1. SWNTs have one 
shell or wall and whose diameter ranging fr om 0.4 to 4 nm, while MWNTs contain several 
concentric shells and their diameter ranging from several nanometers to tens of nanometers. 

 
Fig. 1. Types of carbon nanotubes: single-walled nanotube (SWNT) and multiple-walled 
nanotube (MWNT). 

The electrical properties the SWNTs can be either of metallic or semiconducting materials 
depending on their chirality, that is, the di rection in which they get rolled up. However, 
MWNTs are always metallic materials. The main applications of carbon nanotubes in 
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electronics are biochemical sensors, data storage, RF applications, logic circuits and/or 
semiconductor materials (Xu et al., 2008). Nowadays, graphene nanoribbons (GNRs) or 
carbon nanotubes unrolled are presented as attractive candidate for next-generation of 
integrated circuit applications derived of th e anomalous quantum Hall effects and massless 
Dirac electronic behavior (Lu & Lieber, 2007). 

The main objective of this review related wi th carbon nanotubes and graphene nanoribbons 
is assessing the current status in VLSI design and provides a vision of the future 
requirements for electrical subsystems based on carbon nanotubes: technology, products 
and applications. This chapter presents a comprehensive study of the applicability of carbon 
nanotubes and graphene nanoribbons as base materials, with special emphasis into the 
advantages and limitations, in the design of elements for VLSI design such as interconnects, 
electronic devices such field-effect transistors, diodes and supercapacitors; optoelectronic 
devices such as solar cells and organic light-emitting diodes; electronic circuits such as logic 
gates, and digital modulators; and bio/chemical sensors such as biosensors and gas sensors. 

2. Electrical properties of carbon nanotubes 

One promising direction for the VLSI Design is  the use of carbon nanotubes as the active 
part of the device, circuit or sensor. Carbon nanotubes (CNTs) are macromolecular one-
dimensional systems with unique physical and chemical properties (Zhou et al., 2007). Such 
properties are derived of that all chemical bonds are satisfied and they are very strong, 
which also leads to total mechanical, thermal and chemical stability (Baughman et al., 2002). 
The electronic structure and electrical properties of CNTs are derived from those of a layer 
of graphite (graphene sheet). The specific electrical properties of the carbon nanotubes are 
obtained as result of their particular band structure and the hexagonal shape of its first 
Brillouin zone. CNTs can carry out high electrical  current densities at low electron energies. 
When high electron energies are used, this quantity of energy destroys the CNT structure, 
which is not desirable from any point of view  (Mamalis et al., 2004; Terrones, 2003, 2004). 

This section analyzes the electrical characteristics of carbon nanotubes and graphene 
nanoribbons through their physic al structure with the aim of presenting the attractive 
interest for using them in VLSI Design. The advantages and drawbacks of the use of CNTs 
and graphene nanoribbons as active part of an electrical device are studied. 

Among physical variables of the carbon nanotube related with the electrical performance are 
diameter, chirality, length, position, and orientation. Each graphene sheet is wrapped in 
accordance with a pair of indices (n, m), which represents the number of unit vectors along 
two directions in the honeycomb crystal lattice of graphene. If m = 0, the nanotubes are 
called zigzag nanotubes, if n = m, the nanotubes are called armchair nanotubes and 
otherwise, they are called chiral nanotubes (see Figure 2) (Hayden & Nielsch, 2011; Hetch et 
al., 2007; Marulanda, 2010). 

Two physical properties of the graphene modify its electrical properties: symmetry and 
electronic structure. There are three types of electrical behavior as shown in Figure 3: 1) if n 
= m, the nanotube is metallic; 2) if n-m is equal to 3j, where j is a positive integer (“3j” rule), 
then the nanotube is semiconducting with a very small band gap, and 3) otherwise, the 
nanotube is a moderate semiconducting. The 3j rule has exceptions due to the curvature 
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effects in carbon nanotubes with small diameter, which can influence in the electrical 
properties. A metallic carbon nanotube can present semiconducting behavior and vice versa 
(Avouris, 2002). 

 
Fig. 2. Classification of carbon nanotubes by chiral indices: zig-zag, chiral, and armchair. 

 

 
Fig. 3. Classification of carbon nanotubes by electrical properties: (a) metallic nanotube, (b) 
semiconducting nanotube, and (c) moderate semiconducting nanotube. 

The interaction among electrons in an one-dimensional conductor such as a carbon 
nanotube can be modeled as a Tomonaga-Luttinger liquid, since electronic properties are 
derived of the collective excitations of charge and spin waves with a bosonic nature, that is, 
mass-less current flow (Danilchenko et al., 2010). Carbon nanotubes show two different 
electrical behaviors depending of the range of temperature: ballistic current transport at 
room temperature and Coulomb blockade ph enomena at low temperatures. Ballistic 
transport is presented when the effective distance between contacts, where voltage is 
applied, is shorter than the mean free path. Coulomb blockade occurs when electrons hop 
on to and off from a single atom between tw o contacts due to a high contact electrical 
resistance (Hierold, 2008; Léonard, 2009). 
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effects in carbon nanotubes with small diameter, which can influence in the electrical 
properties. A metallic carbon nanotube can present semiconducting behavior and vice versa 
(Avouris, 2002). 

 
Fig. 2. Classification of carbon nanotubes by chiral indices: zig-zag, chiral, and armchair. 

 

 
Fig. 3. Classification of carbon nanotubes by electrical properties: (a) metallic nanotube, (b) 
semiconducting nanotube, and (c) moderate semiconducting nanotube. 

The interaction among electrons in an one-dimensional conductor such as a carbon 
nanotube can be modeled as a Tomonaga-Luttinger liquid, since electronic properties are 
derived of the collective excitations of charge and spin waves with a bosonic nature, that is, 
mass-less current flow (Danilchenko et al., 2010). Carbon nanotubes show two different 
electrical behaviors depending of the range of temperature: ballistic current transport at 
room temperature and Coulomb blockade ph enomena at low temperatures. Ballistic 
transport is presented when the effective distance between contacts, where voltage is 
applied, is shorter than the mean free path. Coulomb blockade occurs when electrons hop 
on to and off from a single atom between tw o contacts due to a high contact electrical 
resistance (Hierold, 2008; Léonard, 2009). 
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In particular, metallic carbon nanotubes allow that very large electrical currents can be used 
to design high speed nanoscale electronic devices due to its wide band gap. Metallic 
multiwall CNT can carry a current density on the order of 10 8 A/cm 2 and have the capacity 
of dissipated power of 1.82 mW (Shacham-Diamand et al., 2009). Individual carbon 
nanotubes can be considered as quasi-one-dimensional (1D) conductors. Multi-walled 
nanotubes (MWNTs) are considered two-dimensional (2D) conductors due to their coaxial 
distribution of SWNTs with intertube spacing of ~ 3.4 Å. Metallic carbon nanotubes present 
high dielectric constant, while semiconducti ng carbon nanotubes have low dielectric 
constant (Joachim et al., 2000; Kang et al., 2007; Krompiewski, 2005). 

One of the most promising applications of the electrical properties of carbon nanotubes is 
the use of them in the fabrication of electronic devices. Special interest is given to the use of 
soft and ductile matrices to portable, light, and flexible electronics. In the design of 
electronic devices, the precise and tunable control of the electronic properties is essential to 
the high performance VLSI circuits. During the synthesis of carbon nanotubes, both metallic 
and semiconducting carbon nanotubes are obtained (Kanungo et al., 2010), forming sets of 
carbon nanotubes called bundles. A bundle containing tens to hundreds of tubes is 
denominated a rope; in this structure, the carbon nanotubes are separated ~ 3.2 Å forming a 
close-packed triangular lattice where the diameters are almost identical (see Figure 4) (Hou 
et al., 2008). 

 
Fig. 4. An ideal bundle of carbon nanotubes. 

A bundle of carbon nanotubes is formed by  van der Waals interactions among neighboring 
nanotubes. It is waited that cooperative effects among nanotubes be originated in a bundle 
(Kim et al., 2010). The presence of multiple carbon nanotubes can substantially reduce the 
electrical resistance to the electrical current carried out by them, if this  is compared with the 
electrical resistance of an individual nanotube. It is true, only  when the bundles have direct 
physical contact, non electrical, with any material in the device with the aim of reducing the 
temperature generated by the current carried out. The electrical transport in a bundle has 
interesting electrical properties such as single electron transport (Coulomb blockade allow 
us control the number of electrons in the electrical conduction one by one) and metallic 
resistivity (increased with the temperature). Additionally, the electronic transport in a 
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bundle is modified by the direction and magnitude of the applied electrical field and the 
electrostatic screening produced by the carbon nanotubes surrounding to a specific carbon 
nanotube, as shown in Figure 5. Such electrostatic screening leads to a tunable switching 
behavior which is induced by electric field perp endicular or transverse to the bundle axis. In 
the case of semiconducting nanotubes, the applied electrical field produces band gap 
closure; while for metallic nanotubes, it produces  a band gap opening. In this way, only for 
metallic nanotubes it is possible to modulate the conductivity of the bundle through of the 
applied field and splitting of the valance an d conduction bands thanks to the symmetry 
breaking of the electrostatic screening between adjacent nanotubes due to a weak electrical 
interaction presented in the intertube region between them. It is necessary to remember that 
the level of electrostatic screening inversely determines the electrostatic field and Coulomb 
potential of the ions in the nanotubes. For semiconducting nanotubes, the band gap is 
reduced thanks to the increase of size of valence and conduction bands generated by the 
Stark effect derived of the applied electrical field to the nanotubes (Haruehanroengra & 
Wang, 2007). 

 
Fig. 5. Electrical field applied in a bundle of carbon nanotubes. Red arrow indicates the 
direction of the field. 

Arrays of carbon nanotubes have electrical properties which can be controlled by means of 
its length, diameter, and chirality (Jain et al ., 2011). A uniformity of the properties can be 
achieved when performance characteristics such as high yield, reproducibility, sensitivity, 
and specificity are guaranteed. This is obtained through synthesis procedures, dispersion 
procedures, and deposition processes whose quality allows us the integration of the carbon 
nanotubes with the same physical properties before and after of the dispersion of bundles 
(Hong et al., 2010). 

Due to the presence of bundles of nanotubes, it is necessary the development of methods 
which allow us to separate nanotubes for extending their use in electronic applications. 
Several methods to separate bundles based on monovalent side wall functionalization have 
been developed even with the aim of improv ing solubility, purification and exfoliation. 
Unfortunately, these methods can lead to disrupts �Ñ transitions, generate changes in 
electrical resistance, and can even produce the tube fragmentation due to the formation of 
impurity states near the Fermi level. New strategies based on the use of mixtures of metallic 
and semiconducting nanotubes are producing high mobility semiconducting combinations 
without laborious separation requirements to use all carbon nanotubes obtained during the 
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synthesis. The use of divalent functionalizat ions which produce impurity states far away 
from the Fermi level, can even lead to generate high performance semiconducting inks of 
low cost which can be applied in printable VLSI electronics. In addition, divalent 
functionalization offers a different strategy to co ntrol the electrical prop erties slightly taking 
into account tube type, size, and chirality. Adequate addends used in the functionalization 
allow us to transform metallic nanotubes in to semiconducting nanotubes (Javey, 2008). 

In 2004, graphene arose as a product of exfoliation of graphite, with the form of a two-
dimensional sheet of sp2-hybridized carbon (Novoselov et al., 2004). In the same manner 
that carbon nanotubes, it has unique electrical, mechanical and thermal properties. Such 
properties have been exploited in the development of energy-storage materials, transparent 
conducting electrodes (Alkire et al., 2009; Hu et al., 2007), field-effect transistors, digital and 
analog integrated circuits, integrated circuit in terconnects, solar cells, ultracapacitors, and 
electrochemical sensors such as single molecule gas detectors and biosensors. High electron 
mobility at room temperature, low electrical resistivity, and symmetry of carrier mobilities 
between electrons and holes, are the electrical properties attractive to apply graphene in the 
design of electronic devices of high-perform ance. A similar classification to the carbon 
nanotubes with respect to the electrical behavior of the graphene is illustrated in Figure 6. 

 
Fig. 6. Classification of graphene by electrical properties: (a) metallic graphene, (b) 
semiconducting graphene, and (c) moderate semiconducting graphene. 

Graphene nanoribbons (GNRs) can be defined as rectangles made from graphene sheets 
with widths going from a few nanometers to tens of nanometers and lengths from 
nanometers to micrometers. They are considered as quasi-1D nanomaterials and can have 
metallic (zigzag) or semiconducting (armchair (AGNR) or zigzag (ZGNR)) behavior 
depending of its chirality and orientation. Bo th types are denoted in accordance with the 
number of chains either, armchair or zigzag, found in its width. High electrical and thermal 
conductivity, low noise and bidi mensional structure are properties which can be useful to 
produce integrated circuit interc onnects with GNRs. The size of GNRs allows us to control 
the band gap of the material to be electrically manipulated in an electronic device generating 
a wide versatility of design (Ferry et al., 2009; Guildi & Martín, 2010). 

GNRs possess a richer energy band structure than the graphene, since an external electric 
field can be used to tune a specific bandgap (Chen, X. et al., 2011). Semiconducting AGNRs 
have electrical behavior as semiconductor material of indistinct manner with respect to the 
carbon chain position, and metallic AGNRs present both metallic as semiconducting 
behavior which is related with the ch ange of chain associated with the “3j rule” in carbon 
chain position (Law et al., 2004; Philip-Wong, 2011). 
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Graphene has interesting electrical properties such as electron-hole symmetric band 
structure, high carrier mobilities, ballistic tran sport, and absence of band gap (Reddy et al., 
2011). But also, some disadvantages associated with its use in field-effect transistors such as 
lack of gate control, high off-state leakage current and saturation not controlled by drain 
voltage. Different methodologies are being developed to overcome, adapt to, and even use 
these electrical characteristics for its application in electronic devices. The use of graphene as 
electronic material resides in the reduction of  energy consumption, linear energy dispersion, 
carriers with zero mass, linear current-voltage characteristic, high Fermi velocities, very low 
channel electrical resistance, mobilities and saturation velocities for a high current-carrying 
capability (6 orders higher than copper), low de nsity of states, and the increase of frequency 
operation of the devices based on these qualities (Geim & Novoselov, 2007). Depending of 
the bias voltage, the sheet of graphene can present electrical resistance in the range of Kilo-
ohms to ohms for low voltages and high volt ages, respectively. OFF-state leakage currents 
in field-effect transistors based on graphene are detrimental for digital circuits, but these are 
very useful to analog circuits  where ON-state modulating small voltages and current signals 
are a common case. For applications as high performance RF circuits, the graphene offers an 
alternative material given that its cut-off frequency is very high, and it has high 
compatibility with VLSI systems based on silicon. Due to its nature structurally malleable, 
the electrical properties of the graphene can be favorably modified by mechanical strain and 
stress (Geim, 2009). Graphene can also be used in interconnects and optoelectronics. 

3. Carbon nanotube interconnects 

The interconnects distribute a large quantity of  signals used for the diverse elements of a 
VLSI design such as clock signals, power, or ground in an integrated circuit (IC), and also to 
various circuits on a chip. Local, intermediate  and global interconnects are the levels of 
operation of such interconnections. The use of Cu as material for interconnects represents a 
current paradigm for high-performance integrated  circuits due to that line dimensions, and 
grain size become comparable to the bulk mean free path (MFP) of electrons (�a 40 nm). In 
addition, higher RC delays reduce the operation speed of ICs. When a new proposal in VLSI 
design is done, the main characteristic must be the compatibility with current IC 
manufacturing. The two most promising potential candidates that can be used as material 
for interconnects are optical and carbon-nanotube (CNT) based interconnects (Cho et al., 
2008; Koo et al., 2007; Kreupl et al., 2002). 

This section provides a summary of the novel challenges that are being realized in 
nanometer-scale on-chip interconnects. Special topics associated with the operational effects 
such as performance and reliability are analyzed, with the aim of identifying the electrical 
characteristics that can be obtained in resistivity, interconnect delay, and current-carrying 
capability. Finally, the prospective applications of GNRs for interconnects are discussed. 

Carbon nanotubes can be integrated into multilevel interconnects to meet emerging needs: 
delay, lifetime, parasitic resistance, inductive effects, bandwidth density, electromigration 
(Hosseini & Shabro, 2010), energy efficiency, power dissipation, and lowering temperature 
of the interconnection. Additionally, the use of carbon nanotubes makes possible the 
development of three-dimensional hyper-integration architectures with a high performance: 
versatility, scalability, adaptability, high-density interconnects, and a reduced number of 



 
VLSI Design 

 

46

synthesis. The use of divalent functionalizat ions which produce impurity states far away 
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defects, (Ahn et al., 2006; Bakir & Meindl, 2009; Papanikolau et al., 2011; Shacham-Diamand 
et al., 2009; Xie et al., 2010; Zhou & Wang, 2011). 

Electrical transport in MWNTs presents three different cases. When a MWNT operates at 
conditions of low energy (thermal and electric al), electrical current in carried by the 
outermost shell of it. At intermediate energy, on ly metallic shells contribute to the electrical 
transport of current. Finally, at high energy all shells of the MWNT carry electrical current. 
In this manner, is complicated to adjust the operation of MWNTs with the aim of that these 
can be used in interconnections of VLSI systems (Srivastava, 2004, 2009; Tan et al., 2008). 

Since inherently carbon nanotubes can provide high electrical current density, numerous 
applications, including interconnects for VLSI design, have been suggested as a novel way 
of reducing physical spaces with an optimal performance. The electrical resistance for CNTs, 
as large as 1 µm with perfect contacts, is about of 6.45 K�º. This value is high to be used in 
interconnects, therefore, carbon nanotubes are placed in parallel in large numbers (a bundle) 
with the aim of reducing the total electrical resistance. A CNT bundle is generally a mixture 
of single-walled CNTs, multi-walled CNTs or single-walled CNTs and multi-walled CNTs. 
CNTs bundle offers a promising alternative to place metallic contacts and vias at the local 
level for VLSI circuits, with the advantage that  they can be grown with low or high indexes 
when lower or higher current densities are needed, respectively. In particular, the length-to-
diameter ratio of the CNT interconnects have significant implications for the design of on-
chip capacitors and inductors (Nojeh & Ivanov, 2010). 

Due to the very high frequencies used to carry signals in the integrated circuits, the ballistic 
transport presented by carbon nanotubes and graphene allow us to design advanced 
interconnect networks (see Figure 7). Since metallic carbon nanotubes are almost insensitive 
to the disorder, they are considered as perfect 1D electrical conductors. In a similar way, 
tube-tube connections, junctions and even tube-metal contacts that also are used in the 
interconnection of VLSI systems must work reliably with minimal electrical losses in the 
contact points. By nature, nanotube-metal interface presents a tunneling barrier. The 
research associated with these phenomena has searched solutions based on fabrication 
methods to modulate the electrical characteristics of the interface (Li, J. et al, 2003). 

Tube-tube junctions involve physical contact, with small structural deformation, between 
two tubes and these are not chemically bonded. This type of junction is found in 
interconnections between ropes, MWNTs, and crossed-over tubes (Andriotis et al., 2001, 
2002). The electrical transport is realized by means of tunneling transport between tubes, 
producing an alteration in electrical transp ort of the individual tubes involved in the 
junction, due to the weak electrical coupling. When specific junctions called “X”, “Y” or 
“T” are been used in the connections, these have proved to be stable and therefore, these 
can be useful when it is required to joint multi-terminal electronic devices by means of 
carbon nanotubes or in the case of wiring interconnection (Chen & Wang, 2009; Li, H. et 
al., 2008, 2009). 

Plating a hollow structure inside used as via or trench in circuits VLSI by means of carbon 
nanotubes have not been reasonable due to high hydrophobicity of graphene sheets, which 
hinder the entry of solvent and dissolved species (Shacham-Diamand et al., 2009). This 
problem is emphasized for carbon nanotubes with diameters less than 50 nm. 
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Fig. 7. Electrical connections in VLSI circuits: (a) interconnects based on carbon nanotubes, 
(b) interconnects based on graphene, (c) vias based on carbon nanotubes, and (d) vias based 
on graphene. 

The graphene presents a higher conductance with respect to Cu for interconnects in the 
range of nanometers. Among the properties exploited of the graphene for interconnects are: 
high carrier mobility at room temperature,  thermal conductivity, higher mechanical 
strength, reduced capacitance coupling between adjacent wires, width-dependent transport 
gap, temperature coefficient, and ballistic tr ansport. When line widths of the graphene 
nanoribbons are reduced below 8 nm, the resistivity of GNRs is insignificant. Additionally, 
the use of graphene in interconnects extends the life of high performance for silicon-based 
integrated circuit technology. In thermal charac teristics, the graphene interconnects allow us 
to cool heat flux, to remove hot-spots, and to spread lateral heat (Goel, 2007). 

Additionally to the electrical properties, the mechanical and thermal properties of CNTs and 
graphene nanoribbons must be taking into account in the design of interconnects. 
Mechanical properties such as strength, stability and minimal elastic deformation can be 
achieved thanks to its topology and low densit y. By another side, carbon nanotubes exhibit 
good thermal conductivity and high thermal stability, which are necessary to support high 
current densities (Giustiniani et al., 2011). 

Within of the novelties to come in this sector  are the scaling of the ordinary interconnects 
by means of an accurate and reproducible patterning of nanoscale structures based on 
carbon nanotubes and/or graphene nanoribbons. The use of self-assembly is more and 
more feasible given the advancements in the development of supermolecular networks. 
These changes will allow the perfect alignment and optimal charge transport among the 
elements interconnected in a VLSI system. Additionally, these techniques increase the 
yield given place to a massive fabrication and lower costs, which are essential in a VLSI 
system. 
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on graphene. 
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4. Carbon nanotube based devices 

As active part of electronic devices, the CNTs have been used to control their electrical 
properties. In this manner, carbon nanotubes can implement electronic devices such as 
diodes, transistors, Schottky rectifiers (Behman et al., 2008), supercapacitors (Chen, P.-C. et 
al, 2009), solar cells (Jia et al., 2011; Nogueira et al., 2007), and organic light-emitting diodes, 
by combining semiconductor and metallic beha viors (Terrones, 2003, 2004; Tseng et al., 
2004). Different strategies and topologies have been proposed with the aim of improving 
their performance. Transistors and Schottky rectifiers can be obtained by means of metallic-
semiconducting junctions (Hur et al., 2004). 

This section analyses the performance characteristics, topologies, and applications of the 
electronic devices fabricated by means of carbon nanotubes with emphasis to VLSI Design. 
It is explained as the choice of material is critical for a successful application with high 
performance in electronic devices such as field-effect transistors, p-n diodes, 
supercapacitors, solar cells, and organic-light-emitting diodes. 

The development of the carbon nanotube field-effect transistors (CNFETs) was due to the 
historical motivation of reducing or make insi gnificant short-channel effects, and to improve 
performance of transistors in these length scales (Burke, 2004). The use of semiconducting 
carbon nanotubes is strategic given that metallic nanotubes cannot be fully switched off. The 
main advantages of this type of transistors are: ballistic electron transport over its lengths 
(Hasan et al., 2006), higher current density, lower power consumption with respect to silicon 
versions, and faster operation speed (Burghard et al., 2009). There are four main topologies 
to design CNT field-effect transistors: 1) back-gated CNTFETs, 2) top-gated CNTFETs, 3) 
wrap-around gate CNTFETs, and 4) suspended CNTFETs, as shown in Figure 8. 

 
Fig. 8. Cross sections of different geometries of carbon nanotube field-effect transistors: (a) 
back-gated CNTFETs, (b) top-gated CNTFETs, (c) wrap-around gate CNTFETs, and (d) 
suspended CNTFETs. 
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In the case of back-gated CNTFETs, the main disadvantages found for its use are a poor 
contact between the gate dielectric and CNT, difficult switching between ON and OFF states 
when low-voltages are applied, and a Schottky barrier between CNTs and drain and source 
regions. In the case of top-gated CNTFETs, these offer several advantages over back-gated 
CNTFETs, but it fabrication process is more complicated (Singh et al., 2004). In wrap-around 
gate CNTFETs, the entire circumference of the nanotube is gated and therefore, electrical 
performance is enormously improved, reducing  leakage current and increases the device 
ON/OFF ratio. Finally, in the case of suspended CNTFETs is searched the reduction of the 
contact between the substrate and gate oxide, and therefore, it decreases scattering at the 
CNT-substrate interface with the drawback of limiting its use in applications where high 
ON/OFF ratio are required (Kocabas et al., 2005, 2006). 

The CNTFETs can be classified in two types: 1) n-type CNTFETs, when electrons are 
majority carriers for positive gate voltages, and 2) p-type CNTFETs, when holes are majority 
carriers for negative gate voltages. An ohmic contact is found when a current-voltage 
relationship is linear and symmetric (electrons and holes are transported in the same time), 
while a Schottky-barrier is presented when cu rrent-voltage relationship is non-linear and 
asymmetric (a unique type of electrical carri er is transported) (Lin, A. et al., 2009). 

Four electrical transport regimes can be found in transistors based on carbon nanotubes, 
which are distinguished in accordance with the length of the nanotube compared with their 
mean free path, and by the type of contact between the nanotubes and the source/drain 
metals: 1) ohmic-contact ballistic, when charge injection is realized by the source and drain 
contacts into the carbon nanotubes and vice versa, producing a high current flow; 2) ohmic-
contact diffusive, when bidirectional charge transport suffers scattering between source and 
drain contacts and carbon nanotubes with a limited current flow; 3) Schottky-barrier ballistic, 
when the gate voltage controls the thickness of the barrier and drain voltage can lower the 
barrier producing bidirectional high current flow: in ON-state, electrons tunneling from the 
source, and in OFF-state, holes tunneling form the drain; and 4) Schottky-barrier diffusive, 
when the combination of gate and drain vo ltages reduces the Schottky barrier and the 
charge transport suffers scattering producing a reduced current flow (Appenzeller et al., 
2005; Cao et al., 2007). 

With the introduction of graphene  as active material for electronic devices, new field-effect 
transistors were introduced, namely these are called GFETs. A GFET uses as active material, 
graphene, for ballistic transport of carriers. As it was illustrated for carbon nanotube, also 
can be built four types of GFETs: 1) back-gated GFETs, 2) top-gated GFETs, 3) wrap-around 
gate GFETs, and 4) suspended GFETs. Last two topologies are not available now, but these 
will be fabricated in a pair of years. Back-gated GFETs present large parasitic capacitances 
and poor gate control. However, when smooth edges of the graphene nanoribbons are 
achieved, ON/OFF ratios as high as 106 are obtained, which is attractive for digital 
applications. Top-gated GFETs are the preferred option for analogical practical applications. 
In wrap-around gate GFETs, the entire rectangle of the graphene nanoribbon will be gated 
(see Figure 9). 

Nowadays, carbon nanotube-based field-effect transistors (FETs) have operating 
characteristics that are comparable with those devices based on silicon. The active part in 
field-effect transistors is the electrical channel established by means of the carbon nanotube 
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characteristics that are comparable with those devices based on silicon. The active part in 
field-effect transistors is the electrical channel established by means of the carbon nanotube 
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in the substrate connecting source and drain terminals. SWNTs have been the ideal 
candidates as semiconducting materials due to that them can be doped to address the type 
of conductivity either n-type or p-type and, in this way, to manipulate the level of electrical 
conduction. The carbon nanotube based FETs can achieve high gain (> 10), a large on-off 
ratio (>105), and room-temperature operation (Lefenfeld, et al., 2003). 

Carbon nanotubes and graphene nanoribbons are very sensitive to their environments 
including charges, vacuum levels, and environment chemical components, due to their 
ultrasmall diameters and large surface-to-volume ratios. Carrier mobility in carbon 
nanotubes is very susceptible to charge fluctuations derived of the defects located at the 
ambient surrounding the CNTs and graphene na noribbons. The mobility fluctuation is the 
dominant 1/f  noise mechanism for the narrow channel carbon nanotubes operating in 
strong inversion region with a small source-drain bias. 

 
Fig. 9. Cross sections of different geometries of graphene field-effect transistors: (a) back-
gated GFETs, (b) top-gated GFETs, (c) wrap-around gate GFETs, and (d) suspended GFETs. 

At ambient temperature, semiconducting SWNTs generally show unipolar p-type behavior. 
By doping with potassium, the unipolar p-type behavior can be switched to unipolar n-type 
behavior. p-n Diodes can be designed by covering one-half of the gate of a single channel 
field-effect transistor with polymers such as polyethylenimine (PEI) and poly(methyl 
methacrylate) (PMMA) (Mallick et al ., 2010; Zhou, Y. et al., 2004). 

Those field-effect transistors that have been fabricated with functiona lized nanotubes exhibit 
high electron mobilities, high on-current, and very high on/off ratios which are necessary in 
high-speed transistors, single- and few-electron memories, and chemical/biochemical 
sensors. Studies on scaling resistivity are being realized with the aim of identifying the 
influence of device parameters in the on/off ratio (Sangwan et al., 2010). 

A supercapacitor is an electrochemical capacitor with relatively high energy density of small 
size and lightweight (hundreds of times greate r than those of electrolytic capacitors). 

 
Carbon Nanotube- and Graphene Based Devices, Circuits and Sensors for VLSI Design 

 

53 

Carbon nanotubes together with ceramic materials can be used to design supercapacitors by 
means of heterogeneous films. The use of ceramic materials allows increasing their electrical 
energy accumulated as voltage, while carbon nanotubes offer the properties of flexibility 
and transparence. Among the optimized properties are specific capacitance, power density, 
energy density, and long operation cycles. Supercapacitors require electrodes with large 
surface area, which can be obtained by means of sets of carbon nanotubes operating as 
electrical conductive networks (Lekakou et al., 2011). These electrodes must be capable of 
supporting high power and energy density, with reduced internal electrical resistance and 
produced with lower cost. 

Flexible electronics is now a reality thanks to the successful development of the organic 
electronics working to low-temperature (Lin, C.-T. et al., 2011). Devices such as organic thin 
film transistors (OTFTs), large-area displays (Wang, C., 2009), solar cells (Rowell et al., 2006), 
organic light-emitting diodes (OLEDs), and sensors can be implemented based on carbon 
nanotubes. The electrical properties improved with the use of carbon nanotubes are 
transistor on-off ratio, threshold voltage, and transistor transconductance. Additionally to 
the electrical properties, this type of devices can be fabricated to low-cost. Carbon nanotubes 
can be used to fabricate transparent conductive thin films (Facchetti  & Marks, 2010; Ginley, 
2010) which are exploited as hole-injection electrodes for organic light-emitting diodes 
(OLEDs) either for rigid glass or flexible su bstrates (Wang, 2010; Wiederrecht, 2010; Zhang 
et al., 2006). The incorporation of CNTs in polymer matrices used to design OLEDs allow 
changing electrical characteristics of the polymer due to that  the CNTs operate as doping 
materials. Carbon nanotubes introduce addition al energy levels or forming carrier traps in 
the host polymers, therefore, the CNTs facilitate and block the transport of charge carrier 
and improving the performance at specific dopa nt concentrations. Such concentrations must 
be controlled by percolation and functiona lization of the carbon nanotubes with the 
polymer. 

The integration of hybrid materials forming heterojunctions has allowed improving the 
efficiency of solar cells by means of the reduction of internal resistance, which is directly 
associated with the fill factor, transport and separation of charges that are useful for an 
optimal performance. Additionally, the use of carbon nanotubes provides the possibility of 
tailoring the electrical and structural properties to increase the optical efficiency of the light 
applied to the solar cell. Two great operativ e advantages of carbon nanotubes are being 
exploited in organic photovoltaics: higher electr ical charge transport properties and elevated 
number of exciton dissociation centers (Nismy et al., 2010). Such dissociation makes that 
holes are transported by a hopping mechanism and the electrons are transferred through the 
nanotube. The ballistic transport of the electrons in carbon nanotubes produces very high 
carrier mobility in the active layer. Through a well-distributed percolation and careful 
functionalization of carbon nanotubes it is possi ble increase the charge transported thanks to 
the multiple transfer pathways among nanotubes. If carbon nanotubes are used as 
transparent electrodes in solar cells, then they collect electrical charge carriers (Hatakeyama 
et al., 2010, Liu, X et al., 2005). 

The main strategy to come is the use of multiple nanotubes operating in parallel either 
individually or forming well-defined bundles with  the aim of controlling the on-current in a 
wide range of electrical current going from micro-amperes to mili-amperes. In this manner, 
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it is very useful to develop methodologies to produce arrays of nanotubes with well-
characterized characteristics with the aim of obtaining high-performance applications. 

5. Carbon nanotube based circuits 

Carbon nanotubes can be exploited as molecular device elements and molecular wires. Each 
device element is based on a suspended, crossed nanotube geometry that leads to bistable, 
electrostatically switchable ON/OFF states. Such device elements can be addressed by 
means of control elements to manipulate large arrays (1012 elements or more) using carbon 
nanotube interconnects (Ishikawa et al., 2009; Tulevski et al., 2007). 

This section discusses circuits based on carbon nanotubes that have been proposed in the 
last decade for VLSI Design. The necessary steps to leading to the carbon nanotubes based 
circuits toward integrated circui ts are analyzed in detail. Different realizations of analog and 
digital circuits are studied, which can be used for integrated circuits in VLSI Design. The 
advantages and limitations of the performance of  such circuits in their analog and digital 
versions are summarized. 

The electrical properties of carbon nanotubes are making possible the complete design of 
VLSI systems under a unique active material (Hosseini & Shabro, 2010). Semiconducting 
carbon nanotubes can be used to build transistors, devices and circuits, while metallic 
carbon nanotubes are used to build interconnects and vias. Circuits such as ring oscillators 
(Pesetski et al., 2008), inverter pair (Nouchi et al., 2008), NOR gate, nonvolatile random 
access memory, etc. can be designed with field-effect transistors based on carbon nanotubes. 
Nowadays, simulation software has shown that CNT transistor circuits can operate at upper 
GHz frequencies (Vasileska & Goodnick, 2010). 

The integration of multiple field-effect transi stors can be realized to build digital logic 
circuits. In circuits where back-gated transistor s are used, the same gate voltage is applied to 
all transistors associated with the circuit. Therefore, to increase the potentially of such 
circuits different strategies are being developed with the aim of applying different voltages 
to the gates in each transistor associated with the circuit. In digital circuits, the transistors 
must have electrical characteristics that can favor high performance such as: high gain, high 
ON/OFF ratio, excellent capacitive coupling between the gate and nanotube, and room-
temperature operation (Cao et al, 2006; Jamaa, 2011). Until now, one-, two-, and three-
transistor circuits have showed digital logic op erations, giving place to logic inverters, NOR 
gates, static random-access memory cells, and AC ring oscillators (Wang, C., 2008). 

Logic inverters are logical devices with one in put and one output (see Figure 10 (a)). A logic 
inverter converts a logical “0” into a logical “1”, and vice versa (Bachtold et al., 2001). 
Therefore, an inverter circuit operates as a basic logic gate to swap between two logical 
voltage levels “0” and “1”. NOR gates are logica l devices with two or more inputs and one 
output. A NOR gate of two inputs operates as follows: an output “1” is obtained when both 
inputs are “0”, and an output “0” is achieved when one or both inputs are “1”. A static 
random-access memory (SRAM) cell is built as a latch by feeding the output of two serial 
logical inverters together, that is, a bistable circuit generated to store each bit (Rueckes et al., 
2000). Each cell has three different states: standby (the circuit is idle, both logic inverters are 
blocked to be used), reading (the data has been requested, first logic inverter is used) and 
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writing (updating the contents, second logic inverter is used). An AC ring oscillator 
produces an oscillating AC voltage signal by means of the connection of three logical 
inverters in a ring, that is, the output of the last inverter is fed to the input of the first 
inverter. Such circuit has not statically stable solution, since the output voltage of each 
inverter oscillates as a function of time. 

Digital circuits based on carbon nanotubes depends of the diameter of them, because it is 
directly proportional to the Schottky barrier height formed by the carbon nanotube and metal 
contacts of the source and drain terminals (Andriotis et al., 2006, 2007, 2008; Javey & Kong, 
2009). In addition, larger diameters reduce the ION/I OFF ratio and voltage swing, which is the 
key to achieve very high speed operation and high definition of the output signal, respectively. 
In the same way, diameters in the range of 1 to 1.5 nm have the highest performance in current 
drive, which allow us to reduce the delay and increase the short circuit power that are used 
during switching (Cao & Rogers, 2008). Given the demand of driving large capacitive loads, 
the carbon nanotube based transistors must be designed with complex architectures to support 
high current densities. This last implies the use of efficient methodologies for controlled 
dispersion of carbon nanotubes or the design of bundles with high-uniformity in diameter, 
chirality, and orientation. The first logic invert er based on graphene (Traversi et al., 2009) was 
operated to low power consumption and presents  inability to the direct connection in cascade 
configuration due to the different output logic voltage levels. 

 
Fig. 10. VLSI circuits: (a) Carbon nanotube-based logic inverter, and (b) graphene-based 
digital modulator. 
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it is very useful to develop methodologies to produce arrays of nanotubes with well-
characterized characteristics with the aim of obtaining high-performance applications. 

5. Carbon nanotube based circuits 

Carbon nanotubes can be exploited as molecular device elements and molecular wires. Each 
device element is based on a suspended, crossed nanotube geometry that leads to bistable, 
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gates, static random-access memory cells, and AC ring oscillators (Wang, C., 2008). 
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Therefore, an inverter circuit operates as a basic logic gate to swap between two logical 
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inputs are “0”, and an output “0” is achieved when one or both inputs are “1”. A static 
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2000). Each cell has three different states: standby (the circuit is idle, both logic inverters are 
blocked to be used), reading (the data has been requested, first logic inverter is used) and 
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writing (updating the contents, second logic inverter is used). An AC ring oscillator 
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inverters in a ring, that is, the output of the last inverter is fed to the input of the first 
inverter. Such circuit has not statically stable solution, since the output voltage of each 
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CNTs can be used to yield radio-frequency analog electronic devices such as narrow band 
amplifiers operating in the VHF frequency band with power gains as high as 14 dB. 
Examples of advanced analog circuits based on carbon nanotubes are resonant antennas, 
fixed RF amplifiers, RF mixers, and audio amplifiers. Hundred of devices, interconnected 
into desired planar layouts on commercial substrates are possible; thereby such systems can 
achieve complex functionality (Kocabas et al., 2008). 

In RF applications, GFETs achieve high carrier mobility and saturation velocity (Lin et al., 
2011). Mixers are RF circuits that are used to create new frequencies from two electrical 
signals applied to it. These signals have different frequency and when they are applied to 
the mixer, then are obtained two new signals corresponding to the sum and difference of the 
original frequencies. They are used to shift signals from one frequency range to another, for 
its transmission in RF systems such as radio transmitters. The radio frequency mixer based 
on graphene can produce frequencies up to 10 GHz, therefore, secure applications such as 
cell phones and military communications are feasible (Lin et al., 2011). Any limitations can 
be found for the use to full scale of graphene in VLSI circuits: different ohmic contact 
between materials, poor adhesion between metals and oxides, and high vulnerability to 
damage in the integration processes. 

Among the main characteristics that graphene offers for VLSI Design are flexible, 
transparent material, and it op erates to room temperature. Thanks to their electrical 
properties, the graphene is an ideal material to build more energy-efficient computers and 
other nanoelectronic devices. Nowadays, it is necessary to develop methods that allow us to 
separate graphene nanoribbons by a thin nonconductive material. Amon g the proposals that 
have been made are the use of one-atom-thick sheets of alloys of boron and nitrogen whose 
electrical behavior is nonconductive, and whose physical appearance is similar to graphene. 
The contents of such alloy must be controlled due to the geometrical arrangements that can 
be obtained. 

Due to the ambipolarity (condu ction of holes and electrons with equal efficiency), it is 
possible to design electronic devices (Vaillancourt et al., 2008; Xu et al., 2008). In Figure 10 
(b), a digital modulator for communications circuits based on graphene is illustrated. This 
circuit is based on a graphene transistor including two gates:  gate 1 controls the magnitude 
of current flowing through the transistor, and gate  2 controls the polarity of this current. The 
electrical operation of this circuit is similar to  an electronic inverter, where gate 1 delivers a 
digital data stream as input, and it modulates such signal with the carrier wave applied to 
the drain to mix both signals, given place to a modulated signal. 

6. Carbon nanotube based biosensors and gas sensors 

Chemical sensors include a class of devices capable of detecting gas molecules or chemical 
signals in biological cells. Significant progress has been achieved in the detection of 
explosives, nerve agents, toxic gases and nontoxic gases due to the threat of terrorism and 
the need for homeland security. The biosensors and gas sensors based on one-dimensional 
nanostructures are very attractive, because they present high sensitivity and fastest response 
to the surrounding environment, thanks to th eir reduced dimensions and large surface-to-
volume ratio (Sinha et al., 2006; Star et al., 2004; Wong et al., 2010). 
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Carbon nanotubes are promising candidates for designing gas sensors due to their excellent 
chemical and superficial properties derived of  their chemical composition and high-aspect-
ratio between its length and diam eter, respectively. Levels as low as ppt (parts per trillion) 
or ppb (parts per billion) can be detected in comparison with their predecessors based on 
microsystems (MEMS) which could detect only ppm (parts per million). The basic structures 
used to design gas sensors are based on chemoresistors and FETs with one-dimensional 
nanostructures. An excellent biosensor or gas sensor is obtained when an appropriate 
control of the chemical and physical variables associated with the detection is presented. 
Therefore, the use of one-dimensional nanostructures improves the sensitivity, selectivity, 
stability, and response time (Balasubramanian & Burghard, 2006; Rivas et al., 2009). 

This section analyses the different proposes of carbon nanotube based biosensors and 
carbon nanotube based gas sensors that were published in the last decade. This review 
discusses various design methodologies for CNT-based biosensors and CNT-based gas 
sensors as well as their application for the detection of specific biomolecules and gases. 
Recent developments associated with the topologies to design CNT-based chemiresistors 
and CNT-based field-effect transistors are highlighted. 

Carbon nanotubes and graphene are technologically attractive to develop sensors due to 
four great characteristics: 1) each atom in its structure is physically accessible under any 
environment condition; 2) any perturbation in atoms can be electrically measured; 3) 
structural stability; 4) superior sensing perf ormance at room temperature; and 5) tunable 
electrical properties (Wong et al., 2010). These characteristics have allowed the development 
of chemical, molecular and biological sensors (Oliveira & Mascaro, 2011; Wang, 2009). 

Traditionally, pristine high-quality nanotubes are functionalized with functional groups to 
produce chemical or biochemical coatings (Wang, J., 2005; Zourob, 2010) or sites where very 
high sensitivity and selectivity to specific gase s or to biochemical species is presented. Such 
gases or biochemical species can be detected by means of a change in electrical resistivity or 
capacitance presented in individual carbon nanotubes or bundles of them with the presence 
of this species. The change presented can be an increase or a reduction with respect to the 
value of the electrical parameter without th e chemical or biochemical specie before 
mentioned (Chen, P.-C. et al., 2010). The chemical and biochemical sensors based on carbon 
nanotubes have even achieved sensitivities in the order of parts per billion to parts per 
million for specific gases or biochemical species depending of the molecule size and 
physicochemical properties (Bradley et al., 2003). Therefore, in any occasions it is necessary 
to add catalysts to improve the chemical activity during the chemical or biochemical 
detection (Cao & Rogers, 2009). In particular, the functionalization required by the 
biosensors regularly needs to favor the biocompatibility with the biological environment 
and realize the monitoring of information related with biological events and processes 
(Gruner, 2006; Ishikawa et al., 2009, 2010). In this manner, the biological species must be not 
affected by the biochemical interaction between the biosensor and the associated biological 
subject (Dong et al., 2008; Jia et al., 2008). 

The basic construction blocks to design chemical or biochemical sensors based on carbon 
nanotubes can be divided into two different configurations: two-terminal CNT devices or 
three-terminal transistor-like structures. In th e case of two-terminals devices, these can be 
modeled by an electrical resistor or an electrical capacitor (see Figure 11). In the case of 
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CNTs can be used to yield radio-frequency analog electronic devices such as narrow band 
amplifiers operating in the VHF frequency band with power gains as high as 14 dB. 
Examples of advanced analog circuits based on carbon nanotubes are resonant antennas, 
fixed RF amplifiers, RF mixers, and audio amplifiers. Hundred of devices, interconnected 
into desired planar layouts on commercial substrates are possible; thereby such systems can 
achieve complex functionality (Kocabas et al., 2008). 

In RF applications, GFETs achieve high carrier mobility and saturation velocity (Lin et al., 
2011). Mixers are RF circuits that are used to create new frequencies from two electrical 
signals applied to it. These signals have different frequency and when they are applied to 
the mixer, then are obtained two new signals corresponding to the sum and difference of the 
original frequencies. They are used to shift signals from one frequency range to another, for 
its transmission in RF systems such as radio transmitters. The radio frequency mixer based 
on graphene can produce frequencies up to 10 GHz, therefore, secure applications such as 
cell phones and military communications are feasible (Lin et al., 2011). Any limitations can 
be found for the use to full scale of graphene in VLSI circuits: different ohmic contact 
between materials, poor adhesion between metals and oxides, and high vulnerability to 
damage in the integration processes. 

Among the main characteristics that graphene offers for VLSI Design are flexible, 
transparent material, and it op erates to room temperature. Thanks to their electrical 
properties, the graphene is an ideal material to build more energy-efficient computers and 
other nanoelectronic devices. Nowadays, it is necessary to develop methods that allow us to 
separate graphene nanoribbons by a thin nonconductive material. Amon g the proposals that 
have been made are the use of one-atom-thick sheets of alloys of boron and nitrogen whose 
electrical behavior is nonconductive, and whose physical appearance is similar to graphene. 
The contents of such alloy must be controlled due to the geometrical arrangements that can 
be obtained. 

Due to the ambipolarity (condu ction of holes and electrons with equal efficiency), it is 
possible to design electronic devices (Vaillancourt et al., 2008; Xu et al., 2008). In Figure 10 
(b), a digital modulator for communications circuits based on graphene is illustrated. This 
circuit is based on a graphene transistor including two gates:  gate 1 controls the magnitude 
of current flowing through the transistor, and gate  2 controls the polarity of this current. The 
electrical operation of this circuit is similar to  an electronic inverter, where gate 1 delivers a 
digital data stream as input, and it modulates such signal with the carrier wave applied to 
the drain to mix both signals, given place to a modulated signal. 

6. Carbon nanotube based biosensors and gas sensors 

Chemical sensors include a class of devices capable of detecting gas molecules or chemical 
signals in biological cells. Significant progress has been achieved in the detection of 
explosives, nerve agents, toxic gases and nontoxic gases due to the threat of terrorism and 
the need for homeland security. The biosensors and gas sensors based on one-dimensional 
nanostructures are very attractive, because they present high sensitivity and fastest response 
to the surrounding environment, thanks to th eir reduced dimensions and large surface-to-
volume ratio (Sinha et al., 2006; Star et al., 2004; Wong et al., 2010). 
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Carbon nanotubes are promising candidates for designing gas sensors due to their excellent 
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or ppb (parts per billion) can be detected in comparison with their predecessors based on 
microsystems (MEMS) which could detect only ppm (parts per million). The basic structures 
used to design gas sensors are based on chemoresistors and FETs with one-dimensional 
nanostructures. An excellent biosensor or gas sensor is obtained when an appropriate 
control of the chemical and physical variables associated with the detection is presented. 
Therefore, the use of one-dimensional nanostructures improves the sensitivity, selectivity, 
stability, and response time (Balasubramanian & Burghard, 2006; Rivas et al., 2009). 

This section analyses the different proposes of carbon nanotube based biosensors and 
carbon nanotube based gas sensors that were published in the last decade. This review 
discusses various design methodologies for CNT-based biosensors and CNT-based gas 
sensors as well as their application for the detection of specific biomolecules and gases. 
Recent developments associated with the topologies to design CNT-based chemiresistors 
and CNT-based field-effect transistors are highlighted. 

Carbon nanotubes and graphene are technologically attractive to develop sensors due to 
four great characteristics: 1) each atom in its structure is physically accessible under any 
environment condition; 2) any perturbation in atoms can be electrically measured; 3) 
structural stability; 4) superior sensing perf ormance at room temperature; and 5) tunable 
electrical properties (Wong et al., 2010). These characteristics have allowed the development 
of chemical, molecular and biological sensors (Oliveira & Mascaro, 2011; Wang, 2009). 

Traditionally, pristine high-quality nanotubes are functionalized with functional groups to 
produce chemical or biochemical coatings (Wang, J., 2005; Zourob, 2010) or sites where very 
high sensitivity and selectivity to specific gase s or to biochemical species is presented. Such 
gases or biochemical species can be detected by means of a change in electrical resistivity or 
capacitance presented in individual carbon nanotubes or bundles of them with the presence 
of this species. The change presented can be an increase or a reduction with respect to the 
value of the electrical parameter without th e chemical or biochemical specie before 
mentioned (Chen, P.-C. et al., 2010). The chemical and biochemical sensors based on carbon 
nanotubes have even achieved sensitivities in the order of parts per billion to parts per 
million for specific gases or biochemical species depending of the molecule size and 
physicochemical properties (Bradley et al., 2003). Therefore, in any occasions it is necessary 
to add catalysts to improve the chemical activity during the chemical or biochemical 
detection (Cao & Rogers, 2009). In particular, the functionalization required by the 
biosensors regularly needs to favor the biocompatibility with the biological environment 
and realize the monitoring of information related with biological events and processes 
(Gruner, 2006; Ishikawa et al., 2009, 2010). In this manner, the biological species must be not 
affected by the biochemical interaction between the biosensor and the associated biological 
subject (Dong et al., 2008; Jia et al., 2008). 

The basic construction blocks to design chemical or biochemical sensors based on carbon 
nanotubes can be divided into two different configurations: two-terminal CNT devices or 
three-terminal transistor-like structures. In th e case of two-terminals devices, these can be 
modeled by an electrical resistor or an electrical capacitor (see Figure 11). In the case of 
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three-terminals, they are modeled by a bipolar junction transistor (BJT) or a metal-oxide-
semiconductor field effect transistor (MOSFET), the latter being the most common for VLSI 
systems (Zhao et al., 2008). 

 
Fig. 11. Cross section of resistive gas sensors and biosensors: (a) sensors based on carbon 
nanotubes, and (b) sensors based on graphene. 

The use of complex morphologies and structures based on composites containing carbon 
nanotubes and polymers in the design of gas sensors, has allowed the detection of polar and 
nonpolar gases making use of the change of dielectric constant to enhance sensitivity to 
minute quantities of gas molecules (Jesse et al., 2006; Mahar et al., 2007). 

Graphene is exploited due to its inexhaustible structural defects and functional groups. 
These are advantageous in electroanalysis and electrocatalysis for electrochemical 
applications such as gas sensors and biosensors. Physisorbed ambient impurities by 
graphene such as water and oxygen can produce an effect similar to hole-doping and 
therefore a behavior similar to a p-type material (Traversi et al., 2009). Then, the graphene 
can be exploited as a sensing material for the design of chemical and/or biochemical 
sensors. When graphene is doped, well-identified localized states are added and band gap is 
introduced to the electrical properties generati ng an interesting alternative to design sensors 
(Barrios-Vargas et al., 2011). 

The main changes to be realized in the optimization of performance of gas sensors are the 
search of methods which allow us to synthesize identical and reproducible CNTs will give 
place to gas sensors with high quality and high performance, independently of the type of 
chemical functionalization required for the detection. 

7. Conclusions 

In accordance with the review proposed here, CNTs are very attractive as base material to 
the design of components for VLSI Design. Chemical modifications of CNTs allow to the 
designer improve the selectivity of the electrical  properties for the different applications. In 
the future, the use of hybrid materials wher e carbon nanotubes are involved will be a 
priority, given that the use of composite materials to design electronic devices, circuits and 
sensors requires multiple physical and chemical properties that a unique material cannot 
provide by itself. In the search for reducing  electrical resistance presented by carbon 
nanotubes, different strategies have been developed to improve the efficiency of 
interconnection between devices based on carbon nanotubes and metallic electrodes used to 
lead the electrical bias to them. The implementation of digital and analog circuits with 
CNFETs or graphene nanoribbons will produc e a great advance toward VLSI design using 
nanoelectronics. Still, hurdles remain as it was described in each section of the chapter. 
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VLSI Design of Sorting Networks  
in CMOS Technology 

Víctor M. Jiménez-Fernández et al.*  
Universidad Veracruzana/Facultad de Instrumentación Electrónica, 

México 

1. Introduction  

Although sorting networks have extensively b een reported in literature (Batcher, 1962), 
there are a few references that cover a detailed explanation about their VLSI (Very Large 
Scale of Integration) realization in CMOS (Complementary Metal-Oxide-Semiconductor) 
technology (Turan et al., 2003). From an algorithmic point of view, a sorting network is 
defined as a sequence of compare and interchange operations depending only on the 
number of elements to be sorted. From a hardware perspective, sorting networks can be 
visualized as combinatorial circuits where a set of denoted compare-swap (CS) circuits can 
be connected in accordance to a specific network topology (Knuth, 1997). In this chapter, the 
design of sorting networks in CMOS technology with applicability to VLSI design is 
approached at block, transistor, and layout levels. Special attention has been placed to show 
the hierarchical structure observed in sorting schemes where the so called CS circuit 
constitutes the fundamental standard cell. The CS circuit is characterized through SPICE 
simulation making a particular emphasis in the silicon area and delay time parameters. In 
order to illustrate the inclusion of sorting ne tworks into specific applications, like signal 
processing and nonlinear function evaluation, two already reported examples of integrated 
circuit designs are provided (Agustin et al., 2011; Jimenez et al., 2011).  

2. Compare-swap block design in CMOS technology 

In an algorithmic context, the CS element is conceived as an ideal operator which is free of 
the inherent delay time presented when a signal propagates through it. It can be seen as a 
trivial two-input/two-output component with  a general two number sorting capability. 
Also, it is considered that the CS element works taking in two numbers and, simultaneously, 
placing the minimum of them at the bottom ou tput, and the maximum at the top output by 
performing a swap, if necessary (Pursley, 2008). Figure 1 shows the typical Knuth diagram 
for a CS operator. In this pictorial representation, at the input,  the horizontal lines describe 
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Algorithms for CAD Tools VLSI Design 

K.A. Sumithra Devi 
R.V. College of Engineering, Bangalore 

Vishweshvaraya Technological University, Karnataka 
India  

1. Introduction  

Due to advent of Very Large Scale Integration (VLSI), mainly due to rapid advances in 
integration technologies the electronics industry has achieved a phenomenal growth over 
the last two decades. Various applications of VLSI circuits in high-performance computing, 
telecommunications, and consumer electronics has been expanding progressively, and at a 
very hasty pace. Steady advances in semi-conductor technology and in the integration level 
of Integrated circuits (ICs) have enhanced many features, increased the performance, 
improved reliability of electronic equipment, and at the same time reduce the cost, power 
consumption and the system size.  With the increase in the size and the complexity of the 
digital system, Computer Aided Design (CAD ) tools are introduced into the hardware 
design process.  The early paper and pencil design methods have given way to sophisticated 
design entry, verification and automatic hardware generation tools.  The use of interactive 
and automatic design tools significantly incr eased the designer productivity with an 
efficient management of the design project and by automatically performing a huge amount 
of time extensive tasks.  The designer heavily relies on software tools for every aspect of 
development cycle starting from circuit specif ication and design entry to the performance 
analysis, layout generation and verification. Partitioning is a method which is widely used 
for solving large complex problems.  The partitioning methodology proved to be very useful 
in solving the VLSI design automation problems occurring in every stage of the IC design 
process.  But the size and the complexity of the VLSI design has increased over time, hence 
some of the problems can be solved using partitioning techniques .  Graphs and hyper-
graphs are the natural representation of the circuits, so many problems in VLSI design can 
be solved effectively either by graph or hyper-graph partitioning.  VLSI circuit partitioning 
is a vital part of the physical design stage.  The essence of the circuit partitioning is to divide 
a circuit into number of sub-circuits with minimum interconnection between them.  Which 
can be accomplished recursively partitioning the circuits into two parts until the desired 
level of complexity is reached.  Partitioning is a critical area of VLSI CAD. In order to build 
complex digital logic circuits it is often essential to sub-divide multi –million transistor 
design into manageable pieces. The presence of hierarchy gives rise to natural clusters of 
cells. Most of the widely used algorithms tend to ignore this clustering and divide the net 
list in a balanced partitioning and frequently the resulting partitions are not optimal.  

The demand for high-speed field-programmable gate array (FPGA) compilation tools has 
escalated in the deep-sub micron era. Tree partitioning problem is a special case of graph 
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Low Cost Prototype of an Outdoor Dual  
Patch Antenna Array for the Openly  

TV Frequency Ranges in Mexico 

M. Tecpoyotl-Torres1, J. A. Damián Morales1, J. G. Vera Dimas1,  
R. Cabello Ruiz1, J. Escobedo-Alatorre1,  

C. A. Castillo-Milián 2 and R. Vargas-Bernal3 
1Centro de Investigación en Ingeniería y Ciencias Aplicadas (CIICAp-UAEM)  

2Facultad de Ciencias Químicas e Ingeniería (FCQeI-UAEM)  
3Instituto Tecnológico Superior de Irapuato (ITESI) 

Mexico  

1. Introduction 

In this research, we developed a dual antenna array for the household reception of openly 
analogical television (TV) frequencies. This array was designed on Flame Retardant-4 (FR-4) 
as substrate, in order to obtain a low cost prototype. 

The interest in this area is because of the fact that the openly TV is one of the most important 
communication media in our country. From information supplied in  2009 in the National 
Survey over availability and use of Technologies, it reveals that the 72.8% of the population 
uses the services of the openly TV (Instituto Nacional de Estadística, Geografía e Informática 
[INEGI], 2009). A TV can be found in almost all homes of the country, but only 13.6% 
correspond to digital technology, while only a half of homes with a digital TV requires 
signal payment. The availability of TVs in Mexican homes in 2010 remained without severe 
changes (INEGI, 2010). 

Since the operation frequencies ranges are not so high, and then the antenna sizes, obtained 
directly from the design equations are very la rge. Therefore, the scaling is a necessary step 
in order to reduce the antenna sizes to achieve its easy manipulation.  

As it is well-known, a very simple common example of antennas used for household 
reception of TV is the Yagi-Uda (or Yagi) array, where the length of the dipoles established 
the phase of the individually received sign als. An example of a commercial Yagi-Uda 
antenna designed for channels 2-13 can be found in (Balanis, 2005).  The TV transmission 
has the polarization vector in the horizontal plane so that the array must also be horizontal 
(Melissinos, 1990).  

The evolution of the antennas designed in order to improve the openly TV reception has 
notably changed in the last years, in such a way, for outdoor use it is possible to find the 
large aerial antennas, fixed or with an integrated rotor, under different geometries, such as 
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