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## Preface

A century and a half after the formulation of Maxwell's equations, electromagnetism is a domain in spectacular expansion, incorporating continuously the progress in fundamental and applicative physics, from relativity to materials science, and responding, in this way, to the challenges of the modern world.

The present book provides 12 review papers on recent developments in electromagnetism, from fundamentals to electrical engineering. They are grouped in four sections, as follows.

The first one covers fundamental problems of electromagnetic theory.
In van Kampen's paper, linear charge and currents distributions make possible to introduce the main concepts of electromagnetism without use of vector calculus. Special relativity is invoked to demonstrate that electricity and magnetism are, in a sense, two different ways of looking at the same phenomenon: in principle, from either electricity or magnetism and special relativity, the third theory could be derived.

Starting with the standard Maxwell's equations, Ni's paper presents the different types of quantum corrections, and the corresponding equations for nonlinear electrodynamics.

The electromagnetism in curved spaces and the Einstein equivalence principle, together with the different experimental results for the cosmic polarization rotation, are discussed.

In his chapter, Kitano reformulates the electromagnetic theory using differential forms, by taking into consideration the physical perspective, the unit system (physical dimensions), and the geometrical aspects. In this way, he provides a unified, clear and original view of electromagnetism.

The second section is devoted to the interconnections between electromagnetism and quantum and thermal physics.

The topological model of electromagnetism constructed with electromagnetic knots is presented in Ranada's paper. It puts in a new light the classical and quantum aspects
of the electromagnetic theory, treats electricity and magnetism symmetrically, and gives a theoretical explanation for the quantization of the magnetic flux in superconductors.

As the time-independent wave equations for the classical electric and magnetic field, and for the wave function for a quantum particle, are similar, an interesting analogy can be developed between electromagnetic wave propagation in waveguides, ballistic electron transport in mesoscopic conductors and light propagation in optical fibres. These issues are addressed in Barsan's review.

In Lungu's review, the different types of the thermodynamic potentials of electric and magnetic systems are rigorously derived, starting from the principles of thermodynamics and Maxwell equations. From the general expressions of the potentials, the equations of state and the thermodynamic coefficients are deduced. Finally, using the results previously obtained, some important thermodynamic processes are discussed.

The next section puts together three important problems of electromagnetism scattering of electromagnetic waves, electromagnetic compatibility and liquid metal flow in strong magnetic fields - treated with numerical methods.

An accurate numerical solution of electromagnetic scattering problems is critically demanded in the simulation of industrial processes and in the study of wave propagation phenomena. Modern techniques use the integral equations to reformulate Maxwell's equations for electric and magnetic fields on the surface of the object. These equations are solved in Carpentieri's contribution, using recent progress in numerical analysis.

The electromagnetic compatibility, i.e. the need of avoiding undesirable effects of electromagnetic interference due to the simultaneous functioning of several electric devices in the same area, is addressed in El Baba's paper. The backward propagation of electromagnetic waves, based on the time reversal invariance of the electromagnetic wave equation, is the starting point of a detailed numerical study of the parasitic electromagnetic fields, in various geometries and environments.

Exact characterization of the liquid-metal lithium passing through a strong magnetic field, which is used in order to confine the high-temperature reacting plasma in a fusion reactor core, is essential for the evaluation of the heat transfer in such a complex device. A 3D calculation is crucial for the precise evaluation of magneto-hydrodynamic flow in the inlet or outlet region of the magnetic field. Such a calculation, attentively discussed and interpreted, is presented in Kumamuru's chapter.

The last section is devoted to applicative issues, starting with magnetic refrigeration technology at room temperature. The ultimate goal of this emerging technology is to develop a standard refrigerator for home use, using the magnetocaloric effect. Bouchekara's chapter describes the magnetic refrigeration technology, from modern
magnetic materials to be used, to the multitude of systems created in various laboratories. Detailed numerical studies of the refrigeration effect are done for different geometries, devices, systems and materials.

Several applications of metamaterials in antenna engineering are exposed in Movahhedi's and Veysi's contributions. In the first paper, the authors propose new backward and forward coupling line couplers with high coupling levels, broad bandwidth and compact sizes. In the second, the possibility of increasing both antenna bandwidth and directivity using metamaterial covers is examined.

Dr. Victor Barsan<br>Center for Nuclear Physics IFIN-HH, National Institute of Physics and Nuclear Engineering,<br>Bucharest,<br>Romania

Prof. Radu P. Lungu
University of Bucharest,
Romania

## Part 1

Fundamentals

# Current-Carrying Wires and Special Relativity 

Paul van Kampen<br>Centre for the Advancement of Science and Mathematics Teaching and Learning $\mathcal{E}$ School of Physical Sciences, Dublin City University<br>Ireland

## 1. Introduction

This chapter introduces the main concepts of electrostatics and magnetostatics: charge and current, Coulomb's Law and the Biot-Savart Law, and electric and magnetic fields. Using linear charge distributions and currents makes it possible to do this without recourse to vector calculus. Special relativity is invoked to demonstrate that electricity and magnetism are, in a sense, two different ways of looking at the same phenomenon: in principle, from a knowledge of either electricity or magnetism and special relativity, the third theory could be derived. The three theories are shown to be mutually consistent in the case of linear currents and charge distributions.

This chapter brings together the results from a dozen or so treatments of the topic in an internally consistent manner. Certain points are emphasized that tend to be given less prominence in standard texts and articles. Where integration is used as a tool to deal with extended charge distributions, non-obvious antiderivatives are obtained from an online integrator; this is rarely encountered in textbooks, and gives the approach a more contemporary feel (admittedly, at the expense of elegance). This enables straightforward derivation of expressions for the electric and magnetic fields of radially symmetric charge and current distributions without using Gauss' or Ampère's Laws. It also allows calculation of the extent of "self-pinching" in a current-carrying wire; this appears to be a new result.

## 2. Electrostatics

### 2.1 Charge

When certain objects are rubbed together, they undergo a dramatic change. Whereas before these objects exerted no noticeable forces on their environment, they now do. For example, if you hold one of the objects near a small piece of paper, the piece of paper may jump up towards and attach itself to the object. Put this in perspective: the entire Earth is exerting a gravitational pull on the piece of paper, but a comparatively small object is able to exert a force big enough to overcome this pull (Arons, 1996).

If we take the standard example of rubber rods rubbed with cat fur, and glass rods rubbed with silk, we observe that all rubber rods repel each other as do all glass rods, while all rubber rods attract all glass rods. It turns out that all charged objects ever experimented on either
behave like a rubber rod, or like a glass rod. This leads us to postulate that there only two types of charge state, which we call positive and negative charge for short.

As it turns out, there are also two types of charge: a positive charge as found on protons, and a negative charge as found on electrons. In this chapter, a wire will be modeled as a line of positively charged ions and negatively charged electrons; these two charge states come about through separation of one type of charge (due to electrons) from previously neutral atoms. However, the atoms themselves were electrically neutral due to equal amounts of the type of charge due to the protons in the nucleus, and the type of charge due to electrons.

Charged objects noticeably exert forces on each other when there is some distance between them. Since the 19th century, we have come to describe this behaviour in terms of electric fields. The idea is that one charged object generates a field that pervades the space around it; this field, in turn, acts on the second object.

### 2.2 Coulomb's Law

Late in the 18th century, Coulomb used a torsion balance to show that two small charged spheres exert a force on each other that is proportional to the inverse square of the distance between the centres of the spheres, and acts along the line joining the centres (Shamos, 1987a). He also showed that, as a consequence of this inverse square law, all charge on a conductor must reside on the surface. Moreover, by the shell theorem (Wikipedia, 2011) the forces between two perfectly spherical hollow shells are exactly as if all the charge were concentrated at the centre of each sphere. This situation is very closely approximated by two spherical insulators charged by friction, the deviation arising from a very small polarisation effect.

Coulomb also was the first person to quantify charge. For example, having completed one measurement, he halved the charge on a sphere by bringing it in contact with an identical sphere. When returning the sphere to the torsion balance, he measured that the force between the spheres had halved (Arons, 1996). When he repeated this procedure with the other sphere in the balance, the force between the spheres became one-quarter of its original value.

In modern notation, Coulomb thus found the law that bears his name: the electrostatic force $\vec{F}_{E}$ between two point-like objects a distance $r$ apart, with charge $Q$ and $q$ respectively, is given by

$$
\begin{equation*}
\vec{F}_{E}=\frac{1}{4 \pi \epsilon_{0}} \frac{Q q}{r^{2}} \hat{r} . \tag{1}
\end{equation*}
$$

In SI units, the constant of proportionality is given as $1 / 4 \pi \epsilon_{0}$ for convenience in calculations. The constant $\epsilon_{0}$ is called the permittivity of vacuum.
It is often useful to define the charge per unit length, called the linear charge density (symbol: $\lambda$ ); the charge per unit (surface) area, symbol: $\sigma$; and the charge per unit volume, symbol $\rho$.
We are now in a position to define the electric field $\vec{E}$ mathematically. The electric field is defined as the ratio of the force on an object and its charge. Hence, generally,

$$
\begin{equation*}
\vec{E} \equiv \frac{\vec{F}_{E}}{q} \tag{2}
\end{equation*}
$$

and for the field due to a point charge $Q$,

$$
\begin{equation*}
\vec{E}=\frac{1}{4 \pi \epsilon_{0}} \frac{Q}{r^{2}} \hat{r} . \tag{3}
\end{equation*}
$$

Finally, experiments show that Coulomb's Law obeys the superposition principle; that is to say, the force exerted between two point-like charged objects is unaffected by the presence or absence of other point-like charged objects, and the net electrostatic force on a point-like object is found by adding all individual electrostatic forces acting on it. Of course, macroscopic objects generally are affected by other charges, for example through polarization.

### 2.3 An infinite line charge



Fig. 1. Linear charges: (a) field due to a small segment of length $\mathrm{d} l$, (b) net field due to two symmetrically placed segments.

Imagine an infinitely long line of uniform linear charge density $\lambda$. Take a segment of length $\mathrm{d} z$, a horizontal distance $z$ from point $P$ which has a perpendicular distance $r$ to the line charge. By Coulomb's Law, the magnitude of the electric field at $P$ due this line segment is

$$
\begin{equation*}
\mathrm{d} E=\frac{\lambda \mathrm{d} z}{4 \pi \epsilon_{0}\left(r^{2}+z^{2}\right)} . \tag{4}
\end{equation*}
$$

A second segment of the same length $\mathrm{d} z$ a distance $z$ from $P$ (see Fig. 1b) gives rise to an electric field of the same magnitude, but pointing in a different direction. The $z$ components cancel, leaving only the $r$ component:

$$
\begin{equation*}
\mathrm{d} E_{r}=\frac{\lambda \mathrm{d} z \sin \phi}{4 \pi \epsilon_{0}\left(r^{2}+z^{2}\right)} . \tag{5}
\end{equation*}
$$

To find the net field at $P$, we add the contributions due to all line segments. This net field is thus an infinite sum, given by the integral

$$
\begin{equation*}
E=\frac{\lambda}{4 \pi \epsilon_{0}} \int_{-\infty}^{\infty} \frac{\mathrm{d} z \sin \phi}{r^{2}+z^{2}} . \tag{6}
\end{equation*}
$$

The integral in (6) contains two variables, $z$ and $\phi$; we must eliminate either. It can be seen from Fig. 1a that

$$
\begin{equation*}
\sin \phi=\frac{\mathrm{d} E_{r}}{\mathrm{~d} E}=\frac{r}{\left(r^{2}+z^{2}\right)^{1 / 2}}, \tag{7}
\end{equation*}
$$

which allows us to eliminate $\phi$, yielding

$$
\begin{equation*}
E=\frac{\lambda r}{4 \pi \epsilon_{0}} \int_{-\infty}^{\infty} \frac{\mathrm{d} z}{\left(r^{2}+z^{2}\right)^{3 / 2}} . \tag{8}
\end{equation*}
$$

The antiderivative is readily found manually, by online integrator, or from tables; the integration yields

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{\mathrm{d} z}{\left(r^{2}+z^{2}\right)^{3 / 2}}=\left.\frac{z}{r^{2}\left(r^{2}+z^{2}\right)^{1 / 2}}\right|_{-\infty} ^{\infty}=\frac{2}{r^{2}} . \tag{9}
\end{equation*}
$$

Hence, the electric field due to an infinity linear charge at a distance $r$ from the line charge is given by

$$
\begin{equation*}
E=\frac{\lambda}{2 \pi \epsilon_{0} r} . \tag{10}
\end{equation*}
$$

### 2.4 Electric field due to a uniformly charged hollow cylinder

Consider an infinitely long, infinitely thin hollow cylinder of radius $R$, with uniform surface charge density $\sigma$. A cross sectional view is given in Figure 2. What is the electric field at a point $P$, a distance $y_{0}$ from the centre of the cylinder axis? By analogy with the shell theorem,


Fig. 2. Uniformly charged hollow cylinder of radius $R$, with auxiliary variables defined.
one might expect that the answer is the same as if all the charge were placed at the central axis. For an infinite cylinder, this turns out to be true. Think of the hollow cylinder as a collection of infinitely many parallel infinitely long line charges arranged in a circular pattern. If the angular width of each line charge is $\mathrm{d} \phi$, then each has linear charge density $\sigma R \mathrm{~d} \phi$; by (10),
each gives rise to an electric field of magnitude

$$
\begin{equation*}
\mathrm{d} E=\frac{\sigma R \mathrm{~d} \phi}{2 \pi \epsilon_{0} r} \tag{11}
\end{equation*}
$$

along the direction $A P$ pointing away from the line charge, as shown in Figure 2.
The net field at any point $P$ follows from superposition. We use a righthanded Cartesian coordinate system where the positive $y$-axis points up and the positive $z$-axis points out of the page. When comparing the contributions from the right half of the cylinder to the electric field with those from the left half, it is clear by symmetry that the $y$-components are equal and add, while the $x$-components are equal and subtract to yield zero. Hence

$$
\begin{equation*}
E=2 \int_{-\pi / 2}^{\pi / 2} \mathrm{~d} E_{y}=\frac{\sigma R}{\pi \epsilon_{0}} \int_{-\pi / 2}^{\pi / 2} \frac{\cos \theta}{r} \mathrm{~d} \phi \tag{12}
\end{equation*}
$$

The integrand in (12) contains 3 variables, $r, \phi$, and $\theta$. We may write $r$ and $\cos \theta$ in terms of $\phi$ and constants:

$$
\left\{\begin{array}{l}
r=\sqrt{(R \cos \phi)^{2}+\left(R \sin \phi-y_{0}\right)^{2}}=\sqrt{R^{2}+y_{0}^{2}-2 R y_{0} \sin \phi} ;  \tag{13}\\
\cos \theta=\frac{y_{0}-R \sin \phi}{r}
\end{array}\right.
$$

hence

$$
\begin{equation*}
E=\frac{\sigma R}{\pi \epsilon_{0}} \int_{-\pi / 2}^{\pi / 2} \frac{y_{0}-R \sin \phi}{R^{2}+y_{0}^{2}-2 y_{0} R \sin \phi} \mathrm{~d} \phi . \tag{14}
\end{equation*}
$$

When entering the integral into the Mathematica online integrator (2011), the antiderivative is given as

$$
\frac{-\arctan \left(\frac{R \cos x / 2-y_{0} \sin x / 2}{y_{0} \cos x / 2-R \sin x / 2}\right)}{2 y_{0}}+\frac{\arctan \left(\frac{y_{0} \sin x / 2-R \cos x / 2}{y_{0} \cos x / 2-R \sin x / 2}\right)}{2 y_{0}}+\left.\frac{x}{2 y_{0}}\right|_{-\pi / 2} ^{\pi / 2},
$$

which is admittedly ugly, but not difficult to use. Since arctan is an odd function, the first two terms are identical, and the antiderivative simplifies to

$$
\left.\frac{1}{y_{0}}\left[\arctan \left(\frac{y_{0} \sin x / 2-R \cos x / 2}{y_{0} \cos x / 2-R \sin x / 2}\right)+\frac{x}{2}\right]\right|_{-\pi / 2} ^{\pi / 2}
$$

Substitution eventually yields that the value of the integral is $\pi / y_{0}$. Hence Equation (14) gives for the electric field $E$ outside the hollow cylinder:

$$
\begin{equation*}
E=\frac{\sigma R}{\pi \epsilon_{0}} \frac{\pi}{y_{0}}, \tag{15}
\end{equation*}
$$

which, defining $\lambda=\sigma \cdot 2 \pi R$, simplifies to

$$
\begin{equation*}
E=\frac{\lambda}{2 \pi \epsilon_{0} y_{0}}, \tag{16}
\end{equation*}
$$

as expected.

### 2.5 Electric field due to a uniformly charged cylinder

It follows from (16) that for any cylindrical charge distribution of radius $R$ that is a function of $r$ only, i.e., $\rho=\rho(r)$, the electric field for $r>R$ is given by

$$
\begin{equation*}
E=\frac{\lambda}{2 \pi \epsilon_{0} r}, \tag{17}
\end{equation*}
$$

where the linear charge density $\lambda$ is equal to the volume charge density $\rho$ integrated over the radial and polar coordinates.

## 3. Magnetic fields and current-carrying wires

### 3.1 Current

The flow of charge is called current. To be more precise, define a cross sectional area $A$ through which a charge $\mathrm{d} Q$ flows in a time interval $\mathrm{d} t$. The current $I$ through this area is defined as

$$
\begin{equation*}
I \equiv \frac{\mathrm{~d} Q}{\mathrm{~d} t} . \tag{18}
\end{equation*}
$$

It is often convenient to define a current density $J$, which is the current per unit cross sectional area $A$ :

$$
\begin{equation*}
J \equiv I / A \tag{19}
\end{equation*}
$$

A steady current flowing through a homogeneous wire can be modeled as a linear charge density $\lambda$ moving at constant drift speed $v_{d}$. In that case, the total charge flowing through a cross sectional area in a time interval $\Delta t$ is given by $\lambda v_{d} \Delta t$, and

$$
\begin{equation*}
I=\lambda v_{d} . \tag{20}
\end{equation*}
$$

### 3.2 Magnetic field due to a linear current

In this chapter, we will only concern ourselves with magnetic effects due to straight current-carrying wires. Oersted found experimentally that a magnet (compass needle) gets deflected when placed near a current-carrying wire (Shamos, 1987b). As in electrostatics, we model this behaviour by invoking a field: the current in the wire creates a magnetic field $B$ that acts on the magnet.

In subsequent decades, experiments showed that moving charged objects are affected by magnetic fields. The magnetostatic force (so called because the source of the magnetic field is steady; it is also often called the Lorentz force) is proportional to the charge $q$, the speed $v$, the field $B$, and the sine of the angle $\phi$ between $v$ and $B$; it is also perpendicular to $v$ and $B$. In vector notation,

$$
\begin{equation*}
\vec{F}_{m}=q \vec{v} \times \vec{B} ; \tag{21}
\end{equation*}
$$

in scalar notation,

$$
\begin{equation*}
F_{m}=q v B \sin \phi . \tag{22}
\end{equation*}
$$

As a corollary, two parallel currents exert a magnetostatic force on each other, as the charges in each wire move in the magnetic field of the other wire.

Just as Coulomb was able to abstract from a charged sphere to a point charge, the effect of a current can be abstracted to a steady "point-current" of length $\mathrm{d} l$. (Note that a single moving point charge does not constitute a steady point-current.) In fact, there is a close analogy between the electric field due to a line of static charges and the magnetic field due to a line segment of moving charges - i.e., a steady linear current. The Biot-Savart law states that the magnetic field at a point $P$ due to a steady point current is given by

$$
\begin{equation*}
\mathrm{d} B=\frac{\mu_{0} I}{2 \pi} \frac{\mathrm{~d} z \sin \phi}{R^{2}}, \tag{23}
\end{equation*}
$$

where $\mu_{0}$ is a constant of proportionality called the permeability of vacuum, $I$ is the current, $\mathrm{d} z$ is the length of an infinitesimal line segment, $\phi$ is the angle between the wire and the line connecting the segment to point $P$, the length of which is $R$; see Figure 3. Maxwell (1865) showed that $\mu_{0}$ and $\epsilon_{0}$ are related; their product is equal to $1 / c^{2}$, where $c$ is the speed of light in vacuum.


Fig. 3. The Biot-Savart law: magnetic field due to a small segment carrying a current $I$. The direction of the magnetic field is out of the page.

The magnetostatic force at point $P$ due to an infinitely long straight current-carrying wire is then

$$
\begin{equation*}
B=\frac{\mu_{0} I}{2 \pi} \int_{-\infty}^{\infty} \frac{\mathrm{d} z \sin \phi}{r^{2}+z^{2}}, \tag{24}
\end{equation*}
$$

which has the exact same form as (6).
Because the current distribution must have radial symmetry, all conclusions reached from (6) can be applied here. Thus, the magnetic field due to a steady current $I$ in an infinitely long wire, hollow cylinder, or solid cylinder where the current density only depends on the distance from the centre of the wire, varies with the distance $r$ as

$$
\begin{equation*}
B=\frac{\mu_{0} I}{2 \pi r} \tag{25}
\end{equation*}
$$

outside the wire.

## 4. Special relativity

### 4.1 Relativity in Newtonian mechanics

Newton's laws of motion were long assumed to be valid for all inertial reference frames. In Newton's model, an observer in one reference frame measures the position $x$ of an object at
various times $t$. An observer in a second reference frame moves with speed $v$ relative to the first frame, with identical, synchronized clocks and metre sticks. Time intervals and lengths are assumed to be same for both observers.

The second observer sees the first observer move away at speed $v$. The distance between the two observers at a time $t^{\prime}$ is given by $v t^{\prime}$. Hence, the second observer can use the measurements of the first observer, provided the following changes are made:

$$
\begin{array}{r}
x^{\prime}=x-v t \\
t^{\prime}=t \tag{27}
\end{array}
$$

Equations (26) and (27) are known as a Galilean transformation. It is easy to see that if Newton's second law holds for one observer, it automatically holds for the other. For an object moving at speed $u$ we find that

$$
\begin{equation*}
u^{\prime} \equiv \frac{\mathrm{d} x^{\prime}}{\mathrm{d} t^{\prime}}=\frac{\mathrm{d} x^{\prime}}{\mathrm{d} t}=\frac{\mathrm{d} x}{\mathrm{~d} t}-v=u-v \tag{28}
\end{equation*}
$$

so we get

$$
\begin{equation*}
a^{\prime}=\frac{\mathrm{d}^{2} x^{\prime}}{\mathrm{d} t^{\prime 2}}=\frac{\mathrm{d}^{2} x^{\prime}}{\mathrm{d} t^{2}}=\frac{\mathrm{d}^{2} x}{\mathrm{~d} t^{2}}=a \tag{29}
\end{equation*}
$$

Hence, in both reference frames, the accelerations are the same, and hence the forces are the same, too.

### 4.2 The wave equation in two inertial reference frames

A problem occurs when we consider light waves. The transformation (28) implies that, in a rest frame travelling at the speed of light $c$ with respect to an emitter, light would be at rest it is not clear how that could be.

To put this problem on a firmer mathematical footing, we derive the general linear transformation of the wave equation; we then substitute in the Galilean transformation. For an electromagnetic wave, the electric field $E$ satisfies, in one reference frame,

$$
\begin{equation*}
\frac{\partial^{2} E}{\partial x^{2}}-\frac{1}{c^{2}} \frac{\partial^{2} E}{\partial t^{2}}=0 \tag{30}
\end{equation*}
$$

We can express the derivative with respect to $x$ in terms of variables used in another reference frame, $x^{\prime}$ and $t^{\prime}$, by using the chain rule:

$$
\begin{equation*}
\frac{\partial E}{\partial x}=\frac{\partial E}{\partial x^{\prime}} \frac{\partial x^{\prime}}{\partial x}+\frac{\partial E}{\partial t^{\prime}} \frac{\partial t^{\prime}}{\partial x} . \tag{31}
\end{equation*}
$$

The second derivative contains five terms:

$$
\begin{equation*}
\frac{\partial^{2} E}{\partial x^{2}}=\frac{\partial^{2} E}{\partial x^{\prime 2}}\left(\frac{\partial x^{\prime}}{\partial x}\right)^{2}+2 \frac{\partial^{2} E}{\partial x^{\prime} \partial t^{\prime}} \frac{\partial x^{\prime}}{\partial x} \frac{\partial t^{\prime}}{\partial x}+\frac{\partial^{2} x^{\prime}}{\partial x^{2}} \frac{\partial E}{\partial x^{\prime}}+\frac{\partial^{2} E}{\partial t^{\prime 2}}\left(\frac{\partial t^{\prime}}{\partial x}\right)^{2}+\frac{\partial^{2} t^{\prime}}{\partial x^{2}} \frac{\partial E}{\partial t^{\prime}} . \tag{32}
\end{equation*}
$$

For linear transformations, the third and fifth terms are zero. Hence we obtain:

$$
\begin{equation*}
\frac{\partial^{2} E}{\partial x^{2}}=\frac{\partial^{2} E}{\partial x^{\prime 2}}\left(\frac{\partial x^{\prime}}{\partial x}\right)^{2}+2 \frac{\partial^{2} E}{\partial x^{\prime} \partial t^{\prime}} \frac{\partial x^{\prime}}{\partial x} \frac{\partial t^{\prime}}{\partial x}+\frac{\partial^{2} E}{\partial t^{\prime 2}}\left(\frac{\partial t^{\prime}}{\partial x}\right)^{2} \tag{33}
\end{equation*}
$$

The second derivative with respect to time is, likewise:

$$
\begin{equation*}
\frac{\partial^{2} E}{\partial t^{2}}=\frac{\partial^{2} E}{\partial x^{\prime 2}}\left(\frac{\partial x^{\prime}}{\partial t}\right)^{2}+2 \frac{\partial^{2} E}{\partial x^{\prime} \partial t^{\prime}} \frac{\partial x^{\prime}}{\partial t} \frac{\partial t^{\prime}}{\partial t}+\frac{\partial^{2} E}{\partial t^{\prime 2}}\left(\frac{\partial t^{\prime}}{\partial t}\right)^{2} \tag{34}
\end{equation*}
$$

Substituting all this back into the wave equation, and grouping judiciously, we obtain

$$
\begin{equation*}
\frac{\partial^{2} E}{\partial x^{\prime 2}}\left[\left(\frac{\partial x^{\prime}}{\partial x}\right)^{2}-\frac{1}{c^{2}}\left(\frac{\partial x^{\prime}}{\partial t}\right)^{2}\right]-\frac{1}{c^{2}} \frac{\partial^{2} E}{\partial t^{\prime 2}}\left[\left(\frac{\partial t^{\prime}}{\partial t}\right)^{2}-c^{2}\left(\frac{\partial t^{\prime}}{\partial x}\right)^{2}\right]=2 \frac{\partial^{2} E}{\partial x^{\prime} \partial t^{\prime}}\left[\frac{1}{c^{2}} \frac{\partial x^{\prime}}{\partial t} \frac{\partial t^{\prime}}{\partial t}-\frac{\partial x^{\prime}}{\partial x} \frac{\partial t^{\prime}}{\partial x}\right] \tag{35}
\end{equation*}
$$

To retain the wave equation (30), it is clear that the right-hand side of this equation must be zero while the terms in square brackets on the left-hand side must be equal. This is not true for the Galilean transformation, since we obtain:

$$
\begin{equation*}
\frac{\partial^{2} E}{\partial x^{\prime 2}}\left(1-\frac{v^{2}}{c^{2}}\right)-\frac{1}{c^{2}} \frac{\partial^{2} E}{\partial t^{\prime 2}}=-\frac{2 v}{c^{2}} \frac{\partial^{2} E}{\partial x^{\prime} \partial t^{\prime}} \tag{36}
\end{equation*}
$$

### 4.3 Principles of special relativity

Einstein's theory of special relativity resolved the problem. In special relativity, velocities measured in two different reference frames can no longer be added as Newton did, because one observer disagrees with the time intervals and lengths measured by the other observer. As a result, the wave equation has the same form to all inertial observers, with the same value for the speed of light, c. Newton's laws of motion are modified in such a way that in all situations they were originally developed for (e.g., uncharged objects moving at speeds much smaller than the speed of light), the differences are so small as to be practically immeasurable. However, when we look at currents it turns out that these very small differences do matter in everyday situations.

In special relativity, all inertial frames are equivalent - meaning that all laws of physics are the same, as they are in Galilean relativity. However, rather than postulating that time and space are the same ("invariant") for all inertial observers, it is postulated that the speed of light $c$ is invariant: it is measured to be the same in all reference frames by all inertial observers. As a consequence, measurements of time and space made in one reference frame that is moving with respect to another are different - even though the measurements may be made in the exact same way as seen from within each reference system. Seen from one reference system, a clock travelling at constant speed appears to be ticking more slowly, and appears contracted in the direction of motion. Also, if there is more than one clock at different locations, the clocks can only be synchronized according to one observer, but not simultaneously to another observer in a different reference frame.
These ideas can be investigated with an imaginary device - a light clock. Because both observers agree that light travels at speed $c$ in both reference frames, this allows us to compare
measurements in the two reference frames. Both observers agree that their own light clock consists of two mirrors mounted on a ruler a distance $l_{0}$ apart, and that it takes a light pulse a time interval $\Delta t_{0}$ for a round trip. Both observers agree that $l_{0}$ and $\Delta t_{0}$ are related by

$$
\begin{equation*}
l_{0}=c \cdot \frac{1}{2} \Delta t_{0}, \tag{37}
\end{equation*}
$$

and both agree that this is true irrespective of the orientation of the light clock.
However, when comparing each other's measurements, the observers are in for some surprises. As motion in one direction is independent from motion in an orthogonal direction, it makes sense to distinguish between lengths parallel and perpendicular to the relative motion of the two reference frames. A very useful sequence of looking at the light clock was given by Mermin (1989):

1. length perpendicular to motion
2. time intervals
3. length parallel to motion
4. synchronization of clocks

### 4.4 Lengths perpendicular to motion are unaffected

In the first thought experiments, each observer has a light clock. They are parallel to each other, and perpendicular to their relative motion (see Figure 4a). We can imagine that a piece of chalk is attached to each end of each clock, so that when the two clocks overlap, each makes a mark on the other.

We arrive at a result by reductio ad absurdum. Say that observer 1 sees clock 2 contract (but his own does not, of course - the observed contraction would be due purely to relative motion). Both observers would agree on the marks made by the pieces of chalk on clock 2 - they are inside the ends of clock 1. They would also both agree that the ends of clock 1 do not mark clock 2. Special relativity demands that the laws of physics are the same for both observers: so observer 2 must see clock 1 shrink by the same factor, clock 2 retains the same length; and hence the chalk marks on clock 2 are inside the ends, while there are no marks on clock 1. Thus, we arrive at a contradiction. Assuming one observer sees the other's clocks expand lead to the same conundrum. The only possible conclusion: both observers agree that both clocks have length $l_{0}$ in both frames.

### 4.5 Time intervals: moving clocks run more slowly

In the same set-up, observer 1 sees the light pulse in his clock move vertically, while the light pulse in clock 2 moves diagonally (see Figure 4a). Observer 1 uses his measurements only, plus the information that clock 2 has length $l_{0}$ and that the light pulse of clock 2 moves at speed $c$, also as measured by observer 1 . Observer 1 measures that a pulse in clock 2 goes from the bottom mirror to the top and back again in an interval $\Delta t$, which must be greater than $\Delta t_{0}$, as the light bouncing between the mirrors travels further at the same speed. Thus, as seen by observer 1 , clock 2 takes longer to complete a tick, and runs slow; clock 1 has already started a second cycle when clock 2 completes its first.


Fig. 4. A light clock in frame 2 as measured by observer 1, when the light clock is (a) perpendicular and (b) parallel to the relative motion of the two frames at speed $v$. The dot indicates a photon travelling at speed $c$ in the direction indicated by the arrow. Other variables are defined in the text.

This reasoning can be quantified using Pythagoras' Theorem. Observer 1 sees that

$$
\begin{equation*}
\left(c \cdot \frac{1}{2} \Delta t\right)^{2}-\left(v \cdot \frac{1}{2} \Delta t\right)^{2}=l_{0}^{2} \tag{38}
\end{equation*}
$$

The time interval $\Delta t$ can be related to the time on clock $1, \Delta t$, because $l_{0}=c \cdot \frac{1}{2} \Delta t_{0}$; hence

$$
\begin{equation*}
\Delta t^{2}\left(1-\frac{v^{2}}{c^{2}}\right)=\Delta t_{0}^{2} \tag{39}
\end{equation*}
$$

Now, defining

$$
\begin{equation*}
\gamma \equiv \frac{1}{\sqrt{1-\frac{v^{2}}{c^{2}}}} \tag{40}
\end{equation*}
$$

substituting, taking the square root and dividing by $\gamma$, we conclude that

$$
\begin{equation*}
\Delta t=\gamma \Delta t_{0} \tag{41}
\end{equation*}
$$

Since all processes in frame 2 are in sync with clock 2 , observer 1 sees all processes in frame 2 run slower than those in frame 1 by a factor $\gamma$. Conversely, to observer 2 , everything is normal in frame 2; but observer 2 sees all processes in frame 1 run slow by the same factor $\gamma$.

### 4.6 Lengths parallel to relative motion are contracted

Now both observers turn their clocks through 90 degrees, so the light travels parallel to their relative motion, as shown in Figure 4b. Within their own reference frames, the clocks still run
at the same rate; hence each observer sees the other's clock run slow by a factor $\gamma$ as before.
However, to observer 1, after the light pulse leaves the left mirror of clock 2, that whole clock travels to the right. The pulse thus travels by a distance $l+v \cdot \Delta t_{L R}$ at speed $c$ during a time interval $\Delta t_{L R}$ before it hits the right mirror, where $l$ is the length of the clock as measured by observer 1. Hence

$$
\begin{equation*}
l+v \cdot \Delta t_{L R}=c \cdot \Delta t_{L R} \tag{42}
\end{equation*}
$$

Similarly, after the pulse reflects it travels a distance $l-v \cdot \Delta t_{R L}$ before it hits the left mirror again. Observer 1 finds for the total time $\Delta t$

$$
\begin{equation*}
\Delta t=\Delta t_{L R}+\Delta t_{R L}=\frac{l}{c-v}+\frac{l}{c+v}=\frac{2 l}{c} \cdot \frac{1}{1-\frac{v^{2}}{c^{2}}}=\gamma^{2} \frac{2 l}{c} . \tag{43}
\end{equation*}
$$

The time interval $\Delta t$ can be linked to the time interval in frame $1, \Delta t_{0}$, by (41), which, in turn, is linked to the length in frame $1, \Delta l_{0}$, by (37). Straightforward substitution yields

$$
\begin{equation*}
l=\frac{l_{0}}{\gamma} . \tag{44}
\end{equation*}
$$

Thus, as measured by observer 1 , all lengths in frame 2 parallel to the motion are shorter than in frame 1 by a factor $\gamma$ (but both perpendicular lengths are the same). As seen by observer 2, everything is normal in frame 2, but all parallel lengths in frame 1 are contracted by the same factor $\gamma$. When the two observers investigate each other's metre sticks, they both agree on how many atoms there are in the each stick, but disagree on the spacing between them.

### 4.7 Synchronization of clocks is only possible in one frame at a time

As it stands, it is hard to see how the observations in both frames can be reconciled. How can both observers see the other clocks run slowly, and the other's lengths contracted? The answer lies in synchronization. Without going into much detail, we outline some key points here.

Measuring the length of an object requires, in principle, the determination of two locations (the ends of the object) at the same time. However, when two clocks are synchronized in frame 1 according to observer 1 , they are not according to observer 2 . As the frames move with respect to each other, observer 2 concludes that observer 1 moved his ruler while determining the position of each end of the object. In the end, each observer can explain all measurements in a consistent fashion. For an accessible yet rigorous in-depth discussion see Mermin (1989). The end result is the transformation laws

$$
\begin{array}{r}
x^{\prime}=\gamma(x-v t) \\
t^{\prime}=\gamma\left(t-v x / c^{2}\right) \tag{46}
\end{array}
$$

### 4.8 Transformation of forces and invariance of the wave equation in special relativity

Substituting the transformations of special relativity into the wave equation (35) shows that the wave equation has the same form in both frames: the two factors in square brackets are equal to 1 , and the right hand side is equal to zero.

However, Newton's Second Law does not transform in special relativity. In the situations under discussion in Section 5.1, all forces are perpendicular to the relative speed $v$. In that case, a force of magnitude $F_{0}$ in the rest frame is measured by an observer in a moving frame to have magnitude $F$ given by

$$
\begin{equation*}
F=F_{0} / \gamma . \tag{47}
\end{equation*}
$$

An operational definition for a transverse force is given by Martins (1982). For the sake of completeness we note that a parallel force transforms as $F=F_{0} / \gamma^{3}$.

## 5. Electric fields, magnetic fields, and special relativity

The considerations of the three previous sections can be brought together quite neatly. We model a current-carrying wire as a rigid lattice of ions, and a fluid of electrons that are free to move through the lattice. In the reference frame of the ions, then, the electrons move with a certain drift speed, $v_{d}$. But, by the same token, in the frame of the electrons, the ions move with a speed $v_{d}$.

We will consider four cases:

1. An infinitely thin current-carrying wire;
2. A current-carrying wire of finite width;
3. An charged object moving parallel to a current-carrying wire at speed $v_{d}$;
4. Two parallel current-carrying wires.

### 5.1 Length contraction in a current carrying wire

Experimental evidence shows that a stationary charge is not affected by the presence of a current-carrying wire. This absence of a net electrostatic force implies that the ion and electron charge densities in a current-carrying wire must have the same magnitude. This statement is more problematic than it may seem at first glance.

Consider the case of zero current. Call the linear charge density of the ions $\lambda_{0}$. By charge neutrality, the linear charge density of the electrons must be equal to $-\lambda_{0}$. Now let the electrons move at drift speed $v_{d}$ relative to the ions, causing a current $I$. Experimentally, both linear charge densities remain unchanged, since a stationary charged object placed near the wire does not experience a net force. So, as seen in the ion frame, the linear electron charge density is given by:

$$
\begin{equation*}
\lambda_{-}=-\lambda_{0} . \tag{48}
\end{equation*}
$$

In the electron frame, the linear charge density of the electrons must be

$$
\begin{equation*}
\lambda_{-}^{\prime}=-\lambda_{0} / \gamma \tag{49}
\end{equation*}
$$

so that

$$
\begin{equation*}
\lambda_{-}=\gamma \lambda_{-}^{\prime}=\gamma \cdot\left(-\lambda_{0} / \gamma\right)=-\lambda_{0} . \tag{50}
\end{equation*}
$$

Moreover, in the electron frame, the ions are moving, and hence their linear charge density is

$$
\begin{equation*}
\lambda_{+}^{\prime}=\gamma \lambda_{0} . \tag{51}
\end{equation*}
$$

The net charge density in the electron frame, $\lambda^{\prime}$, is then given by

$$
\begin{equation*}
\lambda^{\prime}=\lambda_{+}^{\prime}+\lambda_{-}^{\prime}=\gamma \lambda_{0}-\lambda_{0} / \gamma=\lambda_{0} \gamma\left(1-1 / \gamma^{2}\right)=\lambda_{0} \gamma v_{d}^{2} / c^{2} . \tag{52}
\end{equation*}
$$

Thus, in the electron frame, the wire is charged. We cannot, however, simply assume that Coulomb's Law (6) holds; that law was obtained from experiments on stationary charges, while the ions are moving in the electron frame. In fact, the magnitude of the electric field $\mathrm{d} E$ due to a point charge $\lambda \mathrm{d} z$ moving at speed $v_{d}$ is given by (French, 1968; Purcell, 1984)

$$
\begin{equation*}
\mathrm{d} E=\frac{\lambda \mathrm{d} z\left(1-v_{d}^{2} / c^{2}\right)}{4 \pi \epsilon_{0}\left(r^{2}+z^{2}\right)\left(1-\frac{v_{d}^{2}}{c^{2}} \frac{r^{2}}{r^{2}+z^{2}}\right)}, \tag{53}
\end{equation*}
$$

using the notation of Figure 1a. However, when we integrate the radial component of this electric field, we do obtain the same result; switching to primed coordinates to denote the electron frame,

$$
\begin{equation*}
E^{\prime}=\frac{\lambda^{\prime}}{2 \pi \epsilon_{0} r^{\prime}}=\frac{\lambda_{0} \gamma v_{d}^{2}}{2 \pi \epsilon_{0} r} . \tag{54}
\end{equation*}
$$

We have used the fact that lengths perpendicular to motion do not contract; hence $r=r^{\prime}$.

### 5.2 Current and charge distribution within a wire

Now consider a wire of finite radius, $R$. We can model this as an infinite number of parallel infinitely thin wires placed in a circle. Assume that each wire starts out as discussed above.

As seen in the ion frame, there are many electron currents in the same direction; each current will set up a magnetostatic field, the net effect of which will be an attraction towards the centre. However, once the electrons start to migrate towards the centre, a net negative charge is created in the centre of the wire; equilibrium is established when the two cancel (Gabuzda, 1993; Matzek \& Russell, 1968).

As seen in the electron frame, there is a current of positive ions, but since the ion frame is assumed perfectly rigid, no redistribution of charge occurs as a result. However, due to length contraction there is also a net positive charge density, which will attract the electrons towards the centre of the wire (Gabuzda, 1993). This must occur in such a way that the net electric field is zero; this, in turn, can only happen if the net volume charge density is zero. Consequently, the linear electron density is distorted: within a radius $a$, a uniform electron volume charge density is established that is equal to the ion volume charge density; between $a$ and $R$, the electron density is zero.

The magnitude of this effect can be calculated easily. The uniform ion volume charge density is given by

$$
\begin{equation*}
\rho_{+}^{\prime}=\frac{\lambda_{+}^{\prime}}{\pi R^{2}}=\frac{\gamma \lambda_{0}}{\pi R^{2}} \tag{55}
\end{equation*}
$$

this must be equal to (minus) the uniform electron volume density over a radius $a$. Hence we obtain

$$
\begin{equation*}
\rho_{-}^{\prime}=\frac{\lambda_{-}^{\prime}}{\pi a^{2}}=-\frac{\lambda_{0}}{\gamma \pi a^{2}} . \tag{56}
\end{equation*}
$$

Combining the two yields

$$
\begin{equation*}
a=R / \gamma \tag{57}
\end{equation*}
$$

Thus, the wire is electrically neutral between 0 and $R / \gamma$, and has a positive volume charge density given by (55) between $R / \gamma$ and $R$. Because in practice the outer shell is very thin, it can be approximated as a surface density:

$$
\begin{equation*}
\sigma^{\prime}=\rho_{+}^{\prime} \cdot 2 \pi R=2 \gamma \lambda_{0} / R \tag{58}
\end{equation*}
$$

As we have seen, lengths perpendicular to the motion do not change. Hence in the ion frame the electrons comprise a uniform line of electrons moving at speed $v_{d}$; in other words, there is a "self-pinched" uniform current density given by

$$
\begin{equation*}
J=\frac{I}{\pi a^{2}}=\frac{\gamma^{2} I}{\pi R^{2}} \tag{59}
\end{equation*}
$$

between 0 and $R / \gamma$, and zero current density between $R / \gamma$ and $R$.
Figure 5 shows some relevant current and volume charge densities in both reference frames. Note that, by the considerations of Section 2.4 , for $r>R$ we may treat the wire as if all current and charge were located on the central axis of the wire.


Fig. 5. Current and charge densities in a current-carrying wire. $\gamma=1 / \sqrt{1-v_{d}^{2} / c^{2}}$, where $v_{d}$ is the relative speed of the ions and electrons, and $\lambda_{0}$ is the linear ion density as seen in the ion frame.

### 5.3 A charged object near a current carrying wire

We have established that in the ion frame, a current-carrying wire does not exert an electrostatic force; but in the electron frame, it does. There is nothing wrong with this, but we
must make sure that the effect on charges near the wire is the same in both frames; otherwise, the principle of relativity would be violated.

First, consider a point-like object of charge $q$ stationary in the ion frame. There is no electrostatic force on the object, since there is no net charge; nor is there a magnetostatic force, because the speed of the object is zero. In the electron frame, the electrostatic force $F_{e}^{\prime}$ is given by

$$
\begin{equation*}
F_{e}^{\prime}=q E^{\prime}=\frac{q \lambda_{0} \gamma v_{d}^{2}}{2 \pi \epsilon_{0} c^{2} r^{\prime}} . \tag{60}
\end{equation*}
$$

There is also a magnetostatic force, $F_{m}^{\prime}$, as in the electron frame the object is moving with speed $v_{d}$ parallel to a current of positive ions; hence

$$
\begin{equation*}
F_{m}^{\prime}=q v_{d} B^{\prime}=\frac{q v_{d} \mu_{0} I}{2 \pi r^{\prime}} . \tag{61}
\end{equation*}
$$

The two forces are readily shown to be equal, as $I=\lambda_{+}^{\prime} v_{d}=\gamma \lambda_{0} v_{d}$ and $\mu_{0}=1 / \epsilon_{0} c^{2}$. The forces cancel, because a current of positive ions attracts a positively charged object while the positive charge density repels it.

As a second case, a point-like object of charge $q$, moving parallel to a current carrying wire at speed $v_{d}$ in the ion frame, experiences a purely magnetostatic force due to the electrons in the wire, given by:

$$
\begin{equation*}
F=q v_{d} B=\frac{q v_{d} \mu_{0} I}{2 \pi r}=\frac{q v_{d}^{2} \lambda_{0}}{2 \pi \epsilon_{0} c^{2} r}, \tag{62}
\end{equation*}
$$

since $I=\lambda_{-} v_{d}=\lambda_{0} v_{d}$. In the electron frame, the speed of $q$ is zero so the force is purely electrostatic:

$$
\begin{equation*}
F^{\prime}=q E^{\prime}=\frac{q \lambda^{\prime}}{2 \pi \epsilon_{0} r}=\frac{\gamma q v_{d}^{2} \lambda_{0}}{2 \pi \epsilon_{0} c^{2} r} . \tag{63}
\end{equation*}
$$

The electron frame is the rest frame for $q$; hence (47) becomes

$$
\begin{equation*}
F=F^{\prime} / \gamma, \tag{64}
\end{equation*}
$$

which is obviously satisfied. Hence, what appears as a purely magnetostatic force in the ion frame appears as a purely electrostatic force in the electron frame.

In the general case, where a point-like object of charge $q$ is moving at any speed $v$ (say, in the ion frame), the ions and electrons are contracted by different factors, but always in such a way that the resulting net electrostatic force is balanced by the net magnetostatic force between the charge $q$ and both on and electron currents. This case is discussed in detail by Gabuzda (1987).

### 5.4 Two parallel wires

As a final case, consider two parallel wires, each carrying a current $I$. When considering the effect of wire 1 on wire 2 , we must consider the electrons and ions in wire 2 separately, as they have no common rest frame (Redžić, 2010). We cannot reify one segment of length $l$ in one frame and transform it as a whole, even though coincidentally the same formulae can be obtained (van Kampen, 2008; 2010).

One convenient way of looking at the problem is by considering a segment of wire 2 of length $l$, as measured in the ion frame. This consists of a segment of ions of length $l / \gamma$ as seen in the electron frame, and a segment of electrons of length $\gamma l$ as seen in the electron frame. The transformation leaves the total charge unaltered: it is $\lambda_{0} l$.

In the ion frame, we can find the total force on the ion segment by dividing it up into point-like segments of charge density $\lambda_{0}$, and integrating over the entire length $l$. An identical procedure holds for the electrons. In the electron frame, we integrate ion segments of charge density $\gamma \lambda_{0}$ over a length $l / \gamma$, and electron segments of charge density $\lambda_{0} / \gamma$ over a length $\gamma l$. The net result is that all expressions found in the previous paragraph hold, if we replace $q$ with $\lambda_{0} l$ :

$$
\begin{array}{r}
F_{e+}=F_{m+}=F_{e-}=F_{m-}^{\prime}=0 \\
F_{e+}^{\prime}=F_{e-}^{\prime}=F_{m+}^{\prime}=\frac{\gamma \lambda_{0}^{2} v_{d}^{2} l}{2 \pi \epsilon_{0} c^{2} r} \\
F_{m-}=\frac{\lambda_{0}^{2} v_{d}^{2} l}{2 \pi \epsilon_{0} c^{2} r} \tag{6}
\end{array}
$$

## 6. Conclusion

In this chapter, we have outlined how electrostatics, magnetostatics and special relativity give consistent results for a few cases involving infinitely long current carrying wires. We have used an online integrator to obtain expression for the electrostatic field due to a hollow uniformly charged cylinder, and derived expressions for a solid uniformly charged cylinder and current-carrying wires from it. We have also derived expressions for self-pinching in a current-carrying wire, by a factor $\gamma$, and the creation of a surface charge density.
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# Reformulation of Electromagnetism with Differential Forms 

Masao Kitano<br>Department of Electronic Science and Engineering,<br>Kyoto University,<br>Japan

## 1. Introduction

Classical electromagnetism is a well-established discipline. However, there remains some confusions and misunderstandings with respect to its basic structures and interpretations. For example, there is a long-lasting controversy on the choice of unit systems. There are also the intricate disputes over the so-called EH or EB formulations. In some textbooks, the authors respect the fields $\boldsymbol{E}$ and $\boldsymbol{B}$ as fundamental quantities and understate $\boldsymbol{D}$ and $\boldsymbol{H}$ as auxiliary quantities. Sometimes the roles of $\boldsymbol{D}$ and $\boldsymbol{H}$ in a vacuum are totally neglected.

These confusions mainly come from the conventional formalism of electromagnetism and also from the use of the old unit systems, in which distinction between $E$ and $\boldsymbol{D}$, or $\boldsymbol{B}$ and $H$ is blurred, especially in vacuum. The standard scalar-vector formalism, mainly due to Heaviside, greatly simplifies the electromagnetic (EM) theory compared with the original formalism developed by Maxwell. There, the field quantities are classified according to the number of components: vectors with three components and scalars with single component. But this classification is rather superficial. From a modern mathematical point of view, the field quantities must be classified according to the tensorial order. The field quantities $D$ and $\boldsymbol{B}$ are the 2 nd-order tensors (or 2 forms), while $\boldsymbol{E}$ and $\boldsymbol{H}$ are the 1 st-order tensors ( 1 forms). (The anti-symmetric tensors of order $n$ are called $n$-forms.)

The constitutive relations are usually considered as simple proportional relations between $E$ and $\boldsymbol{D}$, and between $\boldsymbol{B}$ and $\boldsymbol{H}$. But in terms of differential forms, they associate the conversion of tensorial order, which is known as the Hodge dual operation. In spite of the simple appearance, the constitutive relations, even for the case of vacuum, are the non-trivial part of the EM theory. By introducing relativistic field variables and the vacuum impedance, the constitutive relation can be unified into a single equation.

The EM theory has the symmetry with respect to the space inversion, therefore, each field quantity has a definite parity, even or odd. In the conventional scalar-vector notation, the parity is assigned rather by hand not from the first principle: the odd vectors $E$ and $\boldsymbol{D}$ are named the polar vectors and the even vectors $\boldsymbol{B}$ and $\boldsymbol{H}$ are named the axial vectors. With respect to differential forms, the parity is determined by the tensorial order and the pseudoness (twisted or untwisted). The pseudoness is flipped under the Hodge dual operation. The way of parity assignment in the framework of differential forms is quite natural in geometrical point of view.

It is well understood that the Maxwell equations can be formulated more naturally in the four dimensional spatio-temporal (Minkowski) space. However, the conventional expression with tensor components (with superscripts or subscripts) is somewhat abstract and hard to read out its geometrical or physical meaning. Here it will be shown that the four-dimensional differential forms are the most suitable method for expressing the structure of the EM theory. We introduce two fundamental, relativistic 2 -forms, which are related by the four-dimensional Hodge's dual operation and the vacuum impedance.

In this book chapter, we reformulate the EM theory with the differential forms by taking care of physical perspective, the unit systems (physical dimensions), and geometric aspects, and thereby provide a unified and clear view of the solid and beautiful theory.

Here we introduce notation for dimensional consideration. When the ratio of two quantities $X$ and $Y$ is dimensionless (just a pure number), we write $X \stackrel{\text { SI }}{\sim} Y$ and read " $X$ and $Y$ are dimensionally equivalent (in SI)." For example, we have $c_{0} t \stackrel{\text { si }}{\sim} x$. If a quantity $X$ can be measured in a unit $u$, we can write $X \stackrel{\text { SI }}{\sim} \mathrm{u}$. For example, for $d=2.5 \mathrm{~m}$ we can write $d \stackrel{\text { SI }}{\sim} \mathrm{m}$.

## 2. The vacuum impedance as a fundamental constant

The vacuum impedance was first introduced explicitly in late 1930's (Schelkunoff (1938)) in the study of EM wave propagation. It is defined as the amplitude ratio of the electric and magnetic fields of plane waves in vacuum, $Z_{0}=E / H$, which has the dimension of electrical resistance.

It is also called the characteristic impedance of vacuum or the wave resistance of vacuum. Due to the historical reasons, it has been recognized as a special parameter for engineers rather than a universal physical constant. Compared with the famous formula (Maxwell (1865)) representing the velocity of light $c_{0}$ in terms of the vacuum permittivity $\varepsilon_{0}$ and the vacuum permeability $\mu_{0}$,

$$
\begin{equation*}
c_{0}=\frac{1}{\sqrt{\mu_{0} \varepsilon_{0}}} \tag{1}
\end{equation*}
$$

the expression for the vacuum impedance

$$
\begin{equation*}
Z_{0}=\sqrt{\frac{\mu_{0}}{\varepsilon_{0}}} \tag{2}
\end{equation*}
$$

is used far less often. In fact the term is rarely found in index pages of textbooks on electromagnetism.

As we will see, the pair of constants $\left(c_{0}, Z_{0}\right)$ can be conveniently used in stead of the pair $\left(\varepsilon_{0}, \mu_{0}\right)$ for many cases. However, conventionally the asymmetric pairs $\left(c_{0}, \mu_{0}\right)$ or $\left(c_{0}, \varepsilon_{0}\right)$ are often used and SI equations become less memorable.

In this section, we reexamine the structure of electromagnetism in view of the SI system (The International System of Units) and find that $Z_{0}$ plays very important roles as a universal constant.

Recent development of new type of media called metamaterials demands the reconsideration of wave impedance. In metamaterials (Pendry \& Smith (2004)), both permittivity $\varepsilon$ and
permeability $\mu$ can be varied from values for vacuum and thereby the phase velocity $v_{\mathrm{ph}}=$ $1 / \sqrt{\varepsilon \mu}$ and the wave impedance $Z=\sqrt{\mu / \epsilon}$ can be adjusted independently. With the control of wave impedance the reflection at the interfaces of media can be reduced or suppressed.

### 2.1 Roles of the vacuum impedance

In this section, we show some examples for which $Z_{0}$ plays important roles (Kitano (2009)). The impedance (resistance) is a physical quantity by which voltage and current are related. In the SI system, the unit for voltage is $\mathrm{V}(=\mathrm{J} / \mathrm{C})$ (volt) and the unit for current is $\mathrm{A}(=$ $\mathrm{C} / \mathrm{s}$ ) (ampere). We should note that the latter is proportional to and the former is inversely proportional to the unit of charge, C (coulomb). Basic quantities in electromagnetism can be classified into two categories as

$$
\begin{array}{llllll}
\phi, & A, & E & B & & \text { Force quantities }
\end{array} \propto \mathrm{V}, ~ 子
$$

The quantities in the former categories contain V in their units and are related to electromagnetic forces. On the other hand, the quantities in the latter contain A and are related to electromagnetic sources. The vacuum impedance $Z_{0}$ (or the vacuum admittance $Y_{0}=1 / Z_{0}$ ) plays the role to connect the quantities of the two categories.

### 2.1.1 Constitutive relation

The constitutive relations for vacuum, $\boldsymbol{D}=\varepsilon_{0} \boldsymbol{E}$ and $\boldsymbol{H}=\mu_{0}^{-1} \boldsymbol{B}$, can be simplified by using the relativistic pairs of variables as

$$
\left[\begin{array}{c}
\boldsymbol{E}  \tag{4}\\
c_{0} \boldsymbol{B}
\end{array}\right]=Z_{0}\left[\begin{array}{c}
c_{0} \boldsymbol{D} \\
\boldsymbol{H}
\end{array}\right] .
$$

The electric relation and magnetic relation are united under the sole parameter $Z_{0}$.

### 2.1.2 Source-field relation

We know that the scalar potential $\Delta \phi$ induced by a charge $\Delta q=\varrho \Delta v$ is

$$
\begin{equation*}
\Delta \phi=\frac{1}{4 \pi \varepsilon_{0}} \frac{\varrho \Delta v}{r}, \tag{5}
\end{equation*}
$$

where $r$ is the distance between the source and the point of observation. The charge is presented as a product of charge density $\varrho$ and a small volume $\Delta v$. Similarly a current moment (current times length) $J \Delta v$ generates the vector potential

$$
\begin{equation*}
\Delta A=\frac{\mu_{0}}{4 \pi} \frac{J \Delta v}{r} . \tag{6}
\end{equation*}
$$

The relations (5) and (6) are unified as

$$
\Delta\left[\begin{array}{c}
\phi  \tag{7}\\
c_{0} A
\end{array}\right]=\frac{Z_{0}}{4 \pi r}\left[\begin{array}{c}
c_{0} \varrho \\
J
\end{array}\right] \Delta v .
$$

We see that the vacuum impedance $Z_{0}$ plays the role to relate the source $\left(J, c_{0} \varrho\right) \Delta v$ and the resultant fields $\Delta\left(\phi, c_{0} A\right)$ in a unified manner.

### 2.1.3 Plane waves

We know that for linearly polarized plane waves propagating in one direction in vacuum, a simple relation $E=c_{0} B$ holds. If we introduce $H\left(=\mu_{0}^{-1} B\right)$ instead of $B$, we have $E=Z_{0} H$. This relation was introduced by Schelkunoff (Schelkunoff (1938)). The reason why $H$ is used instead of $B$ is as follows. A dispersive medium is characterized by its permittivity $\varepsilon$ and and permeability $\mu$. The monochromatic plane wave solution satisfies $E=v B, H=v D$, and $E / H=B / D=Z$, where $v=1 / \sqrt{\varepsilon \mu}$ and $Z=\sqrt{\mu / \varepsilon}$. The boundary conditions for magnetic fields at the interface of media 1 and 2 are $H_{1 \mathrm{t}}=H_{2 \mathrm{t}}$ (tangential) and $B_{1 \mathrm{n}}=B_{2 \mathrm{n}}$ (normal). For the case of normal incidence, which is most important practically, the latter condition becomes trivial and cannot be used. Therefore the pair of $E$ and $H$ is used more conveniently. The energy flow is easily derived from $E$ and $H$ with the Poynting vector $S=\boldsymbol{E} \times \boldsymbol{H}$. In the problems of EM waves, the mixed use of the quantities ( $E$ and $H$ ) of the force and source quantities invites $Z_{0}$.

### 2.1.4 Magnetic monopole

Let us compare the force between electric charges $q(\stackrel{\text { si }}{\sim} \mathrm{As}=\mathrm{C})$ and that between magnetic monopoles $g(\stackrel{\text { sI }}{\sim} \mathrm{Vs}=\mathrm{Wb})$. If these forces are the same for equal distance, $r$, i.e., $q^{2} /\left(4 \pi \varepsilon_{0} r^{2}\right)=g^{2} /\left(4 \pi \mu_{0} r^{2}\right)$, we have the relation $g=Z_{0} q$. This means that a charge of 1 C corresponds to a magnetic charge of $\mathrm{Z}_{0} \times 1 \mathrm{C} \sim 377 \mathrm{~Wb}$.

With this relation in mind, the Dirac monopole $g_{0}$ (Sakurai (1993)), whose quantization condition is $g_{0} e=h$, can be beautifully expressed in terms of the elementary charge $e$ as

$$
\begin{equation*}
g_{0}=\frac{h}{e}=\frac{h}{Z_{0} e^{2}}\left(Z_{0} e\right)=\frac{Z_{0} e}{2 \alpha} \tag{8}
\end{equation*}
$$

where $h=2 \pi \hbar$ is Planck's constant. The dimensionless parameter $\alpha=Z_{0} e^{2} / 2 h=$ $e^{2} / 4 \pi \varepsilon_{0} \hbar c_{0} \sim 1 / 137$ is called the fine-structure constant, whose value is independent of unit systems and characterizes the strength of electromagnetic interaction.

### 2.1.5 The fine-structure constant

We have seen that the fine-structure constant itself can be represented more simply with the use of $Z_{0}$. Further, by introducing the von Klitzing constant (the quantized Hall resistance) (Klitzing et al. (1980)) $R_{\mathrm{K}}=h / e^{2}$, the fine-structure constant can be expressed as $\alpha=Z_{0} / 2 R_{\mathrm{K}}$ (Hehl \& Obukhov (2005)). We have learned that the use of $Z_{0}$ helps to keep SI-formulae in simple forms.

## 3. Dual space and differential forms

### 3.1 Covector and dual space

We represent a (tangential) vector at position $r$ as

$$
\begin{equation*}
x=x_{1} e_{1}+x_{2} e_{2}+x_{3} e_{3} \stackrel{\text { SI }}{\sim} \mathrm{m}, \tag{9}
\end{equation*}
$$

which represents a small spatial displacement from $r$ to $r+x$. We have chosen an arbitrary orthonormal basis $\left\{\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \boldsymbol{e}_{3}\right\}$ with inner products $\left(\boldsymbol{e}_{i}, \boldsymbol{e}_{j}\right)=\delta_{i j}$, where

$$
\delta_{i j}= \begin{cases}1 & (i=j)  \tag{10}\\ 0 & (i \neq j)\end{cases}
$$

is Kronecker's delta. We note that $x_{i} \stackrel{\text { SI }}{\sim} \mathrm{m}$ and $\boldsymbol{e}_{i} \stackrel{\text { SI }}{\sim} 1$.
Such vectors form a linear space which is called a tangential space at $r$. The inner product of vectors $x$ and $y$ is $(x, y)=x_{1} y_{1}+x_{2} y_{2}+x_{3} y_{3} \stackrel{\text { SI }}{\sim} \mathrm{m}^{2}$.
We consider a linear function $\phi(x)$ on the tangential space. For any $c_{1}, c_{2} \in \mathbb{R}$, and any vectors $x_{1}$ and $x_{2}, \phi\left(c_{1} x_{1}+c_{2} x_{2}\right)=c_{1} \phi\left(x_{1}\right)+c_{1} \phi\left(x_{2}\right)$ is satisfied. Such linear functions form a linear space, because the (weighted) sum of two functions $d_{1} \phi_{1}+d_{2} \phi_{2}$ with $d_{1}, d_{2} \in \mathbb{R}$ defined with

$$
\begin{equation*}
\left(d_{1} \phi_{1}+d_{2} \phi_{2}\right)(x)=d_{1} \phi_{1}(x)+d_{2} \phi_{2}(x) \tag{11}
\end{equation*}
$$

is also a linear function. This linear space is called a dual space. The dimension of the dual space is three. In general, the dimension of dual space is the same that for the original linear space. We can introduce a basis $\left\{v_{1}, v_{2}, v_{3}\right\}$, satisfying $v_{i}\left(\boldsymbol{e}_{j}\right)=\delta_{i j}$. Such a basis, which is dependent on the choice of the original basis, is called a dual basis. Using the dual basis, the action of a dual vector $\phi()=a_{1} v_{1}()+a_{2} v_{2}()+a_{3} v_{3}(), a_{1}, a_{2}, a_{3} \in \mathbb{R}$ can be written simply as

$$
\begin{align*}
\phi(\boldsymbol{x}) & =\left(a_{1} v_{1}+a_{2} v_{2}+a_{3} v_{3}\right)\left(x_{1} \boldsymbol{e}_{1}+x_{2} \boldsymbol{e}_{2}+x_{3} \boldsymbol{e}_{3}\right)  \tag{12}\\
& =\sum_{i=1}^{3} \sum_{j=1}^{3} a_{i} x_{j} v_{i}\left(\boldsymbol{e}_{j}\right)=x_{1} a_{1}+x_{2} a_{2}+x_{3} a_{3} . \tag{13}
\end{align*}
$$

Here we designate an element of dual space with vector notation as $\boldsymbol{a}$ rather as a function $\phi()$ in order to emphasize its vectorial nature, i.e.,

$$
\begin{equation*}
a \cdot x=\phi(x) \tag{14}
\end{equation*}
$$

We call $\boldsymbol{a}$ as a dual vector or a covector. The dual basis $\left\{\nu_{1}, v_{2}, v_{3}\right\}$ are rewritten as $\left\{\boldsymbol{n}_{1}, \boldsymbol{n}_{2}, \boldsymbol{n}_{3}\right\}$ with $\boldsymbol{n}_{i} \cdot \boldsymbol{e}_{j}=\delta_{i j}$. The dot product $\boldsymbol{a} \cdot \boldsymbol{x}$ and the inner product $(\boldsymbol{x}, \boldsymbol{y})$ should be distinguished. Here bold-face letters $x, y, z$, and $e$ represent tangential vectors and other bold-face letters represent covectors.
A covector $\boldsymbol{a}$ can be related to a vector $z$ uniquely using the relation, $\boldsymbol{a} \cdot \boldsymbol{x}=(\boldsymbol{z}, \boldsymbol{x})$ for any $\boldsymbol{x}$. The vector $\boldsymbol{z}$ and the covector $\boldsymbol{a}$ are called conjugate each other and we write $\boldsymbol{z}=\boldsymbol{a}^{\top}$ and $\boldsymbol{a}=\boldsymbol{z}^{\top}$. In terms of components, namely for $\boldsymbol{a}=\sum_{i} a_{i} \boldsymbol{n}_{i}$ and $\boldsymbol{z}=\sum_{i} z_{i} \boldsymbol{e}_{i}, a_{i}=z_{i}(i=1,2,3)$ are satisfied
For the case of orthonormal basis, we note that $\boldsymbol{n}_{i}^{\top}=\boldsymbol{e}_{i}, \boldsymbol{e}_{i}^{\top}=\boldsymbol{n}_{i}$. Due to these incidental relations, we tend to identify $\boldsymbol{n}_{i}$ with $\boldsymbol{e}_{\boldsymbol{i}}$. Thus a covector $\boldsymbol{a}$ is identified with its conjugate $\boldsymbol{a}^{\top}$ mostly. However, we should distinguish a covector as a different object from vectors since it bears different functions and geometrical presentation (Weinreich (1998)).
The inner product for covectors are defined with conjugates as $(\boldsymbol{a}, \boldsymbol{b})=\left(\boldsymbol{a}^{\top}, \boldsymbol{b}^{\top}\right)$. We note the dual basis is also orthonormal, since $\left(\boldsymbol{n}_{i}, \boldsymbol{n}_{j}\right)=\left(\boldsymbol{n}_{i}^{\top}, \boldsymbol{n}_{j}^{\top}\right)=\left(\boldsymbol{e}_{i}, \boldsymbol{e}_{j}\right)=\delta_{i j}$.

A good example of covector is the electric field at a point $r$. The electric field is determined through the gained work $W$ when an electric test charge $q$ at $r$ is displaced by $x$. A function $\phi: x \mapsto W / q$ is linear with respect to $x$ if $|x|$ is small enough. Therefore $\phi()$ is considered as a covector and normally written as $E$, i.e., $\phi(x)=\boldsymbol{E} \cdot \boldsymbol{x} \stackrel{\text { si }}{\sim}$ V. Thus the electric field vector can be understood as a covector rather than a vector. It should be expanded with the dual basis as

$$
\begin{equation*}
\boldsymbol{E}=E_{1} n_{1}+E_{2} n_{2}+E_{3} n_{3} \stackrel{\text { SI }}{\sim} \mathrm{V} / \mathrm{m} . \tag{15}
\end{equation*}
$$

The norm is given as $\|\boldsymbol{E}\|=(\boldsymbol{E}, \boldsymbol{E})^{1 / 2}=\sqrt{E_{1}^{2}+E_{2}^{2}+E_{3}^{2}}$. We note that $\boldsymbol{n}_{i} \stackrel{\text { SI }}{\sim} 1$ and $E_{i} \stackrel{\text { sI }}{\sim} \mathrm{V} / \mathrm{m}$.

### 3.2 Higher order tensors

Now we introduce a tensor product of two covectors $\boldsymbol{a}$ and $\boldsymbol{b}$ as $\boldsymbol{T}=\boldsymbol{a} \boldsymbol{b}$, which acts on two vectors and yield a scalar as

$$
\begin{equation*}
T: x y=(a b): x y=(a \cdot x)(b \cdot y) . \tag{16}
\end{equation*}
$$

It can be considered as a bi-linear functions of vectors, i.e., $T: x y=\Phi(x, y)$ with

$$
\begin{align*}
& \Phi\left(c_{1} x_{1}+c_{2} x_{2}, y\right)=c_{1} \Phi\left(x_{1}, y\right)+c_{1} \Phi\left(x_{2}, y\right) \\
& \Phi\left(x, c_{1} y+c_{2} y_{2}\right)=c_{1} \Phi\left(x, y_{1}\right)+c_{1} \Phi\left(x, y_{2}\right) \tag{17}
\end{align*}
$$

where $c_{1}, c_{2} \in \mathbb{R}$. We call it a bi-covector.
We can define a weighted sum of bi-covectors $T=d_{1} T_{1}+d_{2} T_{2}, d_{1}, d_{2} \in \mathbb{R}$, which is not necessarily written as a tensor product of two covectors but can be written as a sum of tensor products. Especially, it can be represented with the dual basis as

$$
\begin{equation*}
T=\sum_{i=1}^{3} \sum_{j=1}^{3} T_{i j} \boldsymbol{n}_{i} \boldsymbol{n}_{j}, \tag{18}
\end{equation*}
$$

where $T_{i j}=T: \boldsymbol{e}_{i} \boldsymbol{e}_{j}$ is the $(i, j)$-component of $T$.
Similarly we can construct a tensor product of three covectors as $\mathcal{T}=\boldsymbol{a b c}$, which acts on three vectors linearly as $\mathcal{T}: x y z$. Weighted sums of such products form a linear space, an element of which is called a tri-covector. Using a tensor product of $n$ covectors, a multi-covector or an $n$-covector is defined.

### 3.3 Anti-symmetric multi-covectors - $n$-forms

If a bicovector $T$ satisfies $T: y x=-T: x y$ for any vectors $x$ and $y$, then it is called antisymmetric. Anti-symmetric bicovectors form a subspace of the bicovector space. Namely, a weighted sum of anti-symmetric bicovector is anti-symmetric. It contains an anti-symmetrized tensor product, $\boldsymbol{a} \wedge \boldsymbol{b}:=\boldsymbol{a} \boldsymbol{b}-\boldsymbol{b} \boldsymbol{a}$, which is called a wedge product. In terms of basis, we have

$$
\begin{equation*}
\boldsymbol{a} \wedge \boldsymbol{b}=\sum_{i=1}^{3} a_{i} \boldsymbol{n}_{i} \wedge \sum_{j=1}^{3} b_{j} \boldsymbol{n}_{j}=\sum_{(i, j)}\left(a_{i} b_{j}-a_{j} b_{i}\right) \boldsymbol{n}_{i} \wedge \boldsymbol{n}_{j} \tag{19}
\end{equation*}
$$

where the last sum is taken for $(i, j)=(1,2),(2,3),(3,1)$. A general anti-symmetric bicovector can be written as

$$
\begin{equation*}
T=\sum_{(i, j)} T_{i j} \boldsymbol{n}_{i} \wedge \boldsymbol{n}_{j} . \tag{20}
\end{equation*}
$$

We see that the 2-form has three independent components; $T_{12}=-T_{21}, T_{23}=-T_{32}, T_{31}=$ $-T_{13}$, and others are zero. The norm of $T$ is $\|T\|=(T, T)^{1 / 2}=\sum_{(i, j)} T_{i j} T_{i j}$.
If a bicovector $T$ satisfies $T: x x=0$ for any $x$, then it is anti-symmetric. It is easily seen from the relation: $0=T:(x+y)(x+y)=T: x x+T: x y+T: y x+T: y y$.
An anti-symmetric multi-covector of order $n$ are often called an $n$-form. A scalar and a covector are called a 0 -form and a 1 -form, respectively. The order $n$ is bounded by the dimension of the vector space, $d=3$, in our case. An $n$-form with $n>d$ vanishes due to the anti-symmetries.

Geometrical interpretations of $n$-forms are given in the articles (Misner et al. (1973); Weinreich (1998)).

### 3.4 Field quantities as $n$-forms

Field quantities in electromagnetism can be naturally represented as differential forms (Burke (1985); Deschamps (1981); Flanders (1989); Frankel (2004); Hehl \& Obukhov (2003)). A good example of 2 -form is the current density. Let us consider a distribution of current that flows through a parallelogram spanned by two tangential vectors $x$ and $y$ at $r$. The current $I(x, y)$ is bilinearly dependent on $x$ and $y$. The antisymmetric relation $I(y, x)=-I(x, y)$ can understood naturally considering the orientation of parallelograms with respect to the current flow. Thus the current density can be represented by a 2 -form $J$ as

$$
\begin{equation*}
J: x y=I(x, y) \stackrel{\text { SI }}{\sim} \mathrm{A}, \quad J=\sum_{(i, j)} J_{i j} \boldsymbol{n}_{i} \wedge \boldsymbol{n}_{j} \stackrel{\mathrm{SI}}{\sim} \mathrm{~A} / \mathrm{m}^{2} . \tag{21}
\end{equation*}
$$

The charge density can be represented by a 3 -form $\mathcal{R}$. The charge $Q$ contained in a parallelepipedon spanned by three tangential vectors $x, y$, and $z$ :

$$
\begin{equation*}
\mathcal{R}: x y z=Q(x, y, z) \stackrel{\text { SI }}{\sim} \mathrm{C}, \quad \mathcal{R}=R_{123} \boldsymbol{n}_{1} \wedge \boldsymbol{n}_{2} \wedge \boldsymbol{n}_{3} \stackrel{\text { SI }}{\sim} \mathrm{C} / \mathrm{m}^{3} . \tag{22}
\end{equation*}
$$

Thus electromagnetic field quantities are represented as $n$-forms ( $n=0,1,2,3$ ) as shown in Table 1, while in the conventional formalism they are classified into two categories, scalars and vectors, according to the number of components. We notice that a quantity that is represented $n$-form contains physical dimension with $\mathrm{m}^{-n}$ in SI. An $n$-form takes $n$ tangential vectors, each of which has dimension of length and is measured in $m$ (meters).

In this article, 1 -forms are represented by bold-face letters, 2 -forms sans-serif letters, and 3 -forms calligraphic letters as shown in Table 1.

### 3.5 Exterior derivative

The nabla operator $\nabla$ can be considered as a kind of covector because a directional derivative $\boldsymbol{\nabla} \cdot \boldsymbol{u}$, which is a scalar, is derived with a tangential vector $\boldsymbol{u}$. It acts as a differential operator

| rank | quantities (unit) | scalar/vector |  |
| :---: | :--- | :--- | :--- | :--- |
| 0-form | $\phi(\mathrm{V})$ |  | scalar |
| 1-form | $A(\mathrm{~Wb} / \mathrm{m}), \quad E(\mathrm{~V} / \mathrm{m}), \quad \boldsymbol{H}(\mathrm{A} / \mathrm{m}), \quad \boldsymbol{M}(\mathrm{A} / \mathrm{m})$ | vector |  |
| 2-form | $B\left(\mathrm{~Wb} / \mathrm{m}^{2}\right), \quad D\left(\mathrm{C} / \mathrm{m}^{2}\right), \quad P\left(\mathrm{C} / \mathrm{m}^{2}\right), \quad J\left(\mathrm{~A} / \mathrm{m}^{2}\right)$ | vector |  |
| 3-form | $\mathcal{R}\left(\mathrm{C} / \mathrm{m}^{3}\right)$ |  | scalar |

Table 1. Electromagnetic field quantities as $n$-forms
and also as a covector. Therefore it can be written as

$$
\begin{equation*}
\nabla=n_{1} \frac{\partial}{\partial x_{1}}+n_{2} \frac{\partial}{\partial x_{2}}+n_{3} \frac{\partial}{\partial x_{3}} \stackrel{\text { si }}{\sim} 1 / \mathrm{m} . \tag{23}
\end{equation*}
$$

The wedge product of the nabla $\boldsymbol{\nabla}$ and a 1 -form $E$ yields a 2 -form;

$$
\begin{equation*}
\boldsymbol{\nabla} \wedge \boldsymbol{E}=\sum_{(i, j)}\left(\frac{\partial E_{j}}{\partial x_{i}}-\frac{\partial E_{i}}{\partial x_{j}}\right) \boldsymbol{n}_{i} \wedge \boldsymbol{n}_{j}, \tag{24}
\end{equation*}
$$

which corresponds to $\nabla \times E$ in the scalar-vector formalism. Similarly a 2 -form $J$ are transformed into a 3-form as

$$
\begin{equation*}
\boldsymbol{\nabla} \wedge J=\left(\frac{\partial J_{23}}{\partial x_{1}}+\frac{\partial J_{31}}{\partial x_{2}}+\frac{\partial J_{12}}{\partial x_{3}}\right) \boldsymbol{n}_{1} \wedge \boldsymbol{n}_{2} \wedge \boldsymbol{n}_{3} \tag{25}
\end{equation*}
$$

which corresponds to $\boldsymbol{\nabla} \cdot \boldsymbol{J}$.

### 3.6 Volume form and Hodge duality

We introduce a 3-form, called the volume form, as

$$
\begin{equation*}
\mathcal{E}=\boldsymbol{n}_{1} \wedge \boldsymbol{n}_{2} \wedge \boldsymbol{n}_{3}=\sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k=1}^{3} \epsilon_{i j k} \boldsymbol{n}_{i} \boldsymbol{n}_{j} \boldsymbol{n}_{k} \stackrel{\text { SI }}{\sim} 1, \tag{26}
\end{equation*}
$$

where

$$
\epsilon_{i j k}= \begin{cases}1 & (i, j, k: \text { cyclic })  \tag{27}\\ -1 & \text { (anti-cyclic) } \\ 0 & (\text { others })\end{cases}
$$

It gives the volume of parallelepipedon spanned by $x, y$, and $z$;

$$
\begin{equation*}
V(x, y, z)=\mathcal{E}: x y z \quad \stackrel{\text { SI }}{\sim} \mathrm{m}^{3} . \tag{28}
\end{equation*}
$$

Using the volume form we can define a relation between $n$-forms and ( $d-n$ )-forms, which is call the Hodge dual relation. First we note that $n$-forms and $(d-n)$-forms have the same degrees of freedom (the number of independent components), ${ }_{d} C_{n}={ }_{d} C_{d-n}$, and there could be a one-to-one correspondence between them. In our case of $d=3$, there are two cases: $(n, d-n)=(0,3)$ and $(1,2)$. We consider the latter case. With a 1 -form $E$ and a 2 -form $D$, we can make a 3-form $E \wedge D=f(E, D) \mathcal{E}$. The scalar factor $f(E, D)$ is bilinearly dependent on $E$ and $\boldsymbol{D}$. Therefore, we can find a covector (a 1-form) $\boldsymbol{D}$ that satisfies $(\boldsymbol{E}, \boldsymbol{D})=f(\boldsymbol{E}, \boldsymbol{D})$ for any $E$. Then, $D$ is called the Hodge dual of $D$ and we write $D=* D$ or $D=* D$ using a unary
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operator " $*$ " called the Hodge star operator. In terms of components, $D_{1}=D_{23}, D_{2}=D_{31}$, $D_{3}=D_{12}$ for $\boldsymbol{D}=* \boldsymbol{D}$ with $\boldsymbol{D}=\sum_{i} D_{i} \boldsymbol{n}_{i}$ and $D=\sum_{(i, j)} D_{i j} \boldsymbol{n}_{i} \wedge \boldsymbol{n}_{j}$.
Physically, $(\boldsymbol{E}, \boldsymbol{D}) \stackrel{\text { SI }}{\sim} \mathrm{J} / \mathrm{m}^{3}$ corresponds to the energy density and can be represented by the 3-form $\mathcal{U}=\frac{1}{2} E \wedge D=\frac{1}{2}(E, D) \mathcal{E}$, because $\mathcal{U}: x y z$ is the energy contained in the parallelepipedon spanned by $\boldsymbol{x}, \boldsymbol{y}$, and $\boldsymbol{z}$.

The charge density form can be written as $\mathcal{R}=\varrho \boldsymbol{n}_{1} \wedge \boldsymbol{n}_{2} \wedge \boldsymbol{n}_{3}=\varrho \mathcal{E}$ with the conventional scalar charge density $\varrho$. The relation can be expressed as $\mathcal{R}=* \varrho$ or $\varrho=* \mathcal{R}$. Similarly, we have $\mathcal{E}=* 1$ and $1=* \mathcal{E}$.

Equations (24) and (25) are related to the conventional notations; $*(\boldsymbol{\nabla} \wedge \boldsymbol{E})=\boldsymbol{\nabla} \times \boldsymbol{E}$ and $*(\nabla \wedge J)=\nabla \cdot J$, respectively.

### 3.7 The Hodge duality and the constitutive equation

In electromagnetism, the Hodge duality and the constitutive relations are closely related. We know that the electric field $E$ and the electric flux density $D$ are proportional. However we cannot compare them directly because they have different tensorial orders. Therefore we utilize the Hodge dual and write $D=\varepsilon_{0}(* E)$. Similarly, the magnetic relation can be written as $\boldsymbol{H}=\mu_{0}^{-1}(* B)$. Generally speaking, the constitutive relations in vacuum are considered to be trivial relations just describing proportionality. Especially in the Gaussian unit system, they tend to be considered redundant relations. But in the light of differential forms we understand that they are the keystones in electromagnetism.

With the polarization $P$ and the magnetization $M$, the constitutive relations in a medium are expressed as follows:

$$
\begin{equation*}
D=\varepsilon_{0}(* E)+P, \quad \boldsymbol{H}=\mu_{0}^{-1}(* B)-\boldsymbol{M} \tag{29}
\end{equation*}
$$

## 4. The Maxwell equations in the differential forms

With differential forms, we can rewrite the Maxwell equations and the constitutive relations as,

$$
\begin{align*}
& \nabla \wedge B=0, \quad \nabla \wedge E+\frac{\partial B}{\partial t}=0 \\
& \nabla \wedge D=\mathcal{R}, \quad \nabla \wedge H-\frac{\partial D}{\partial t}=J \\
& D=\varepsilon_{0} \mathcal{E} \cdot E+P, \quad H=\frac{1}{2} \mu_{0}^{-1} \mathcal{E}: B-M \tag{30}
\end{align*}
$$

In the formalism of differential forms, the spatial derivative $\nabla \wedge_{\llcorner }$is simply denoted as $d_{\lrcorner}$. Together with the Hodge operator " $*$ ", Eq. (30) is written in simpler forms;

$$
\begin{align*}
& \mathrm{d} B=0, \quad \mathrm{~d} E+\partial_{t} B=0, \\
& \mathrm{~d} D=\mathcal{R}, \quad \mathrm{d} H-\partial_{t} D=J, \\
& D=\varepsilon_{0}(* E)+P, \quad H=\mu_{0}^{-1}(* B)-M, \tag{31}
\end{align*}
$$

where $\partial_{t}=\partial / \partial t$.
In Fig. 1, we show a diagram corresponding Eq. (31) and related equations (Deschamps (1981)). The field quantities are arranged according to their tensor order. The exterior derivative " $d$ " connects a pair of quantities by increasing the tensor order by one, while time derivative $\partial_{t}$ conserves the tensor order. $E(B)$ is related to $D(H)$ with the Hodge star operator and the constant $\varepsilon_{0}\left(\mu_{0}\right)$. The definitions of potentials and the charge conservation law

$$
\begin{equation*}
E=-\mathrm{d} \phi-\partial_{t} A, \quad B=\mathrm{d} A, \quad \mathrm{~d} J+\partial_{t} \mathcal{R}=0 \tag{32}
\end{equation*}
$$

are also shown in Fig. 1. We can see a well-organized, perfect structure. We will see the relativistic version later (Fig. 2).

## 5. Twisted forms and parity

### 5.1 Twist of volume form

We consider two bases $\Sigma=\left\{\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \boldsymbol{e}_{3}\right\}$ and $\Sigma^{\prime}=\left\{\boldsymbol{e}_{1}^{\prime}, \boldsymbol{e}_{2}^{\prime}, \boldsymbol{e}_{3}^{\prime}\right\}$. They can be related as $\boldsymbol{e}_{i}^{\prime}=\sum_{j} R_{i j} \boldsymbol{e}_{j}$ by a matrix $R=\left[R_{i j}\right]$ with $R_{i j}=\left(\boldsymbol{e}_{i}^{\prime}, \boldsymbol{e}_{j}\right)$. It is orthonormal and therefore $\operatorname{det} R= \pm 1$. In the case of $\operatorname{det} R=1$, the two bases have the same orientation and they can be overlapped by a continuous transformation. On the other hand, for the case of $\operatorname{det} R=-1$, they have opposite orientation and an operation of reversal, for example, a diagonal matrix $\operatorname{diag}(-1,1,1)$ is needed to make them overlapped with rotations. Thus we can classify all the bases according to the orientation. We denote the two classes by $C$ and $C^{\prime}$, each of which contains all the bases with the same orientation. The two classes are symmetric and there are no a priori order of precedence, like for i and -i .
We consider a basis $\Sigma=\left\{e_{1}, e_{2}, e_{3}\right\} \in C$ and the reversed basis $\Sigma^{\prime}=\left\{e_{1}^{\prime}, e_{2}^{\prime}, e_{3}^{\prime}\right\}=$ $\left\{-e_{1},-e_{2},-e_{3}\right\}$, which belongs to $C^{\prime}$. The volume form $\mathcal{E}$ in $\Sigma$ is defined so as to satisfy $\mathcal{E}: e_{1} e_{2} e_{3}=+1$, i.e., the volume of the cube defined by $e_{1}, e_{2}$, and $e_{3}$ should be +1 . Similarly, the volume form $\mathcal{E}^{\prime}$ in $\Sigma^{\prime}$ is defined so as to satisfy $\mathcal{E}^{\prime}: e_{1}^{\prime} e_{2}^{\prime} e_{3}^{\prime}=+1$. We note that $\mathcal{E}^{\prime}: e_{1} e_{2} e_{3}=-\mathcal{E}^{\prime}: e_{1}^{\prime} e_{2}^{\prime} e_{3}^{\prime}=-1$, namely, $\mathcal{E}^{\prime}=-\mathcal{E}$. Thus we have two kinds of volume forms $\mathcal{E}$ and $\mathcal{E}^{\prime}(=-\mathcal{E})$ and use either of them depending on the orientation of basis.

Assume that Alice adopts the basis $\Sigma \in C$ and Bob adopts $\Sigma^{\prime} \in C^{\prime}$. When we pose a parallelepipedon by specifying an ordered triple of vectors $(x, y, z)$ and ask each of them to measure its volume, their answers will always be different in the sign. It seems inconvenient but there is no principle to choose one over the other. It is only a customary practice to use the right-handed basis to avoid the confusion. Fleming's left-hand rule (or right-hand rule) seems to break the symmetry but it implicitly relies upon the use of the right-handed basis.

### 5.2 Twisted forms

Tensors (or forms) are independent of the choice of basis. For example, a second order tensor can be expressed in $\Sigma$ and $\Sigma^{\prime}$ as

$$
\begin{equation*}
B=\sum_{i} \sum_{j} B_{i j}^{\prime} \boldsymbol{n}_{i}^{\prime} \boldsymbol{n}_{j}^{\prime}=\sum_{k} \sum_{l} B_{k l} \boldsymbol{n}_{k} \boldsymbol{n}_{l}, \tag{33}
\end{equation*}
$$

with the change of components $B_{k l}=\sum_{i} \sum_{j} R_{i k} R_{j l} B_{i j}^{\prime}$. We note the dual basis has been flipped as $\boldsymbol{n}_{i}^{\prime}=-\boldsymbol{n}_{i}$.

Similarly, in the case of 3-forms, we have

$$
\begin{equation*}
\mathcal{T}=T_{123}^{\prime} \boldsymbol{n}_{1}^{\prime} \wedge \boldsymbol{n}_{2}^{\prime} \wedge \boldsymbol{n}_{3}^{\prime}=T_{123} \boldsymbol{n}_{1} \wedge \boldsymbol{n}_{2} \wedge \boldsymbol{n}_{3} \tag{34}
\end{equation*}
$$

with $T_{123}=T_{123}^{\prime}$. However, for the volume form the components must be changed as

$$
\begin{equation*}
\epsilon_{123}=(\operatorname{det} R) \epsilon_{123}^{\prime} \tag{35}
\end{equation*}
$$

to have $\mathcal{E}^{\prime}=-\mathcal{E}$ in the case of reverse of orientation. Therefore, the volume form is called a pseudo form in order to distinguish from an ordinary form. The pseudo (normal) form are also call a twisted (untwisted) form.

In electromagnetism, some quantities are defined in reference to the volume form or to the Hodge star operator. Therefore, they could be twisted or untwisted. First of all, $\phi, A, E$, and $B$ are not involved with the volume form, they are all untwisted forms. On the other hand, $H=\mu_{0}^{-1}(* B)$ and $D=\varepsilon_{0}(* E)$ are twisted forms. The Hodge operator transforms an untwisted (twisted) form to a twisted (untwisted) form.

The quantities $M, P, J$, and $\mathcal{R}$ (charge density), which represent volume densities of electromagnetic sources, are also twisted as shown below. We have found that the force fields are untwisted while the source fields are twisted in general.

### 5.3 Source densities

Here we look into detail why the quantities representing source densities are represented by twisted forms. As examples, we deal with polarization and charge density. Other quantities can be treated in the same manner.

### 5.3.1 Polarization

We consider two tangential vectors $\mathrm{d} \boldsymbol{x}, \mathrm{d} \boldsymbol{y}$ at a point $P$. Together with the volume form $\mathcal{E}$, we can define

$$
\begin{equation*}
\mathrm{d} \boldsymbol{S}=\mathcal{E}: \mathrm{d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y} \quad \stackrel{\mathrm{SI}}{\sim} \mathrm{~m}^{2}, \tag{36}
\end{equation*}
$$

which is a pseudo 1-form. (Conventionally, it is written as $\mathrm{d} \boldsymbol{S}=\boldsymbol{x} \times \boldsymbol{y}$.) In fact, for a tangential vector $\zeta$ at $P$, the volume $\mathrm{d} \boldsymbol{S} \cdot \zeta=\mathcal{E}: \mathrm{d} \boldsymbol{x} \mathrm{d} \boldsymbol{y} \zeta$, spanned by the three vectors is a linear function of $\zeta$. We choose $\mathrm{d} \boldsymbol{z}$ that is perpendicular to the plane spanned by $\mathrm{d} \boldsymbol{x}$ and $\mathrm{d} \boldsymbol{y}$, i.e., $(\mathrm{d} \boldsymbol{z}, \mathrm{d} \boldsymbol{x})=$ $(\mathrm{d} \boldsymbol{z}, \mathrm{d} \boldsymbol{y})=0$. We assume $|\mathrm{d} \boldsymbol{z}| \ll|\mathrm{d} \boldsymbol{x}|$ and $|\mathrm{d} \boldsymbol{z}| \ll|\mathrm{d} \boldsymbol{y}| . \mathrm{d} V=\mathrm{d} \boldsymbol{S} \cdot \mathrm{d} \boldsymbol{z}$ is the volume of thin parallelogram plate.

When a charge $+q$ is displaced by $l$ from the other charge $-q$, they form an electric dipole $p=q l$. We consider an electric dipole moment at a point $P$ in $\mathrm{d} V$. The displacement $l$ can be considered as a tangential vector at $P$, to which $\mathrm{d} \boldsymbol{S}$ acts as $\mathrm{d} \boldsymbol{S} \cdot \boldsymbol{l}=q^{-1} \mathrm{~d} \boldsymbol{S} \cdot \boldsymbol{p}$. Then

$$
\begin{equation*}
q^{\prime}=\frac{\mathrm{d} \boldsymbol{S} \cdot \boldsymbol{p}}{\mathrm{~d} \boldsymbol{S} \cdot \mathrm{~d} \boldsymbol{z}}=q \frac{\mathrm{~d} \boldsymbol{S} \cdot \boldsymbol{l}}{\mathrm{~d} V} \tag{37}
\end{equation*}
$$

is the surface charge that is contributed by $p$. In the case of $\mathrm{d} \boldsymbol{S} \cdot \boldsymbol{p}=0$, there are no surface charge associated with $p$. If $\mathrm{d} z$ and $p$ are parallel, $q^{\prime} \mathrm{d} z=q \boldsymbol{l}=p$ holds.

Next we consider the case where many electric dipoles $\boldsymbol{p}_{i}=q_{i} \boldsymbol{l}_{i}$ are spatially distributed. The total surface charge is given as

$$
\begin{align*}
Q^{\prime} & =\sum_{i \in \mathrm{~d} V} q_{i}^{\prime}=\sum_{i \in \mathrm{~d} V} \frac{\mathrm{~d} \boldsymbol{S} \cdot \boldsymbol{p}_{i}}{\mathrm{~d} V} \\
& =(\mathrm{d} V)^{-1} \sum_{i \in \mathrm{~d} V} \mathcal{E} \cdot \boldsymbol{p}_{i}: \mathrm{d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y}=P: \mathrm{d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y}, \tag{38}
\end{align*}
$$

where the sum is taken over the dipoles contained in $d V$. The pseudo 2-form

$$
\begin{equation*}
P:=(\mathrm{d} V)^{-1} \sum_{i \in \mathrm{~d} V} \mathcal{E} \cdot \boldsymbol{p}_{i} \stackrel{\text { SI }}{\sim} \mathrm{C} / \mathrm{m}^{2} \tag{39}
\end{equation*}
$$

corresponds to the polarization (the volume density of electric dipole moments).

### 5.3.2 Charge density

The volume $\mathrm{d} V$ spanned by tangential vectors $\mathrm{d} \boldsymbol{x}, \mathrm{d} \boldsymbol{y}, \mathrm{d} \boldsymbol{z}$ at $P$ is

$$
\begin{equation*}
\mathrm{d} V=\mathcal{E}: \mathrm{d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y} \mathrm{~d} \boldsymbol{z} \quad \stackrel{\mathrm{SI}}{\sim} \mathrm{~m}^{3} . \tag{40}
\end{equation*}
$$

For distributed charges $q_{i}$, the total charge in $\mathrm{d} V$ is given as

$$
\begin{align*}
Q & =\sum_{i \in \mathrm{~d} V} q_{i}=\sum_{i \in \mathrm{~d} V} \frac{q_{i} \mathrm{~d} V}{\mathrm{~d} V} \\
& =(\mathrm{d} V)^{-1} \sum_{i \in \mathrm{~d} V} q_{i} \mathcal{E}: \mathrm{d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y} \mathrm{~d} \boldsymbol{z}=\mathcal{R}: \mathrm{d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y} \mathrm{~d} . \tag{41}
\end{align*}
$$

The pseudo 3-form

$$
\begin{equation*}
\mathcal{R}:=(\mathrm{d} V)^{-1} \sum_{i \in \mathrm{~d} V} q_{i} \mathcal{E} \quad \stackrel{\mathrm{sI}}{\sim} \mathrm{C} / \mathrm{m}^{3} \tag{42}
\end{equation*}
$$

gives the charge density.

| untwist/twist | rank | quantities |  | parity | polar/axial scalar/vector |  |
| :---: | :---: | :--- | :---: | :---: | :---: | :---: |
| untwisted | 0-form | $\phi$ |  | even | - | scalar |
| untwisted | 1-form | $A$, | $\boldsymbol{E}$ | odd | polar | vector |
| untwisted | 2-form | $B$ |  | even | axial | vector |
| twisted | 1-form | $H, \quad M$ | even | axial | vector |  |
| twisted | 2-from | $D, \quad P, \quad J$ | odd | polar | vector |  |
| twisted | 3-form | $\mathcal{R}$ |  | even | - | scalar |

Table 2. Electromagnetic field quantities as twisted and untwisted $n$-forms

### 5.4 Parity

Parity is the eigenvalues for a spatial inversion transformation. It takes $p= \pm 1$ depending on the types of quantities. The quantity with eigenvalue of $+1(-1)$ is called having even (odd) parity. In the three dimensional case, the spatial inversion can be provided by simply flipping the basis vectors; $\mathcal{P} \boldsymbol{e}_{i}=-\boldsymbol{e}_{i}(i=1,2,3)$. The dual basis covectors are also flipped; $\mathcal{P} \boldsymbol{n}_{j}=-\boldsymbol{n}_{j}$ ( $j=1,2,3$ ).

A scalar (0-form) $\phi$ is even because $\mathcal{P} \phi=\phi$. The electric field $E$ is a 1-form and transforms as

$$
\begin{equation*}
\mathcal{P} \boldsymbol{E}=\mathcal{P}\left(\sum_{i} E_{i} \boldsymbol{n}_{i}\right)=\sum_{i} E_{i} \mathcal{P} \boldsymbol{n}_{i}=-\sum_{i} E_{i} \boldsymbol{n}_{i}=-\boldsymbol{E}, \tag{43}
\end{equation*}
$$

and, therefore, it is odd. The magnetic flux density $B$ is a 2-form and even since it transforms as

$$
\begin{equation*}
\mathcal{P} B=\mathcal{P}\left(\sum_{(i, j)} B_{i j} \boldsymbol{n}_{i} \wedge \boldsymbol{n}_{j}\right)=\sum_{(i, j)} B_{i j} \mathcal{P} \boldsymbol{n}_{i} \wedge \mathcal{P} \boldsymbol{n}_{j}=B . \tag{44}
\end{equation*}
$$

It is easy to see that the parity of an $n$-forms is $p=(-1)^{n}$.
The volume form is transformed as

$$
\begin{equation*}
\mathcal{P} \mathcal{E}=\mathcal{P}\left(V_{123} \boldsymbol{n}_{1} \wedge \boldsymbol{n}_{2} \wedge \boldsymbol{n}_{3}\right)=-V_{123} \mathcal{P} \boldsymbol{n}_{1} \wedge \mathcal{P} \boldsymbol{n}_{2} \wedge \mathcal{P} \boldsymbol{n}_{3}=\mathcal{E} \tag{45}
\end{equation*}
$$

The additional minus sign is due to the change in the orientation of basis. If $\Sigma \in C$, then $\mathcal{P} \Sigma \in C^{\prime}$, and vice versa. The twisted 3-form has even parity. In general, the parity of a twisted $n$-form is $p=(-1)^{(n+1)}$.

In the conventional vector-scalar formalism, the parity is introduced rather empirically. We have found that 1 -forms and twisted 2 -forms are unified as polar vectors, 2 -forms and twisted 1 -forms as axial vectors, and 0 -forms and twisted 3 -forms as scalars. Thus we have unveiled the real shapes of electromagnetic quantities as twisted and untwisted $n$-forms.

## 6. Relativistic formulae

### 6.1 Metric tensor and dual basis

Combining a three dimensional orthonormal basis $\left\{\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \boldsymbol{e}_{3}\right\}$ and a unit vector $\boldsymbol{e}_{0}$ representing the time axis, we have a four-dimensional basis $\left\{\boldsymbol{e}_{0}, \boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \boldsymbol{e}_{3}\right\}$. With the basis, a four (tangential) vector can be written

$$
\begin{equation*}
\underline{x}=\left(c_{0} t\right) \boldsymbol{e}_{0}+x \boldsymbol{e}_{2}+y e_{2}+z \boldsymbol{e}_{3}=x^{\alpha} \boldsymbol{e}_{\alpha} \tag{46}
\end{equation*}
$$

where the summation operator $\sum_{\alpha=0}^{3}$ is omitted in the last expression according to the Einstein summation convention. The vector components are represented with variables with superscripts. The sum is taken with respect to the Greek index repeated once as superscript and once as subscript. With the four-dimensional basis, the Lorentz-type inner product can be represented as

$$
\begin{equation*}
(\underline{\boldsymbol{x}}, \underline{x})=-\left(c_{0} t\right)^{2}+x^{2}+y^{2}+z^{2}=x^{\alpha} x^{\beta}\left(\boldsymbol{e}_{\alpha}, \boldsymbol{e}_{\beta}\right)=x^{\alpha} g_{\alpha \beta} x^{\beta}=x_{\beta} x^{\beta}, \tag{47}
\end{equation*}
$$

where we set $x_{\beta}=x^{\alpha} g_{\alpha \beta}$ and $\left(\boldsymbol{e}_{\alpha}, \boldsymbol{e}_{\beta}\right)=g_{\alpha \beta}$ with $g_{\alpha \beta}=0(\alpha \neq \beta),-g_{00}=g_{i i}=1(i=1,2,3)$.
We introduce the corresponding dual basis as $\left\{\boldsymbol{e}^{0}, \boldsymbol{e}^{1}, \boldsymbol{e}^{2}, \boldsymbol{e}^{3}\right\}$ with $\boldsymbol{e}^{\mu} \cdot \boldsymbol{e}_{v}=\delta_{v}^{\mu}$, where $\delta_{v}^{\mu}=0$ $(\mu \neq v), \delta_{0}^{0}=\delta_{i}^{i}=1(i=1,2,3)$. The dual basis covector has a superscript, while the components have subscripts. A four covector can be expressed with the dual basis as

$$
\begin{equation*}
\underline{\boldsymbol{a}}=a_{\alpha} e^{\alpha} . \tag{48}
\end{equation*}
$$

Then the contraction (by dot product) can be expressed systematically as

$$
\begin{equation*}
\boldsymbol{a} \cdot \boldsymbol{x}=a_{\alpha} \boldsymbol{e}^{\alpha} \cdot x^{\beta} \boldsymbol{e}_{\beta}=a_{\alpha} x^{\beta} \boldsymbol{e}^{\alpha} \cdot \boldsymbol{e}_{\beta}=a_{\alpha} x^{\beta} \delta_{\beta}^{\alpha}=a_{\alpha} x^{\alpha} . \tag{49}
\end{equation*}
$$

We note that the dual and the inner product (metric) are independent concepts. Especially the duality can be introduced without the help of metric.

Customary, tensors which are represented by components with superscripts (subscripts) are designated as contravariant (covariant) tensors. With this terminology, a vector (covector) is a contravariant (covariant) tensor.
The symmetric second order tensor $g=g_{\alpha \beta} e^{\alpha} e^{\beta}$ is called a metric tensor. Its components are

$$
g_{\alpha \beta}= \begin{cases}-1 & (\alpha=\beta=0)  \tag{50}\\ 1 & (\alpha=\beta \neq 0) . \\ 0 & (\text { other cases })\end{cases}
$$

For a fixed four vector $\underline{z}$, we can find a four covector $\underline{\boldsymbol{a}}=a_{\beta} e^{\beta}$ that satisfy

$$
\begin{equation*}
\underline{a} \cdot \underline{x}=(\underline{z}, \underline{x}) \tag{51}
\end{equation*}
$$

for any $\underline{x}$. The left and right hand sides can be written as

$$
\begin{align*}
\underline{\boldsymbol{a}} \cdot \underline{\boldsymbol{x}} & =a_{\beta} x^{\alpha} \boldsymbol{e}^{\beta} \cdot \boldsymbol{e}_{\alpha}=a_{\beta} x^{\alpha} \delta_{\alpha}^{\beta}=a_{\beta} x^{\beta}, \\
(\underline{\boldsymbol{z}}, \underline{x}) & =z^{\alpha} x^{\beta}\left(\boldsymbol{e}_{\alpha}, \boldsymbol{e}_{\beta}\right)=z^{\alpha} g_{\alpha \beta} x^{\beta}, \tag{52}
\end{align*}
$$

respectively. By comparing these, we obtain $a_{\beta}=z^{\alpha} g_{\alpha \beta}$. We write this covector $\underline{\boldsymbol{a}}$ determined by $\underline{z}$ as

$$
\begin{equation*}
\underline{\boldsymbol{a}}=\underline{\boldsymbol{z}}^{\top}=z^{\alpha} g_{\alpha \beta} e^{\beta}=z_{\beta} e^{\beta} \tag{53}
\end{equation*}
$$

which is called the conjugate of $\underline{z}$. We see that $\left(\boldsymbol{e}_{0}\right)^{\top}=-\boldsymbol{e}^{0},\left(\boldsymbol{e}_{i}\right)^{\top}=\boldsymbol{e}^{i}(i=1,2,3)$, i.e., $\left(\boldsymbol{e}_{\alpha}\right)^{\top}=g_{\alpha \beta} e^{\beta 1}$. With $g^{\alpha \beta}=\left(e^{\alpha}, e^{\beta}\right)$, the conjugate of a covector $\underline{\boldsymbol{a}}$ can be defined similarly with $z^{\alpha}=g^{\alpha \beta} a_{\beta}$ as $\underline{z}=\underline{a}^{\top}$.

[^0]We have $\left(\underline{z}^{\top}\right)^{\top}=\underline{\boldsymbol{z}},\left(\underline{a}^{\top}\right)^{\top}=\underline{a}$, namely, ${ }^{\top \top}=1$.
We introduce the four dimensional completely anti-symmetric tensor of order 4 as

$$
\begin{align*}
\mathfrak{E} & =e^{0} \wedge e^{1} \wedge e^{2} \wedge e^{3} \\
& =\epsilon_{\alpha \beta \gamma \delta} e^{\alpha} e^{\beta} e^{\gamma} e^{\delta} . \tag{54}
\end{align*}
$$

The components $\epsilon_{\alpha \beta \gamma \delta}$, which are called the Levi-Civita symbol ${ }^{2}$ can be written explicitly as

$$
\epsilon_{\alpha \beta \gamma \delta}= \begin{cases}1 & (\alpha \beta \gamma \delta \text { is an even permutation of 0123) }  \tag{55}\\ -1 & \text { (an odd permutation) } \\ 0 & \text { (other cases) }\end{cases}
$$

We note that

$$
\begin{align*}
\mathfrak{E}^{\top} & =\left(e^{0}\right)^{\top} \wedge\left(e^{1}\right)^{\top} \wedge\left(e^{2}\right)^{\top} \wedge\left(e^{3}\right)^{\top} \\
& =\left(-\boldsymbol{e}_{0}\right) \wedge \boldsymbol{e}_{1} \wedge \boldsymbol{e}_{2} \wedge \boldsymbol{e}_{3} \\
& =\epsilon_{\alpha \beta \gamma \delta} \delta g^{\alpha \mu} g^{\beta v} g^{\gamma \sigma} g^{\delta \tau} \boldsymbol{e}_{\mu} \boldsymbol{e}_{v} \boldsymbol{e}_{\sigma} \boldsymbol{e}_{\tau} \\
& =\epsilon^{\mu v \tau \tau} \boldsymbol{e}_{\mu} \boldsymbol{e}_{v} \boldsymbol{e}_{\sigma} \boldsymbol{e}_{\tau}, \tag{56}
\end{align*}
$$

where we introduced, $\epsilon^{\mu v \sigma \tau}=\epsilon_{\alpha \beta \gamma \delta} g^{\alpha \mu} g^{\beta v} g^{\gamma \sigma} g^{\delta \tau}$.
The conjugate of the metric tensor is given by

$$
\begin{equation*}
\underline{g}^{\top}=g_{\alpha \beta}\left(\boldsymbol{e}^{\alpha}\right)^{\top}\left(\boldsymbol{e}^{\beta}\right)^{\top}=g_{\alpha \beta} g^{\alpha \mu} g^{\beta v} \boldsymbol{e}_{\mu} \boldsymbol{e}_{v}=g^{\mu v} \boldsymbol{e}_{\mu} \boldsymbol{e}_{v} . \tag{57}
\end{equation*}
$$

### 6.2 Levi-Civita symbol

Here we will confirm some properties of the completely anti-symmetric tensor of order 4. From the relation between covariant and contravariant components

$$
\begin{equation*}
\epsilon^{\alpha \beta \gamma \delta}=g^{\alpha \mu} g^{\beta v} g^{\gamma \sigma} g^{\delta \tau} \epsilon_{\mu v \sigma \tau}, \tag{58}
\end{equation*}
$$

and $g^{00}=-1$, we see that $\epsilon^{0123}=-\epsilon_{0123}$ and similar relations hold for other components. Here we note $\epsilon^{0123}=-1$.

With respect to contraction, we have

$$
\begin{align*}
& \epsilon^{\alpha \beta \gamma \delta} \epsilon_{\alpha \beta \gamma \delta}=-24 \quad(=-4!)  \tag{59}\\
& \epsilon^{\alpha \beta \gamma \delta} \epsilon_{\alpha \beta \gamma \tau}=-6 \delta_{\tau}^{\delta}  \tag{60}\\
& \epsilon^{\alpha \beta \gamma \delta} \epsilon_{\alpha \beta \sigma \tau}=-2\left(\delta_{\sigma}^{\gamma} \delta_{\tau}^{\delta}-\delta_{\tau}^{\gamma} \delta_{\sigma}^{\delta}\right)=-4 \delta_{[\sigma}^{\gamma} \delta_{\tau]}^{\delta}  \tag{61}\\
& \epsilon^{\alpha \beta \gamma \delta} \epsilon_{\alpha v \sigma \tau}=-6 \delta_{[v}^{\beta} \delta_{\sigma}^{\gamma} \delta_{\tau]}^{\delta} . \tag{62}
\end{align*}
$$

where ${ }_{[]}$in the subscript represents the anti-symmetrization with respect to the indices. For example, we have $A_{[\alpha \beta} B_{\gamma]}=\left(A_{\alpha \beta} B_{\gamma}+A_{\beta \gamma} B_{\alpha}+A_{\gamma \alpha} B_{\beta}-A_{\beta \alpha} B_{\gamma}-A_{\gamma \beta} B_{\alpha}-A_{\alpha \gamma} B_{\beta}\right) / 6$. We note $\underline{A} \wedge \underline{B}=A_{\alpha \beta} B_{\gamma} e^{\alpha} \wedge e^{\beta} \wedge e^{\gamma}=6 A_{[\alpha \beta} B_{\gamma]} e^{\alpha} e^{\beta} e^{\gamma}$.

[^1]
### 6.3 Hodge dual of anti-symmetric 2nd-order tensors

The four-dimensional Hodge dual $\left({ }_{*} A\right)_{\alpha \beta}$ of a second order tensor $A_{\alpha \beta}$ is defined to satisfy

$$
\begin{equation*}
(\underline{*} A)_{[\alpha \beta} B_{\gamma \delta]}=\frac{1}{2}\left(A^{\mu v} B_{\mu v}\right) \epsilon_{\alpha \beta \gamma \delta}, \tag{63}
\end{equation*}
$$

for an arbitrary tensor $B_{\gamma \delta}$ of order $(d-2)$ (Flanders (1989)). This relation is independent of the basis ${ }^{3}$.

Here, we will show that

$$
\begin{equation*}
(\underline{*} A)_{\alpha \beta}=\frac{1}{2} \epsilon_{\alpha \beta}{ }^{\mu v} A_{\mu v} . \tag{64}
\end{equation*}
$$

Substituting into the left hand side of Eq. (63) and contracting with $\epsilon^{\alpha \beta \gamma \delta}$, we have

$$
\begin{equation*}
\epsilon^{\alpha \beta \gamma \delta} \frac{1}{2} A_{\mu v} \epsilon_{[\alpha \beta}^{\mu v} B_{\gamma \delta]}=3 \epsilon^{\alpha \beta \gamma \delta} \epsilon_{\alpha \beta}{ }^{\mu v} A_{\mu v} B_{\gamma \delta}=3 \epsilon^{\alpha \beta \gamma \delta} \epsilon_{\alpha \beta \mu v} A^{\mu v} B_{\gamma \delta}=-12 A^{\gamma \delta} B_{\gamma \delta} . \tag{65}
\end{equation*}
$$

With Eq. (59), the right hand side of Eq. (63) yields $-12 A^{\mu v} B_{\mu v}$ with the same contraction. We also note

$$
\begin{align*}
(\underline{* *} A)_{\alpha \beta} & =\frac{1}{4} \epsilon_{\alpha \beta}{ }^{\gamma \delta} \epsilon_{\gamma \delta}{ }^{\mu v} A_{\mu v}=\frac{1}{4} \epsilon_{\alpha \beta \gamma \delta} \epsilon^{\gamma \delta \mu v} A_{\mu v} \\
& =-\frac{1}{2}\left(\delta_{\mu}^{\alpha} \delta_{v}^{\beta}-\delta_{v}^{\alpha} \delta_{\mu}^{\beta}\right) A_{\mu v}=-\frac{1}{2}\left(A_{\alpha \beta}-A_{\beta \alpha}\right)=-A_{\alpha \beta}, \tag{66}
\end{align*}
$$

i.e., $* *=-1$, which is different from the three dimensional case; $* *=1$.

## 7. Differential forms in Minkowski spacetime

### 7.1 Standard formulation

According to Jackson's textbook (Jackson (1998)), we rearrange the ordinary scalar-vector form of Maxwell's equation in three dimension into a relativistic expression. We use the SI system and pay attention to the dimensions. We start with the source equations

$$
\begin{equation*}
\boldsymbol{\nabla} \times \boldsymbol{H}-\frac{\partial}{\partial\left(c_{0} t\right)}\left(c_{0} \boldsymbol{D}\right)=\boldsymbol{J}, \quad \nabla \cdot\left(c_{0} \boldsymbol{D}\right)=c_{0} \varrho . \tag{67}
\end{equation*}
$$

Combining field quantities and differential operators as four-dimensional tensors and vectors as

$$
\left(\tilde{G}^{\alpha \beta}\right)=\left[\begin{array}{cccc}
0 & c_{0} D_{x} & c_{0} D_{y} & c_{0} D_{z}  \tag{68}\\
-c_{0} D_{x} & 0 & H_{z} & -H_{y} \\
-c_{0} D_{y} & -H_{z} & 0 & H_{x} \\
-c_{0} D_{z} & H_{y} & -H_{x} & 0
\end{array}\right] \stackrel{\text { si }}{\sim} \mathrm{A} / \mathrm{m},
$$

[^2]\[

\left(\partial_{\beta}\right)=\left[$$
\begin{array}{c}
c_{0}^{-1} \partial_{t}  \tag{69}\\
\partial_{x} \\
\partial_{y} \\
\partial_{z}
\end{array}
$$\right] \stackrel{si}{\sim} 1 / \mathrm{m}, \quad\left(\tilde{J}^{\alpha}\right)=\left[$$
\begin{array}{c}
c_{0} \varrho \\
J_{x} \\
J_{y} \\
J_{z}
\end{array}
$$\right] \stackrel{si}{\sim} \mathrm{A} / \mathrm{m}^{2},
\]

we have a relativistic equation

$$
\begin{equation*}
\partial_{\beta} \tilde{G}^{\alpha \beta}=\tilde{G}^{\alpha \beta}{ }_{, \beta}=\tilde{J}^{\alpha} . \tag{70}
\end{equation*}
$$

We append "~", by the reason described later. The suffix 0 represents the time component, and the suffixes $1,2,3$ correspond to $x, y, z$-components. The commas in suffixes "," means the derivative with respect to the following spatial component, e.g., $H_{2,1}=\left(\partial / \partial x_{1}\right) H_{2}$.

On the other hand, the force equations

$$
\begin{equation*}
\boldsymbol{\nabla} \times \boldsymbol{E}+\frac{\partial}{\partial\left(c_{0} t\right)}\left(c_{0} \boldsymbol{B}\right)=0, \quad \boldsymbol{\nabla} \cdot\left(c_{0} \boldsymbol{B}\right)=0, \tag{71}
\end{equation*}
$$

are rearranged with

$$
\left(\tilde{F}^{\alpha \beta}\right)=\left[\begin{array}{cccc}
0 & c_{0} B_{x} & c_{0} B_{y} & c_{0} B_{z}  \tag{72}\\
-c_{0} B_{x} & 0 & -E_{z} & E_{y} \\
-c_{0} B_{y} & E_{z} & 0 & -E_{x} \\
-c_{0} B_{z} & -E_{y} & E_{x} & 0
\end{array}\right] \stackrel{\text { si }}{\sim} \mathrm{V} / \mathrm{m},
$$

as

$$
\begin{equation*}
\partial_{\beta} \tilde{F}^{\alpha \beta}=\tilde{F}_{, \beta}^{\alpha \beta}=0 . \tag{73}
\end{equation*}
$$

Thus the four electromagnetic field quantities $E, B, D$, and $H$ are aggregated into two second order, antisymmetric tensors $\tilde{F}^{\alpha \beta}, \tilde{G}^{\alpha \beta}$.
In vacuum, the constitutive relations $\boldsymbol{D}=\varepsilon_{0} \boldsymbol{E}, \boldsymbol{H}=\mu_{0}^{-1} \boldsymbol{B}$ hold, therefore, these tensors are related as

$$
\begin{equation*}
\tilde{G}^{\alpha \beta}=Y_{0}(\not \pm \tilde{F})^{\alpha \beta}, \quad \text { or } \quad \tilde{F}^{\alpha \beta}=-Z_{0}(\nsubseteq \tilde{G})^{\alpha \beta}, \tag{74}
\end{equation*}
$$


The operator $\underline{x}$ is the four-dimensional Hodge's star operator. From Eq. (64), the action for a 2nd-order tensor is written as

$$
\begin{equation*}
(\underline{\star} A)^{i j}=A^{0 k}, \quad(\underline{*} A)^{0 i}=-A^{j k}, \tag{75}
\end{equation*}
$$

where $i, j, k(i, j=1,2,3)$ are cyclic. We note that $\underline{* *}=-1$, i.e., $\underline{*}^{-1}=-\underline{*}$ holds.
Equation (74) is a relativistic version of constitutive relations of vacuum and carries two roles. First it connect dimensionally different tensors $\tilde{G}$ and $\tilde{F}$ with the vacuum impedance $Z_{0}$. Secondly it represents the Hodge's dual relation. The Hodge operator depends both on the handedness of the basis ${ }^{4}$ and the metric.

[^3]Finally, the Maxwell equations can be simply represented as

$$
\begin{equation*}
\partial_{\beta} \tilde{G}^{\alpha \beta}=\tilde{J}^{\alpha}, \quad \partial_{\beta} \tilde{F}^{\alpha \beta}=0, \quad \tilde{G}^{\alpha \beta}=Y_{0}(\not \approx \tilde{F})^{\alpha \beta} . \tag{76}
\end{equation*}
$$

This representation, however, is quite unnatural in the view of two points. First of all, the components of field quantity should be covariant and should have lower indices. Despite of that, here, all quantities are contravariant and have upper indices in order to contract with the spatial differential operator $\partial_{\alpha}$ with a lower index. Furthermore, it is unnatural that in Eqs. (68) and (72), $D$ and $B$, which are 2 -forms with respect to space, have indices of time and space, and $E$ and $H$ have two spatial indices.

The main reason of this unnaturalness is that we have started with the conventional, scalar-vector form of Maxwell equations rather than from those in differential forms.

### 7.2 Bianchi identity

In general textbooks, the one of equations in Eq. (76) is further modified by introducing a covariant tensor $F_{\alpha \beta}=\frac{1}{2} \epsilon_{\alpha \beta \gamma \delta} \tilde{F}^{\gamma \delta}$. Solving it as $\tilde{F}^{\alpha \beta}=-\frac{1}{2} \epsilon^{\alpha \beta \gamma \delta} F_{\gamma \delta}$ and substituting into Eq. (73), we have

$$
\begin{equation*}
0=\partial_{\beta} \epsilon^{\alpha \beta \gamma \delta} F_{\gamma \delta}=\epsilon^{\alpha \beta \gamma \delta} \partial_{\beta} F_{\gamma \delta} . \tag{77}
\end{equation*}
$$

Considering $\alpha$ as a fixed parameter, we have six non-zero terms that are related as

$$
\begin{align*}
0 & =\partial_{\beta}\left(F_{\gamma \delta}-F_{\delta \gamma}\right)+\partial_{\gamma}\left(F_{\delta \beta}-F_{\beta \delta}\right)+\partial_{\delta}\left(F_{\beta \gamma}-F_{\gamma \beta}\right) \\
& =2\left(\partial_{\beta} F_{\gamma \delta}+\partial_{\gamma} F_{\delta \beta}+\partial_{\delta} F_{\beta \gamma}\right) \quad(\beta, \gamma, \delta=0, \ldots, 3) \tag{78}
\end{align*}
$$

Although there are many combinations of indices, this represents substantially four equations. To be specific, we introduce the matrix representation of $F_{\alpha \beta}$ as

$$
\left(F_{\alpha \beta}\right)=\left[\begin{array}{cccc}
0 & -E_{x} & -E_{y} & -E_{z}  \tag{79}\\
E_{x} & 0 & c_{0} B_{z} & -c_{0} B_{y} \\
E_{y} & -c_{0} B_{z} & 0 & c_{0} B_{x} \\
E_{z} & c_{0} B_{y} & -c_{0} B_{x} & 0
\end{array}\right] .
$$

Comparing this with $\tilde{G}^{\alpha \beta}$ in Eq. (68) and considering the constitutive relations, we find that the signs of components with indices for time " 0 " are reversed. Therefore, with the metric tensor, we have

$$
\begin{equation*}
\tilde{G}^{\alpha \beta}=Y_{0} g^{\alpha \gamma} g^{\beta \delta} F_{\gamma \delta}=Y_{0} F^{\alpha \beta} . \tag{80}
\end{equation*}
$$

Substitution into Eq. (70) yields $Y_{0} \partial_{\beta} F^{\alpha \beta}=\tilde{J}^{\alpha}$. After all, relativistically, the Maxwell equations are written as

$$
\begin{equation*}
\partial_{\beta} F^{\alpha \beta}=Z_{0} \tilde{J}^{\alpha}, \quad \partial_{\alpha} F_{\beta \gamma}+\partial_{\beta} F_{\gamma \alpha}+\partial_{\gamma} F_{\alpha \beta}=0 . \tag{81}
\end{equation*}
$$

Even though this common expression is simpler than that for the non relativistic version, symmetry is somewhat impaired. The covariant and contravariant field tensors are mixed. The reason is that the constitutive relations, which contains the Hodge operator, is eliminated.

### 7.3 Differential forms

Here we start with the Maxwell equations (31) in three-dimensional differential forms. We introduce a basis $\left\{e_{0}, e_{1}, e_{2}, e_{3}\right\}$, and the corresponding dual basis $\left\{e^{0}, e^{1}, e^{2}, e^{3}\right\}$, i.e., $e^{\mu} \cdot e_{v}=$ $\delta_{v}^{u}$. With $\underline{G}=e^{0} \wedge \boldsymbol{H}+c_{0} D, \underline{\mathcal{J}}=e^{0} \wedge(-J)+c_{0} \mathcal{R}$, and $\underline{\nabla}=c_{0}^{-1} \partial_{t} e^{0}+\nabla$, the source equations

$$
\begin{equation*}
\nabla \wedge \boldsymbol{H}-\frac{\partial}{\partial\left(c_{0} t\right)}\left(c_{0} D\right)=J, \quad \nabla \wedge\left(c_{0} D\right)=\mathcal{R}, \tag{82}
\end{equation*}
$$

are unified as

$$
\begin{equation*}
\underline{\nabla} \wedge \underline{G}=\underline{\mathcal{J}} \tag{83}
\end{equation*}
$$

where $\wedge$ represent the anti-symmetric tensor product or the wedge product. In components, Eq. (83) is

$$
\begin{equation*}
\partial_{[\gamma} G_{\alpha \beta]}=G_{[\alpha \beta, \gamma]}=J_{\alpha \beta \gamma} / 3 . \tag{84}
\end{equation*}
$$

The tensor $G_{\alpha \beta}$ can be written as

$$
\left(G_{\alpha \beta}\right)=\left(\underline{G}: \boldsymbol{e}_{\alpha} \boldsymbol{e}_{\beta}\right)=\left[\begin{array}{cccc}
0 & H_{x} & H_{y} & H_{z}  \tag{85}\\
-H_{x} & 0 & c_{0} D_{z} & -c_{0} D_{y} \\
-H_{y} & -c_{0} D_{z} & 0 & c_{0} D_{x} \\
-H_{z} & c_{0} D_{y} & -c_{0} D_{x} & 0
\end{array}\right] .
$$

The covariant tensors (forms) $G_{\alpha \beta}$ and $J_{\alpha \beta \gamma}$ are related to $\tilde{G}^{\alpha \beta}$ and $\tilde{J}^{\alpha}$ in the previous subsection as

$$
\begin{equation*}
G_{\alpha \beta}=\frac{1}{2} \epsilon_{\alpha \beta \gamma \delta} \tilde{G}^{\gamma \delta}, \quad J_{\alpha \beta \gamma}=-\epsilon_{\alpha \beta \gamma \delta} \tilde{J}^{\delta}, \quad \text { or } \quad \tilde{G}^{\alpha \beta}=-\frac{1}{2} \epsilon^{\alpha \beta \gamma \delta} G_{\gamma \delta}, \quad \tilde{J}^{\alpha}=\frac{1}{6} \epsilon^{\alpha \beta \gamma \delta} J_{\beta \gamma \delta} . \tag{86}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\nabla \wedge E+\frac{\partial}{\partial\left(c_{0} t\right)}\left(c_{0} B\right)=0, \quad \nabla \wedge\left(c_{0} B\right)=0 \tag{87}
\end{equation*}
$$

can be written as

$$
\begin{equation*}
\underline{\nabla} \wedge \underline{F}=0 \tag{88}
\end{equation*}
$$

with $\underline{F}=\boldsymbol{e}^{0} \wedge(-\boldsymbol{E})+c_{0} B$. In components,

$$
\begin{equation*}
\partial_{[\gamma} F_{\alpha \beta]}=F_{[\alpha \beta, \gamma]}=0, \tag{89}
\end{equation*}
$$

where

$$
\left(F_{\alpha \beta}\right)=\left(\underline{F}: \boldsymbol{e}_{\alpha} \boldsymbol{e}_{\beta}\right)=\left[\begin{array}{cccc}
0 & -E_{x} & -E_{y} & -E_{z}  \tag{90}\\
E_{x} & 0 & c_{0} B_{z} & -c_{0} B_{y} \\
E_{y} & -c_{0} B_{z} & 0 & c_{0} B_{x} \\
E_{z} & c_{0} B_{y} & -c_{0} B_{x} & 0
\end{array}\right] .
$$

The covariant tensor (form) $F_{\alpha \beta}$ is related to $\tilde{F}^{\alpha \beta}$ in the previous subsection as

| twisted/untwisted | order | quantities |
| :---: | :---: | :--- |
| untwisted | 1-form | $\underline{V}=\phi e^{0}+c_{0}(-A)$ |
| untwisted | 2-form | $\underline{F}=e^{0} \wedge(-E)+c_{0} B$ |
| twisted | 2-form | $\underline{G}=e^{0} \wedge \boldsymbol{H}+c_{0} D$ |
| twisted | 2-form | $\underline{I}=e^{0} \wedge(-\boldsymbol{M})+c_{0} P$ |
| twisted | 3-form | $\underline{\mathcal{J}}=\boldsymbol{e}^{0} \wedge(-J)+c_{0} \mathcal{R}$ |

Table 3. Four dimensional electromagnetic field quantities as twisted and untwisted $n$-forms

$$
\begin{equation*}
F_{\alpha \beta}=\frac{1}{2} \epsilon_{\alpha \beta \gamma \delta} \tilde{F}^{\gamma \delta}, \quad \text { or, } \quad \tilde{F}^{\alpha \beta}=-\frac{1}{2} \epsilon^{\alpha \beta \gamma \delta} F_{\gamma \delta} . \tag{91}
\end{equation*}
$$

The Hodge operator acts on a four-dimensional two form as

$$
\begin{equation*}
\underbrace{*}\left(e^{0} \wedge X+Y\right)=e^{0} \wedge(-(* Y))+(* X)=e^{0} \wedge(-\boldsymbol{Y})+X \tag{92}
\end{equation*}
$$

where $\boldsymbol{X}$ and $Y$ are a three-dimensional 1-form and a three-dimensional 2 -form, and $*$ is the three-dimensional Hodge operator ${ }^{5}$. Now the constitutive relations $D=\varepsilon_{0}(* \boldsymbol{E})$ and $\boldsymbol{H}=$ $\mu_{0}^{-1}(* B)$ are four-dimensionally represented as

$$
\begin{equation*}
\underline{G}=-Y_{0}(\not \approx F), \quad \text { or } \quad \underline{F}=Z_{0}(* G) . \tag{93}
\end{equation*}
$$

With components, these are represented as

$$
\begin{equation*}
G_{\alpha \beta}=-Y_{0}(\underline{*} F)_{\alpha \beta}, \quad \text { or } \quad F_{\alpha \beta}=Z_{0}(\nsubseteq G)_{\alpha \beta}, \tag{94}
\end{equation*}
$$

with the action of Hodge's operator on anti-symmetric tensors of rank 2:

$$
\begin{equation*}
(\underline{*} A)_{\alpha \beta}=\frac{1}{2} \epsilon_{\alpha \beta}{ }^{\gamma \delta} A_{\gamma \delta}=\frac{1}{2} g_{\alpha \mu} g_{\beta \nu} \epsilon^{\mu \nu \gamma \delta} A_{\gamma \delta} . \tag{95}
\end{equation*}
$$

Now we have the Maxwell equations in the four-dimensional forms with components:

$$
\begin{equation*}
\partial_{[\gamma} G_{\alpha \beta]}=J_{\alpha \beta \gamma} / 3, \quad \partial_{[\gamma} F_{\alpha \beta]}=0, \quad F_{\alpha \beta}=Z_{0}\left(\not{ }^{*} G\right)_{\alpha \beta}, \tag{96}
\end{equation*}
$$

and in basis-free representations:

$$
\begin{equation*}
\underline{\nabla} \wedge \underline{G}=\underline{\mathcal{J}}, \quad \underline{\nabla} \wedge \underline{F}=0, \quad \underline{F}=Z_{0}(\underline{* G}), \tag{97}
\end{equation*}
$$

or

$$
\begin{equation*}
\underline{\mathrm{d} G}=\underline{\mathcal{J}}, \quad \underline{\mathrm{d} F}=0, \quad \underline{F}=Z_{0}(* \underline{G}) . \tag{98}
\end{equation*}
$$

with the four-dimensional exterior derivative $\underline{d}_{\Delta}=\underline{\nabla} \wedge_{\checkmark}$. These are much more elegant and easier to remember compared with Eqs. (76) and (81). A similar type of reformulation has been given by Sommerfeld (Sommerfeld (1952)).

[^4]
### 7.4 Potentials and the conservation of charge

We introduce a four-dimensional vector potential $\underline{\boldsymbol{V}}=\phi \boldsymbol{e}^{0}+c_{0}(-\boldsymbol{A})$, i.e.,

$$
\begin{align*}
\left(V_{\alpha}\right) & =\left(\underline{\boldsymbol{V}} \cdot \boldsymbol{e}_{\alpha}\right) \\
& =\left(\phi,-c_{0} A_{x},-c_{0} A_{y},-c_{0} A_{z}\right) \tag{99}
\end{align*}
$$

Then we have $\underline{\nabla} \wedge \underline{V}=-\underline{F}$, or

$$
\begin{equation*}
\partial_{[\alpha} V_{\beta]}=-F_{\alpha \beta} / 2 \tag{100}
\end{equation*}
$$

which is a relation between the potential and the field strength. Utilizing the potential, the force equation becomes very trivial,

$$
\begin{equation*}
0=\underline{\nabla} \wedge(\underline{\nabla} \wedge \underline{V})=\underline{\nabla} \wedge \underline{F} \tag{101}
\end{equation*}
$$

since $\underline{\nabla} \wedge \underline{\nabla}=0$ or $\underline{d d}=0$ holds.
The freedom of gauge transformation with a 0 -form $\Lambda$ can easily be understood; $\underline{V}^{\prime}=\underline{V}+\underline{\mathrm{d}} \Lambda$ gives no difference in the force quantities, i.e., $\underline{F}^{\prime}=\underline{F}$. A similar degree of freedom exist for the source fields (Hirst (1997)). With a 1-form $\underline{L}$, we define the transformation $\underline{G}^{\prime}=\underline{G}+\underline{\mathrm{d} L}$, which yields $\underline{\mathcal{J}^{\prime}}=\underline{\mathcal{J}}$.

The conservation of charge is also straightforward;

$$
\begin{align*}
0 & =\underline{\nabla} \wedge \underline{\nabla} \wedge \underline{G}=\underline{\nabla} \wedge \underline{\mathcal{J}} \\
& =e^{0} \wedge\left(\partial_{t} \mathcal{R}+\nabla \wedge J\right) \tag{102}
\end{align*}
$$

### 7.5 Relativistic representation of the Lorentz force

Changes in the energy $E$ and momentum $p$ of a charged particle moving at velocity $u$ in an electromagnetic field are

$$
\begin{align*}
\frac{\mathrm{d} E}{\mathrm{~d} t} & =q \boldsymbol{E} \cdot \boldsymbol{u} \\
\frac{\mathrm{~d} \boldsymbol{p}}{\mathrm{~d} t} & =q \boldsymbol{E}+\boldsymbol{u} \times \boldsymbol{B} \tag{103}
\end{align*}
$$

By introducing the four dimensional velocity $u^{\alpha}=\left[c_{0} \gamma, u_{x}, u_{y}, u_{z}\right]$, and the four dimensional momentum $p_{\alpha}=\left[-E / c_{0}, p_{x}, p_{y}, p_{z}\right]$, we have the equation of motion

$$
\begin{equation*}
\frac{\mathrm{d} p_{\alpha}}{\mathrm{d} \tau}=q F_{\alpha \beta} u^{\beta} \tag{104}
\end{equation*}
$$

where $\mathrm{d} \tau=\mathrm{d} t / \gamma$ the proper time of moving charge, and $\gamma=\left(1-u^{2} / c_{0}^{2}\right)^{-1 / 2}$ is the Lorentz factor. The change in action $\Delta S$ can be written

$$
\begin{equation*}
\Delta S=p_{\alpha} \Delta x^{\alpha}=-E \Delta t+p \cdot \Delta x \tag{105}
\end{equation*}
$$



Fig. 2. Relations of electromagnetic field forms in four dimension


Fig. 3. Various kinds of tensors of order 2 used in the relativistic Maxwell equations

### 7.6 Summary for relativistic relations

In Fig. 2, the relativistic quantities are arranged as a diagram, the rows of which correspond to the orders of tensors ( $n=1,2,3,4$ ). In the left column, the quantities related to the electromagnetic forces ( F quantities), and in the right column, the quantities related to the electromagnetic sources (S quantities) are listed. The exterior derivative " $\underline{d}$ " connects a pair of quantities by increasing the tensor order by one. These differential relations correspond to the definition of (scalar and vector) potentials, the Maxwell's equations, and the charge conservation (See Fig. 1). Hodge's star operator " $\underline{\neq}$ " connects two 2 -forms: $\underline{F}$ and $\underline{G}$. This corresponds to the constitutive relations for vacuum and here appears the vacuum impedance $Z_{0}=1 / Y_{0}$ as the proportional factor.

In Fig. 3, various kinds of tensors of order 2 in the relativistic Maxwell equations and their relations are shown. The left column corresponds to the source fields $(D, H)$, the right column corresponds to the force fields ( $E, B$ ). Though not explicitly written, due to the difference in dimension, the conversions associate the vacuum impedance (or admittance). "E" and "EE" represent the conversion by Levi-Civita (or by its conjugate), " $\underline{\prime}$ " represents the conversion by Hodge's operator. Associated with the diagonal arrows, " $g^{\top} g^{\top}$ ", and " $g g^{\prime \prime}$ represent raising and lowering of the indices with the metric tensors, respectively. The tensors in the upper row are derived from the scalar-vector formalism and those in the lower row are derived from the
differential forms. In order to avoid the use of the Hodge operator, the diagonal pair $F_{\alpha \beta}, F^{\alpha \beta}$ ( $=Z_{0} \tilde{G}^{\alpha \beta}$ ) are used conventionally and the symmetry is sacrificed.

## 8. Conclusion

In this book chapter, we have reformulated the electromagnetic theory. First we have confirmed the role of vacuum impedance $Z_{0}$ as a fundamental constant. It characterizes the electromagnetism as the gravitational constant $G$ characterizes the theory of gravity. The velocity of light $c_{0}$ in vacuum is the constant associated with space-time, which is a framework in which electromagnetism and other theories are constructed. Then, $Z_{0}$ is a single parameter characterizing electromagnetism, and $\varepsilon_{0}=1 /\left(Z_{0} c_{0}\right)$ and $\mu_{0}=Z_{0} / c_{0}$ are considered derived parameters.

Next, we have introduced anti-symmetric covariant tensors, or differential forms, in order to represent EM field quantities most naturally. It is a significant departure from the conventional scalar-vector formalism. But we have tried not to be too mathematical by carrying over the conventional notations as many as possible for continuous transition. In this formalism, the various field quantities are defined through the volume form, which is the machinery to calculate the volume of parallelepipedon spanned by three tangential vectors. To be precise, it is a pseudo (twisted) form, whose sign depends on the orientation of basis.

Even though the constitutive relation seems as a simple proportional relation, it associates the conversion by the Hodge dual operation and the change in physical dimensions by the vaccum impedance. We have found that this non-trivial relation is the keystone of the EM theory.
The EM theory has the symmetry with respect to the space inversion, therefore, each field quantity has a definite parity, even or odd. We have shown that the parity is determined by the tensorial order and the pseudoness (twisted or untwisted).

The Maxwell equations can be formulated most naturally in the four dimensional space-time. However, the conventional expression with tensor components (with superscripts or subscripts) is somewhat abstract and hard to read out its geometrical or physical meaning. Moreover, sometimes contravariant tensors are introduced in order to avoid the explicit use of the Hodge dual with sacrificing the beauty of equations. It has been shown that the four-dimensional differential forms (anti-symmetric covariant tensors) are the most suitable tools for expressing the structure of the EM theory.

The structured formulation helps us to advance electromagnetic theories to various areas. For example, the recent development of new type of media called metamaterials, for which we have to deal with electric and magnetic interactions simultaneously, confronts us to reexamine theoretical frameworks. It may also be helpful to resolve problems on the electromagnetic momentum within dielectric media.
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# Foundations of Electromagnetism, Equivalence Principles and Cosmic Interactions 
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## 1. Introduction

Standard electromagnetism is based on Maxwell equations and Lorentz force law. It can be derived by a least action with the following Lagrangian density for a system of charged particles in Gaussian units (e.g., Jackson, 1999),

$$
\begin{equation*}
L_{E M S}=L_{E M}+L_{E M-P}+L_{P}=-(1 /(16 \pi))\left[(1 / 2) \eta^{i k} \eta^{i l-}(1 / 2) \eta^{i l} \eta^{k j}\right] F_{i j} F_{k l}-A_{k j}{ }_{k}-\sum_{I} m_{I}\left[\left(d s_{I}\right) /(d t)\right] \delta\left(x-x_{I}\right), \tag{1}
\end{equation*}
$$

where $F_{i j} \equiv A_{j, i}-A_{i, j}$ is the electromagnetic field strength tensor with $A_{i}$ the electromagnetic 4potential and comma denoting partial derivation, $\eta^{i j}$ is the Minkowskii metric with signature $(+,-,-,-), m_{I}$ the mass of the Ith charged particle, $s_{I}$ its 4 -line element, and $j^{k}$ the charge 4current density. Here, we use Einstein summation convention, i.e., summation over repeated indices. There are three terms in the Lagrangian density $L_{E M S}$ - (i) $L_{E M}$ for the electromagnetic field, (ii) $L_{E M-P}$ for the interaction of electromagnetic field and charged particles and (iii) $L_{P}$ for charged particles.

The electromagnetic field Lagrangian density can be written in terms of the electric field $\mathbf{E}[\equiv$ $\left.\left(E_{1}, E_{2}, E_{3}\right) \equiv\left(F_{01}, F_{02}, F_{03}\right)\right]$ and the magnetic induction $\mathbf{B}\left[\equiv\left(B_{1}, B_{2}, B_{3}\right) \equiv\left(F_{32}, F_{13}, F_{21}\right)\right]$ as

$$
\begin{equation*}
L_{E M}=(1 / 8 \pi)\left[E^{2}-\mathbf{B}^{2}\right] . \tag{2}
\end{equation*}
$$

This classical Lagrangian density is based on the photon having zero mass. To include the effects of nonvanishing photon mass $m_{\text {photon, }}$, a mass term $L_{\text {Procar }}$

$$
\begin{equation*}
L_{\text {Proca }}=\left(m_{\text {photon }}{ }^{2} c^{2} / 8 \Pi \hbar^{2}\right)\left(A_{k} A^{k}\right), \tag{3}
\end{equation*}
$$

needs to be added (Proca, 1936a, 1936b, 1936c, 1937, 1938). We use $\eta^{i j}$ and its inverse $\eta_{i j}$ to raise and lower indices. With this term, the Coulomb law is modified to have the electric potential $A_{0}$,

$$
\begin{equation*}
A_{0}=q\left(e^{-\mu r} / r\right) \tag{4}
\end{equation*}
$$

where $q$ is the charge of the source particle, $r$ is the distance to the source particle, and $\mu$ $\left(\equiv m_{\text {photon }} / / \hbar\right)$ gives the inverse range of the interaction.

Experimental test on Coulomb's law (Williams, Faller \& Hill, 1971) gives a constraint of the photon mass as

$$
\begin{equation*}
m_{\text {photon }} \leq 10^{-14} \mathrm{eV}\left(=2 \times 10^{-47} \mathrm{~g}\right), \tag{5}
\end{equation*}
$$

on the interaction range $\mu^{-1}$ as

$$
\begin{equation*}
\mu^{-1} \geq 2 \times 10^{7} \mathrm{~m} . \tag{6}
\end{equation*}
$$

Photon mass affects the structure and the attenuation of magnetic field and therefore can be constrained by measuring the magnetic field of Earth, Sun or an astronomical body (Schrödinger, 1943; Bass \& Schrödinger, 1955). From the magnetic field measurement of Jupiter during Pioneer 10 flyby, constraints are set as (Davis, Goldhaber \& Nieto, 1975)

$$
\begin{equation*}
m_{\text {photon }} \leq 4 \times 10^{-16} \mathrm{eV}\left(=7 \times 10^{-49} \mathrm{~g}\right) ; \mu^{-1} \geq 5 \times 10^{8} \mathrm{~m} . \tag{7}
\end{equation*}
$$

Using the plasma and magnetic field data of the solar wind, constraints on the photon mass are set recently as (Ryutov, 2007)

$$
\begin{equation*}
m_{\text {photon }} \leq 10^{-18} \mathrm{eV}\left(=2 \times 10^{-51} \mathrm{~g}\right) ; \mu^{-1} \geq 2 \times 10^{11} \mathrm{~m} . \tag{8}
\end{equation*}
$$

Large-scale magnetic fields in vacuum would be direct evidence for a limit on their exponential attenuation with distance, and hence a limit on photon mass. Using observations on galactic sized fields, Chibisov limit is obtained (Chibisov, 1976)

$$
\begin{equation*}
m_{\text {photon }} \leq 2 \times 10^{-27} \mathrm{eV}\left(=4 \times 10^{-60} \mathrm{~g}\right) ; \mu^{-1} \geq 10^{20} \mathrm{~m} . \tag{9}
\end{equation*}
$$

For a more detailed discussion of this work and for a comprehensive review on the photon mass, please see Goldhaber and Nieto (2010).

As larger scale magnetic field discovered and measured, the constraints on photon mass and on the interaction range may become more stringent. If cosmic scale magnetic field is discovered, the constraint on the interaction range may become bigger or comparable to Hubble distance (of the order of radius of curvature of our observable universe). If this happens, the concept of photon mass may lose significance amid gravity coupling or curvature coupling of photons.

Now we turn to quantum corrections to classical electrodynamics. In classical electrodynamics, the Maxwell equations are linear in the electric field $\mathbf{E}$ and magnetic field B, and we have the principle of superposition of electromagnetic field in vacuum. However, in the electrodynamics of continuous matter, media are usually nonlinear and the principle of superposition of electromagnetic field is not valid. In quantum electrodynamics, due to loop diagrams like the one in Fig. 1, photon can scatter off photon in vacuum. This is the origin of invalidity of the principle of superposition and makes vacuum a nonlinear medium also. The leading order of this effect in slowly varying electric and magnetic field is derived in Heisenberg and Euler (1936) and can be incorporated in the Heisenberg-Euler Lagrangian density

$$
\begin{equation*}
L_{\text {Heisenberg-Euler }}=\left[2 \alpha^{2} \hbar^{2} / 45(4 \pi)^{2} m^{4} c^{6}\right]\left[\left(\mathbf{E}^{2}-\mathbf{B}^{2}\right)^{2}+7(\mathbf{E} \cdot \mathbf{B})^{2}\right], \tag{10}
\end{equation*}
$$

where $\alpha$ is the fine structure constant and $m$ the electron mass. In terms of critical field strength $B_{c}$ defined as

$$
\begin{equation*}
B_{\mathrm{c}} \equiv E_{\mathrm{c}} \equiv m^{2} c^{3} / e \hbar=4.4 \times 10^{13} \mathrm{G}=4.4 \times 10^{9} \mathrm{~T}=4.4 \times 10^{13} \text { statvolt } / \mathrm{cm}=1.3 \times 10^{18} \mathrm{~V} / \mathrm{m} \tag{11}
\end{equation*}
$$

this Lagrangian density can be written as

$$
\begin{gather*}
L_{\text {Heisenberg-Euler }}=(1 / 8 \Pi) B_{c^{-2}}\left[\eta_{1}\left(\mathbf{E}^{2}-\mathbf{B}^{2}\right)^{2}+4 \eta_{2}(\mathbf{E} \cdot \mathbf{B})^{2}\right],  \tag{12}\\
\eta_{1}=\mathrm{a} /(45 \Pi)=5.1 \times 10^{-5} \text { and } \eta_{2}=7 \mathrm{a} /(180 \Pi)=9.0 \times 10^{-5} . \tag{13}
\end{gather*}
$$

For time varying and space varying effects of external fields, and higher order corrections in quantum electrodynamics, please see Dittrich and Reuter (1985) and Kim (2011a, 2011b) and references therein.


Fig. 1. On the left is the basic diagram for light-light scattering and for nonlinear electrodynamics; on the right is the basic diagram for the nonlinear light (electromagneticwave) propagation in strong electric and/or magnetic field.

Before Heisenberg \& Euler (1936), Born and Infeld (Born, 1934; Born \& Infeld, 1934) proposed the following Lagrangian density for the electromagnetic field

$$
\begin{equation*}
L_{\text {Born-Infeld }}=-\left(b^{2} / 4 \Pi\right)\left[1-\left(\mathbf{E}^{2}-\mathbf{B}^{2}\right) / b^{2}-(\mathbf{E} \cdot \mathbf{B})^{2} / b^{4}\right]^{1 / 2} \tag{14}
\end{equation*}
$$

where $b$ is a constant which gives the maximum electric field strength. For field strength small compared with $b$, (14) can be expanded into

$$
\begin{equation*}
L_{\text {Born-Infeld }}=(1 / 8 \Pi)\left[\left(\mathbf{E}^{2}-\mathbf{B}^{2}\right)+\left(\mathbf{E}^{2}-\mathbf{B}^{2}\right)^{2} / b^{2}+(\mathbf{E} \cdot \mathbf{B})^{2} / b^{2}+\mathrm{O}\left(b^{-4}\right)\right] \tag{15}
\end{equation*}
$$

The lowest order of Born-Infeld electrodynamics agrees with the classical electrodynamics. The next order corrections are of the form of Eq. (12) with

$$
\begin{equation*}
\eta_{1}=\eta_{2}=B_{c}^{2} / b^{2} \tag{16}
\end{equation*}
$$

In the Born-Infeld electrodynamics, $b$ is the maximum electric field. Electric fields at the edge of heavy nuclei are of the order of $10^{21} \mathrm{~V} / \mathrm{m}$. If we take $b$ to be $10^{21} \mathrm{~V} / \mathrm{m}$, then, $\eta_{1}=\eta_{2}=$ $5.9 \times 10^{-6}$.

For formulating a phenomenological framework for testing corrections to Maxwell-Lorentz classical electrodynamics, we notice that ( $\mathbf{E}^{2}-\mathbf{B}^{2}$ ) and ( $\mathbf{E} \cdot \mathbf{B}$ ) are the only Lorentz invariants second order in the field strength, and $\left(\mathbf{E}^{2}-\mathbf{B}^{2}\right)^{2},(\mathbf{E} \cdot \mathbf{B})^{2}$ and $\left(\mathbf{E}^{2}-\mathbf{B}^{2}\right)(\mathbf{E} \cdot \mathbf{B})$ are the only Lorentz invariants fourth order in the field strength. However, (E-B) is a total divergence and, by itself in the Lagrangian density, does not contribute to the equation of motion (field
equation). Multiplying (E•B) by a pseudoscalar field $\Phi$, the term $\Phi(\mathbf{E} \cdot \mathbf{B})$ is the Lagrangian density for the pseudoscalar-photon (axion-photon) interaction. When this term is included together with the fourth-order invariants, we have the following phenomenological Lagrangian density for our Parametrized Post-Maxwell (PPM) Lagrangian density including various corrections and modifications to be tested by experiments and observations,

$$
\begin{equation*}
L_{P P M}=(1 / 8 \Pi)\left\{\left(\mathbf{E}^{2}-\mathbf{B}^{2}\right)+\xi \Phi(\mathbf{E} \cdot \mathbf{B})+B_{c^{-2}}\left[\eta_{1}\left(\mathbf{E}^{2}-\mathbf{B}^{2}\right)^{2}+4 \eta_{2}(\mathbf{E} \cdot \mathbf{B})^{2}+2 \eta_{3}\left(\mathbf{E}^{2}-\mathbf{B}^{2}\right)(\mathbf{E} \cdot \mathbf{B})\right]\right\} . \tag{17}
\end{equation*}
$$

This PPM Lagrangian density contains 4 parameters $\mathcal{\xi}, \eta_{1}, \eta_{2} \& \eta_{3}$, and is an extension of the two-parameteer ( $\eta_{1}$ and $\eta_{2}$ ) post-Maxwellian Lagrangian density of Denisov, Krivchenkov and Kravtsov (2004). The manifestly Lorentz covariant form of Eq. (17) is

$$
\begin{equation*}
L_{P P M}=(1 /(32 \pi))\left\{-2 F k F_{k l}-\oint \Phi F^{* k l} F_{k l}+B_{c^{-2}}\left[\eta_{1}\left(F^{k l} F_{k l}\right)^{2+} \eta_{2}\left(F^{* k} F_{k l}\right)^{2}+\eta_{3}\left(F^{k l} F_{k l}\right)\left(F^{* i} F_{i j}\right)\right]\right\}, \tag{18}
\end{equation*}
$$

where

$$
\begin{equation*}
F^{* i j} \equiv(1 / 2) e^{i j k l} F_{k l,} \tag{19}
\end{equation*}
$$

with $e^{i j k l}$ defined as

$$
\begin{equation*}
e^{i j k l} \equiv 1 \text { if }(i j k l) \text { is an even permutation of ( } 0123 \text { ); - } 1 \text { if odd; } 0 \text { otherwise. } \tag{20}
\end{equation*}
$$

In section 2, we derive the PPM nonlinear electrodynamic equations, and in section 3, we use them to derive the light propagation equation in PPM nonlinear electrodynamics. In section 4, we discuss ultra-high precision laser interferometry experiments to measure the parameters of PPM electrodynamics. In section 5, we treat electromagnetism in curved spacetime using Einstein Equivalence Principle, and discuss redshift as an application with examples from astrophysics and navigation. In section 6, we discuss empirical tests of electromagnetism in gravity and the $x-\mathrm{g}$ framework and find pseudoscalar-photon interaction uniquely standing out. In section 7, we discuss the pseudoscalar-photon interaction and its relation to other approaches. In section 8, we use Cosmic Microwave Background (CMB) observations to constrain the cosmic polarization rotation and discuss radio galaxy observations. In section 9, we present a summary and an outlook briefly.

## 2. Equations for nonlinear electrodynamics

In analogue with the nonlinear electrodynamics of continuous media, we can define the electric displacement $\mathbf{D}$ and the magnetic field $\mathbf{H}$ as follows:

$$
\begin{align*}
& \mathbf{D} \equiv 4 \Pi\left(\partial L_{P P N} / \partial \mathbf{E}\right)=\left[1+2 \eta_{1}\left(\mathbf{E}^{2}-\mathbf{B}^{2}\right) B_{c^{-2}}+2 \eta_{3}(\mathbf{E} \cdot \mathbf{B}) B_{c^{-2}}\right] \mathbf{E}+\left[\Phi+4 \eta_{2}(\mathbf{E} \cdot \mathbf{B}) B_{\left.c^{-2}+\eta_{3}\left(\mathbf{E}^{2}-\mathbf{B}^{2}\right) B_{c^{-2}}\right] \mathbf{B},, ~, ~, ~}^{\text {, }}\right.  \tag{21}\\
& \mathbf{H} \equiv-4 \Pi\left(\partial L_{P P N} / \partial \mathbf{B}\right)=\left[1+2 \eta_{1}\left(\mathbf{E}^{2}-\mathbf{B}^{2}\right) B_{c^{-2}}+2 \eta_{3}(\mathbf{E} \cdot \mathbf{B}) B_{c^{-2}}\right] \mathbf{B}-\left[\Phi+4 \eta_{2}(\mathbf{E} \cdot \mathbf{B}) B_{\left.c^{-2}+\eta_{3}\left(\mathbf{E}^{2}-\mathbf{B}^{2}\right) B_{c} c^{-2}\right] \mathbf{E} .}^{\mathbf{E}} .\right. \tag{22}
\end{align*}
$$

From $\mathbf{D} \& \mathbf{H}$, we can define a second-rank $G_{i j}$ tensor, just like from $\mathbf{E} \& \mathbf{B}$ to define $F_{i j}$ tensor. With these definitions and following the standard procedure in electrodynamics [see, e.g., Jackson (1999), p. 599], the nonlinear equations of the electromagnetic field are

$$
\begin{gather*}
\operatorname{curl} \mathbf{H}=(1 / c) \partial \mathbf{D} / \partial t+4 \Pi \mathbf{J},  \tag{23}\\
\operatorname{div} \mathbf{D}=4 \Pi \rho \tag{24}
\end{gather*}
$$

$$
\begin{gather*}
\operatorname{curl} \mathbf{E}=-(1 / c) \partial \mathbf{B} / \partial t  \tag{25}\\
\operatorname{div} \mathbf{B}=0 . \tag{26}
\end{gather*}
$$

We notice that it has the same form as in macroscopic electrodynamics. The Lorentz force law remains the same as in classical electrodynamics:

$$
\begin{equation*}
d\left[\left(1-\mathbf{v}_{l^{2}} / \mathrm{c}^{2}\right)^{-1 / 2} m_{\mathbf{v}_{I}}\right] / \mathrm{dt}=q_{I}\left[\mathbf{E}+(1 / \mathrm{c}) \mathbf{v}_{I} \times \mathbf{B}\right] \tag{27}
\end{equation*}
$$

for the $I$-th particle with charge $q_{I}$ and velocity $\mathbf{v}_{I}$ in the system. The source of $\Phi$ in this system is (E.B) and the field equation for $\Phi$ is

$$
\begin{equation*}
\partial{ }^{i} L_{\Phi} / \partial(\partial i \Phi)-\partial L_{\Phi} / \partial \Phi=\mathbf{E} \cdot \mathbf{B}, \tag{28}
\end{equation*}
$$

where $L_{\Phi}$ is the Lagrangian density of the pseudoscalar field $\Phi$.

## 3. Electromagnetic wave propagation in PPM electrodynamics

Here we follow the previous method ( Ni et al., 1991; Ni, 1998), and separate the electric field and the magnetic induction field into the wave part (small compared to external part) and external part as follows:

$$
\begin{align*}
& \mathbf{E}=\mathbf{E}^{\text {wave }}+\mathbf{E}^{\text {ext }},  \tag{29}\\
& \mathbf{B}=\mathbf{B}^{\text {wave }}+\mathbf{B}^{\text {ext. }} . \tag{30}
\end{align*}
$$

We use the following expressions to calculate the displacement field $\mathrm{D}^{\text {wave }}\left[=\left(D^{\text {wave }_{a}}\right)=\right.$ $\left(D^{\text {wave }_{1}}, D^{\text {wave }_{2}}, D\right.$ wave $\left.\left._{3}\right)\right]$ and the magnetic field $\mathbf{H}$ wave $\left[=\left(H^{\text {wave }}{ }_{a}\right)=\left(H\right.\right.$ wave $\left.\left._{1}, H^{\text {wave }}{ }_{2}, H^{\text {wave }_{3}}\right)\right]$ of the electromagnetic waves:

$$
\begin{align*}
& D \text { wave }_{a}=D_{a}-D^{\operatorname{ext}}{ }_{a}=(4 \Pi)\left[\left(\partial L_{P P M} / \partial \mathrm{E}_{a}\right)_{\mathrm{E} \mathrm{\&} \& \mathbf{B}}-\left(\partial L_{\mathrm{PPM}} / \partial \mathrm{E}_{a}\right)_{\mathrm{ext}}\right],  \tag{31}\\
& H^{\text {wave }_{a}}=H_{a}-H^{\text {ext }}{ }_{a}=-(4 п)\left[\left(\partial L_{\text {PPM }} / \partial \mathrm{B}_{a}\right)_{\text {E\&\& }}-\left(\partial L_{\text {PPM }} / \partial \mathrm{B}_{a}\right)_{\text {ext }}\right], \tag{32}
\end{align*}
$$

where (...) E\&B means that the quantity inside paranthesis is evaluated at the total field values E \& B and (...)ext means that the quantity inside paranthesis is evaluated at the external field values E $^{\text {ext }} \& \mathbf{B}^{\text {ext. }}$.

Since both the total field and the external field satisfy Eqs. (23)-(26), the wave part also satisfy the same form of Eqs. (23)-(26) with the source terms subtracted:

$$
\begin{gather*}
\text { curl } \mathbf{H}^{\text {wave }}=(1 / c) \partial \mathbf{D}^{\text {wave }} / \partial t,  \tag{33}\\
\operatorname{div} \mathbf{D}^{\text {wave }}=0,  \tag{34}\\
\text { curl } \mathbf{E}^{\text {wave }}=-(1 / c) \partial \mathbf{B}^{\text {wave }} / \partial t,  \tag{35}\\
\operatorname{div} \mathbf{B}^{\text {wave }}=0 . \tag{36}
\end{gather*}
$$

After calculating $D$ wave $_{a}$ and $H^{\text {wave }}{ }_{a}$ from Eqs. (31) \& (32), we express them in the following form:

$$
\begin{gather*}
D_{\text {wave }_{a}}=\Sigma_{\beta=1}{ }^{3} \varepsilon_{\alpha \beta} E^{\text {wave }_{\beta}}+\sum_{\beta=1}{ }^{3} \lambda_{a \beta} B_{\text {wave }_{\beta},}  \tag{37}\\
H^{\text {wave }_{a}}=\Sigma_{\beta=1}{ }^{3}\left(\mu^{-1}\right)_{\alpha \beta} B_{\text {wave }_{\beta}}-\Sigma_{\beta=1} \lambda_{\beta a}^{3} \sum_{\beta \text { wave }_{\beta},} \tag{38}
\end{gather*}
$$

where

$$
\begin{align*}
& \varepsilon_{\alpha \beta}=\delta_{\alpha \beta}\left[1+2 \eta_{1}\left(\mathbf{E}^{2}-\mathbf{B}^{2}\right) B_{c^{2}}{ }^{-2}+2 \eta_{3}(\mathbf{E} \cdot \mathbf{B}) B_{c^{-2}}\right]+4 \eta_{1} E_{\alpha} E_{\beta} B_{c^{-2}}+4 \eta_{2} B_{\alpha} B_{\beta} B_{c^{-2}}+2 \eta_{3}\left(E_{\alpha} B_{\beta}+E_{\beta} B_{\alpha}\right) B_{c^{-2}}, \tag{39}
\end{align*}
$$

$$
\begin{align*}
& \lambda_{\alpha \beta}=\delta_{\alpha \beta}\left[\xi \varphi+4 \eta_{2}(\mathbf{E} \cdot \mathbf{B}) B_{\left.c^{-2}+\eta_{3}\left(\mathbf{E}^{2}-\mathbf{B}^{2}\right) B_{c^{-2}}\right]-4 \eta_{1} E_{\alpha} B_{\beta} B_{c^{-2}}+4 \eta_{2} B_{\alpha} E_{\beta} B_{c^{-2}}+2 \eta_{3}\left(E_{\alpha} E_{\beta}+B_{\alpha} B_{\beta}\right) B_{c^{-2}}, ~}^{\text {, }}\right. \tag{40}
\end{align*}
$$

and we have dropped the upper indices 'ext' for simplicity. Note that the coefficients of $B^{\text {wave }_{\beta}}$ in Eq. (37) is the negative transpose of the coefficients of $E^{\text {wave }_{\beta}}$ in Eq. (38) and vice versa. This is a property derivable from the existence of Lagrangian. It is a reciprocity relation; or simply, action equals reaction.

Using eikonal approximation, we look for plane-wave solutions. Choose the $z$-axis in the propagation direction. Solving the dispersion relation for $\omega$, we obtain

$$
\begin{equation*}
\omega_{ \pm}=k\left\{1+(1 / 4)\left[\left(J_{1}+J_{2}\right) \pm\left[\left(J_{1}-J_{2}\right)^{2}+4 J^{2}\right]^{1 / 2}\right]\right\}, \tag{42}
\end{equation*}
$$

where

$$
\begin{gather*}
J_{1} \equiv\left(\mu^{-1}\right)_{22}-\varepsilon_{11}-2 \lambda_{12},  \tag{43}\\
J_{2} \equiv\left(\mu^{-1}\right)_{11}-\varepsilon_{22}+2 \lambda_{21},  \tag{44}\\
J \equiv-\varepsilon_{12}-\left(\mu^{-1}\right)_{12}+\lambda_{11}-\lambda_{22} . \tag{45}
\end{gather*}
$$

Since the index of refraction $n$ is

$$
\begin{equation*}
n=k / \omega, \tag{46}
\end{equation*}
$$

we find

$$
\begin{equation*}
\left.n_{ \pm}=1-(1 / 4)\left\{\left(J_{1}+J_{2}\right) \pm\left[\left(J_{1}-J_{2}\right)^{2}+4\right)^{2}\right]^{1 / 2}\right\} . \tag{47}
\end{equation*}
$$

From this formula, we notice that "no birefringence" is equivalent to $J_{1}=J_{2}$ and $J=0$. A sufficient condition for this to happen is $\eta_{1}=\eta_{2}, \eta_{3}=0$, and no constraint on $\xi$. We will show in the following that this is also a necessary condition. The Born-Infeld electrodynamics satisfies this condition and has no birefringence in the theory.
For Eext $=0$, we now derive the refractive indices in the transverse external magnetic field Bext for the linearly polarized lights whose polarizations (electric fields) are parallel and $^{\text {for }}$ orthogonal to the magnetic field. First, we use Eqs. (39)-(41) \& Eqs. (43)-(46) to obtain

$$
\begin{gather*}
\varepsilon_{\alpha \beta}=\delta_{\alpha \beta}\left[1-2 \eta_{1} \mathbf{B}^{2} B_{c^{-2}}\right]+4 \eta_{2} B_{\alpha} B_{\beta} B_{c} c^{-2},  \tag{48}\\
\left(\mu^{-1}\right)_{\alpha \beta}=\delta_{\alpha \beta}\left[1-2 \eta_{1} \mathbf{B}^{2} B_{c}^{-2}\right]-4 \eta_{1} B_{\alpha} B_{\beta} B_{c^{-2}},  \tag{49}\\
\lambda_{\alpha \beta}=\delta_{\alpha \beta}\left[\varphi-\eta_{3} \mathbf{B}^{2} B_{c} c^{-2}\right]+2 \eta_{3} B_{\alpha} B_{\beta} B_{c} c^{-2},  \tag{50}\\
J_{1}=-4 \eta_{1} B_{2}{ }^{2} B_{c}{ }^{-2}-4 \eta_{2} B_{1}{ }^{2} B_{c} c^{-2}-4 \eta_{3} B_{1} B_{2} B_{c}^{-2}, \tag{51}
\end{gather*}
$$

$$
\begin{gather*}
J_{2}=-4 \eta_{1} B_{1}^{2} B_{c}^{-2}-4 \eta_{2} B_{2}^{2} B_{c}^{-2}+4 \eta_{3} B_{1} B_{2} B_{c}^{-2},  \tag{52}\\
J=4 \eta_{1} B_{1} B_{2} B_{c^{-2}}-4 \eta_{2} B_{1} B_{2} B_{c^{-2}}+2 \eta_{3}\left(B_{1}^{2}-B_{2}^{2}\right) B_{c^{-2}}^{-2} \tag{53}
\end{gather*}
$$

Using Eq. (47), we obtain the indices of refraction for this case:

$$
\begin{equation*}
n_{ \pm}=1+\left\{\left(\eta_{1}+\eta_{2}\right) \pm\left[\left(\eta_{1}-\eta_{2}\right)^{2}+\eta_{3}^{2}\right]^{1 / 2}\right\}\left(B_{1}^{2}+B_{2}^{2}\right) B_{c^{2}} \tag{54}
\end{equation*}
$$

The condition of no birefringence in Eq. (54) means that $\left[\left(\eta_{1}-\eta_{2}\right)^{2}+\eta_{3^{2}}{ }^{2}\right]$ vanishes, i.e.,

$$
\begin{equation*}
\eta_{1}=\eta_{2}, \eta_{3}=0, \text { and no constraint on } \xi \tag{55}
\end{equation*}
$$

This shows that Eq. (55) is a necessary condition for no birefringence. For Eext $=0$, the refractive indices in the transverse external magnetic field $\mathbf{B e x t}^{\text {ext }}$ for the linearly polarized lights whose polarizations are parallel and orthogonal to the magnetic field, are as follows:

$$
\begin{align*}
& n \|=1+\left\{\left(\eta_{1}+\eta_{2}\right)+\left[\left(\eta_{1}-\eta_{2}\right)^{2}+\eta_{3^{2}}\right]^{1 / 2}\right\}\left(\mathbf{B}^{e x t}\right)^{2} B_{c}^{-2} \quad\left(\mathbf{E}^{\text {wave }} \| \mathbf{B}^{e x t}\right)  \tag{56}\\
& n \perp=1+\left\{\left(\eta_{1}+\eta_{2}\right)-\left[\left(\eta_{1}-\eta_{2}\right)^{2}+\eta_{3}^{2}\right]^{1 / 2}\right\}\left(\mathbf{B}^{e x t}\right)^{2} B_{c}^{-2} \quad\left(\mathbf{E}^{\text {wave }} \perp \mathbf{B}^{e x t}\right) . \tag{57}
\end{align*}
$$

For $B^{e x t}=0$, we derive in the following the refractive indices in the transverse external electric field Eext for the linearly polarized lights whose polarizations (electric fields) are parallel and orthogonal to the electric field. First, we use (39)-(41) \& (43)-(46) to obtain

$$
\begin{align*}
& \varepsilon_{\alpha \beta}=\delta_{\alpha \beta}\left[1+2 \eta_{1} \mathbf{E}^{2} B_{c^{-2}}\right]+4 \eta_{1} E_{\alpha} E_{\beta} B_{c^{-2}},  \tag{58}\\
& \left(\mu^{-1}\right)_{\alpha \beta}=\delta_{\alpha \beta}\left[1+2 \eta_{1} \mathbf{E}^{2} B_{c^{-2}}\right]-4 \eta_{2} E_{\alpha} E_{\beta} B_{c^{-2}},  \tag{59}\\
& \lambda_{\alpha \beta}=\delta_{\alpha \beta}\left[\varphi+\eta_{3} \mathbf{E}^{2} B_{c^{-2}}\right]+2 \eta_{3} E_{\alpha} E_{\beta} B_{c^{-2}},  \tag{60}\\
& J_{1}=-4 \eta_{1} E_{1}{ }^{2} B_{c} c^{-2}-4 \eta_{2} E_{2}{ }^{2} B_{c}{ }^{-2}-4 \eta_{3} E_{1} E_{2} B_{c^{-2}},  \tag{61}\\
& J_{2}=-4 \eta_{1} E_{2}^{2} B_{c}^{-2}-4 \eta_{2} E_{1}{ }^{2} B_{c}^{-2}+4 \eta_{3} E_{1} E_{2} B_{c}{ }^{-2},  \tag{62}\\
& J=-4 \eta_{1} E_{1} E_{2} B_{c}^{-2}+4 \eta_{2} E_{1} E_{2} B_{c^{2}}^{-2}+2 \eta_{3}\left(E_{1}^{2}-E_{2}^{2}\right) B_{c}{ }^{-2} . \tag{63}
\end{align*}
$$

Using (47), we obtain the indices of refraction for this case:

$$
\begin{equation*}
n_{ \pm}=1+\left\{\left(\eta_{1}+\eta_{2}\right) \pm\left[\left(\eta_{1}-\eta_{2}\right)^{2}+\eta_{3}^{2}\right]^{1 / 2}\right\}\left(E_{1}^{2}+E_{2}^{2}\right) B_{c}^{-2} \tag{64}
\end{equation*}
$$

The condition of no birefringence in (64) is the same as (55), i.e., that [ $\left(\eta_{1}-\eta_{2}\right)^{2}+\eta_{3}{ }^{2}$ ] vanishes. For $\mathbf{B e x t}^{=}=0$, the refractive indices in the transverse external magnetic field Eext for the linearly polarized lights whose polarizations are parallel and orthogonal to the magnetic field, are as follows:

$$
\begin{align*}
& n_{\|}=1+\left\{\left(\eta_{1}+\eta_{2}\right)+\left[\left(\eta_{1}-\eta_{2}\right)^{2}+\eta_{3}{ }^{2}\right]^{1 / 2}\right\}\left(\mathbf{E}^{e x t}\right)^{2} B_{c^{-2}} \quad\left(\mathbf{E}^{\text {wave } \left.\| \mathbf{E}^{e x t}\right)}\right.  \tag{65}\\
& n_{\perp}=1+\left\{\left(\eta_{1}+\eta_{2}\right)-\left[\left(\eta_{1}-\eta_{2}\right)^{2}+\eta_{3}\right]^{1 / 2}\right\}\left(\mathbf{E}^{\text {ext }}\right)^{2} B_{c^{-2}} \quad\left(\mathbf{E}^{\text {wave }} \perp \mathbf{E}^{e x t}\right) . \tag{66}
\end{align*}
$$

The magnetic field near pulsars can reach $10^{12} \mathrm{G}$, while the magnetic field near magnetars can reach $10^{15} G$. The astrophysical processes in these locations need nonlinear electrodynamics to model. In the following section, we turn to experiments to measure the parameters of the PPM electrodynamics.

## 4. Measuring the parameters of the PPM electrodynamics

There are four parameters $\eta_{1}, \eta_{2}, \eta_{3}$, and $\xi$ in PPM electrodynamics to be measured by experiments. For the QED (Quantum Electrodynamics) corrections to classical electrodynamics, $\eta_{1}=\alpha /(45 \pi)=5.1 \times 10^{-5}, \eta_{2}=7 \mathrm{a} /(180 \pi)=9.0 \times 10^{-5}, \eta_{3}=0$, and $\xi=0$. There are three vacuum birefringence experiments on going in the world to measure this QED vacuum birefringence - the BMV experiment (Battesti et al., 2008), the PVLAS experiment (Zavattini et al.. 2008) and the Q \& A experiment (Chen et al., 2007; Mei et al., 2010). The birefringence $\Delta n$ in the QED vacuum birefringence in a magnetic field $\boldsymbol{B}^{\text {ext }}$ is

$$
\begin{equation*}
\Delta n=n \|-n \perp=4.0 \times 10^{-24}\left(\mathbf{B}^{\text {ext }} / 1 \mathrm{~T}\right)^{2} . \tag{67}
\end{equation*}
$$

For 2.3 T field of the Q \& A rotating permanent magnet, $\Delta n$ is $2.1 \times 10^{-23}$. This is about the same order of magnitude change in fractional optical path-length that ground interferometers for gravitational-wave detection aim at. Quite a lot of techniques developed in the gravitational-wave detection community are readily applicable for vacuum birefringence detection (Ni et al., 1991).


Fig. 2. Principle of vacuum dichroism and birefringence measurement.
The basic principle of these experimental measurements is shown as Fig. 2. The laser light goes through a polarizer and becomes polarized. This polarized light goes through a region of magnetic field. Its polarization status is subsequently analyzed by the analyzer-detector subsystem to extract the polarization effect imprinted in the region of the magnetic field. Since the polarization effect of vacuum birefringence in the magnetic field that can be produced on earth is extremely small, one has to multiply the optical pass through the magnetic field by using reflections or Fabry-Perot cavities. An already performed experiment, the BFRT experiment (Cameron et al., 1993) used multiple reflections; PVLAS, Q \& A, BMV experiments all use Fabry-Perot cavities. For polarization experiment, FabryPerot cavity has the advantage of normal incidence of laser light which suppressed the part of polarization due to slant angle of reflections. With Fabry-Perot cavity, one needs to control the laser frequency and/or the cavity length so that the cavity is in resonance. With a finesse of 30,000 , the resonant width (FWHM) is 17.7 pm for light with 1064 nm wavelength; when rms cavity length control is $10 \%$ of this width, the precision would be 2.1 pm . Hence, one needs a feedback mechanism to lock the cavity to the laser or vice versa. For this, a commonly used scheme is Pound-Drever-Hall method (Drever et al., 1983). Vibration introduces noises in the Fabry-Perot cavity mirrors and hence, in the light intensity and light polarization transmitted through the Fabry-Perot cavity. Since the analyzer-detector subsystem detects light intensity to deduce the polarization effect, both intensity noise and polarization noise will contribute to the measurement results. Gravitational-wave community has a long-standing $\mathrm{R} \& \mathrm{D}$ on this. We benefit from their research advancements.

Now we illustrate with our Q \& A experiment. Since 1991 we have worked on precision interferometry --- laser stabilization schemes, laser metrology and Fabry-Perot interferometers. With these experiences, we started in 1994 to build a 3.5 m prototype interferometer for measuring vacuum birefringence and improving the sensitivity of axion search as part of our continuing effort in precision interferometry. In 2002, we finished Phase I of constructing the 3.5 m prototype interferometer and made some Cotton-Mouton coefficient and Verdet coefficient measurements with a 1T electromagnet (Wu et al., 2002). The two vacuum tanks shown on the left photo of Fig. 3 house the two 5 cm -diameter Pabry-Perot mirrors with their suspensions; the 1T electromagnet had been in place of permanent magnet in the middle of the photo.


Fig. 3. Photo on the left-hand side shows the Q \& A apparatus for Phase II experiment; photo on the right-hand side shows the Q \& A apparatus for Phase III experiment.

Starting 2002, we had been in Phase II of Q \& A experiment until 2008. The results of Phase II on dichroism and Cotton-Mouton effect measurement had been reported (Chen et al., 2007; Mei et al. 2009). At the end of Phase II, our sensitivity was still short from detection of QED vacuum birefringence by 3 orders of magnitude; so was the PVLAS experiment and had been the BFRT experiment. In 2009, we started Phase III of the Q \& A experiment to extend the 3.5 m interferometer to 7 m with various upgrades. Photo on the left of Fig. 3 shows the apparatus for Phase II; photo on the right side of Fig. 3 shows the apparatus for Phase III, with the big (front) tank moved further to the front (out of the photo). The laser has been changed to 532 nm wavelength and is located next and beyond the front tank. We have installed a new 1.8 m 2.3 T permanent magnet (in the middle to bottom of right side photo) capable of rotation up to 13 cycles per second to enhance the physical effects. We are working with 532 nm Nd:YAG laser as light source with cavity finesse around 100,000, and aim at $10 \operatorname{nrad}(\mathrm{~Hz})^{-1 / 2}$ optical sensitivity. With all these achieved and the upgrading of vacuum, for a period of 50 days (with duty cycle around $78 \%$ as performed before) the vacuum birefringence measurement would be improved in precision by 3-4 orders of magnitude, and QED birefringence would be measured to $28 \%$ (Mei et al., 2010). To enhance the physical effects further, another 1.8 m magnet will be added in the future.

All three ongoing experiments - PVLAS, Q \& A, and BMV - are measuring the birefringence $\Delta n$, and hence, $\eta_{1}-\eta_{2}$ in case $\eta_{3}$ is assumed to be zero. To measure $\eta_{1}$ and $\eta_{2}$ separately, one-
arm common path polarization measurement interferometer is not enough. We need a twoarm interferometer with the paths in two arms in magnetic fields with different strengths (or one with no magnetic field).

To measure $\eta_{3}$ in addition, one needs to use both external electric and external magnetic field. One possibility is to let light goes through strong microwave cavity and interferes. Suppose light propagation direction is the same as the microwave propagation direction which is perpendicular to the microwave fields. Let's choose $z$-axis to be in the propagation direction, $x$-axis in the $E^{\text {ext }}$ direction and $y$-axis in the $\mathbf{B}^{\text {ext }}$ direction, i.e., $\mathbf{k}=(0,0, k), \mathbf{E}^{\text {ext }}=(E$, $0,0)$ and $\boldsymbol{B}^{\text {ext }}=(0, B, 0)$. We calculate the indices of refraction using Eqs. (39)-(47) without first assuming $E=B$ and obtain the following

$$
\begin{align*}
& \varepsilon_{\alpha \beta}: \varepsilon_{11}=1+2 \eta_{1}\left(E^{2}-B^{2}\right) B_{c} c^{-2}+4 \eta_{1} E^{2} B_{c^{-2}} ; \varepsilon_{22}=1+2 \eta_{1}\left(E^{2}-B^{2}\right) B_{c}{ }^{-2}+4 \eta_{2} B^{2} B_{c^{-2}} ; \\
& \varepsilon_{33}=1+2 \eta_{1}\left(E^{2}-B^{2}\right) B_{c} c^{-2} ; \varepsilon_{12}=\varepsilon_{21}=2 \eta_{3} E B B_{c^{-2}} ; \varepsilon_{13}=\varepsilon_{23}=\varepsilon_{31}=\varepsilon_{32}=0,  \tag{68}\\
& \left(\mu^{-1}\right)_{\alpha \beta}:\left(\mu^{-1}\right)_{11}=1+2 \eta_{1}\left(E^{2}-B^{2}\right) B_{c^{-2}}-4 \eta_{2} E^{2} B_{c^{-2}} ;\left(\mu^{-1}\right)_{22}=1+2 \eta_{1}\left(E^{2}-B^{2}\right) B_{c^{-2}}-4 \eta_{1} B^{2} B_{c^{-2}} ; \\
& \left(\mu^{-1}\right)_{33}=1+2 \eta_{1}\left(E^{2}-B^{2}\right) B_{c}^{-2} ;\left(\mu^{-1}\right)_{12}=\left(\mu^{-1}\right)_{21}=2 \eta_{3} E B B_{c}^{-2} ;\left(\mu^{-1}\right)_{13}=\left(\mu^{-1}\right)_{23}=\left(\mu^{-1}\right)_{13}=\left(\mu^{-1}\right)_{23}=0,  \tag{69}\\
& \lambda_{\alpha \beta}: \lambda_{11}=\xi \varphi+\eta_{3}\left(E^{2}-B^{2}\right) B_{c^{-2}}+2 \eta_{3} E_{z} B_{c^{-2}} ; \lambda_{22}=\xi \varphi+\eta_{3}\left(E^{2}-B^{2}\right) B_{c}^{-2}+2 \eta_{3} B^{2} B_{c} c^{-2} ; \\
& \lambda_{33}=\xi \varphi+\eta_{3}\left(E^{2}-B^{2}\right) B_{c^{-2}} ; \lambda_{12}=-4 \eta_{1} E B B_{c} c^{-2} ; \lambda_{21}=4 \eta_{2} E B B_{c^{-2}} ; \lambda_{13}=\lambda_{23}=\lambda_{31}=\lambda_{32}=0,  \tag{70}\\
& J_{1} \equiv-4 \eta_{1}\left(E^{2}+B^{2}\right) B_{c}{ }^{-2}+4 \eta_{1} E B B_{c^{-2}},  \tag{71}\\
& J_{2} \equiv-4 \eta_{2}\left(E^{2}+B^{2}\right) B_{c}{ }^{-2}+4 \eta_{2} E B B_{c}{ }^{-2},  \tag{72}\\
& J \equiv 2 \eta_{3}\left(E^{2}-B^{2}\right) B_{c}^{-2},  \tag{73}\\
& n_{ \pm}=1+\left(\eta_{1}+\eta_{2}\right)\left(E^{2}+B^{2}-E B\right) B_{c^{-2}} \pm\left[\left(\eta_{1}-\eta_{2}\right)^{2}\left(E^{2}+B^{2}-E B\right)^{2}+\eta_{3^{2}}\left(E^{2}-B^{2}\right)\right]^{1 / 2} B_{c^{-2}} . \tag{74}
\end{align*}
$$

As a consistent check, there is no birefringence in Eq. (74) for $\eta_{1}=\eta_{2}, \eta_{3}=0$.
Now, we consider two special cases for Eq. (74): (i) $E=B$ as in the strong microwave cavity, the indices of refraction for light is

$$
\begin{equation*}
n_{ \pm}=1+\left(\eta_{1}+\eta_{2}\right) B^{2} B_{c^{-2}} \pm\left(\eta_{1}-\eta_{2}\right) B^{2} B_{c^{-2}}, \tag{75}
\end{equation*}
$$

with birefringence $\Delta n$ given by

$$
\begin{equation*}
\Delta n=2\left(\eta_{1}-\eta_{2}\right) B^{2} B_{c^{-2}} ; \tag{76}
\end{equation*}
$$

(ii) $E=0, B \neq 0$, the indices of refraction for light is

$$
\begin{equation*}
n_{ \pm}=1+\left(\eta_{1}+\eta_{2}\right) B^{2} B_{c^{-2}} \pm\left[\left(\eta_{1}-\eta_{2}\right)^{2+}+\eta_{3}\right]^{1 / 2} B^{2} B_{c^{-2}}, \tag{77}
\end{equation*}
$$

with birefringence $\Delta n$ given by

$$
\begin{equation*}
\Delta n=2\left[\left(\eta_{1}-\eta_{2}\right)^{2+}+\eta_{3}^{2}\right]^{1 / 2} B^{2} B_{c} c^{-2} . \tag{78}
\end{equation*}
$$

Equation (77) agrees with (54) derived earlier.

To measure $\eta_{1}, \eta_{2}$ and $\eta_{3}$, we could do the following three experiments to determine them: (i) to measure the birefringence $\Delta n=2\left(\eta_{1}-\eta_{2}\right) B^{2} B_{c}^{-2}$ of light with the external field provided by a strong microwave cavity or wave guide to determine $\eta_{1}-\eta_{2}$; (ii) to measure the birefringence $\Delta n=2\left[\left(\eta_{1}-\eta_{2}\right)^{2}+\eta_{3}{ }^{2}\right]^{1 / 2} B^{2} B_{c}{ }^{-2}$ of light with the external magnetic field provided by a strong magnet to determine $\eta_{3}$ with $\eta_{1}-\eta_{2}$ determined by (i); (iii) to measure $\eta_{1}$ and $\eta_{2}$ separately using two-arm interferometer with the paths in two arms in magnetic fields with different strengths (or one with no magnetic field).

As to the term $\xi \Phi$ and parameter $\xi$, it does not give any change in the index of refraction. However, as we will see in section 7 and section 8 , it gives a polarization rotation and the effect can be measured though observations with astrophysical and cosmological propagation of electromagnetic waves.

## 5. Electromagnetism in curved spacetime and the Einstein equivalence principle

In the earth laboratory, where variation of gravity is small, we can use standard Maxwell equations together with Lorentz force law for ordinary measurements and experiments. However, in precision experiments on earth, in space, in the astrophysical situation or in the cosmological setting, the gravity plays an important role and is non-negligible. In the remaining part of this chapter, we address to the issue of electromagnetism in gravity and more empirical tests of electromagnetism and special relativity. The standard way of including gravitational effects in electromagnetism is to use the comma-goes-to-semicolon rule, i. e., the principle of equivalence (the minimal coupling rule). This is the essence of Einstein Equivalence Principle (EEP) which states that everywhere in the 4-dimensional spacetime, locally, the physics is that of special relativity. This guarantees that the 4 dimensional geometry can be described by a metric $g_{i j}$ which can be transformed into the Minkowski metric locally. In curved spacetime, $\eta_{i j}$ is replaced by $g_{i j}$ with partial derivative (comma) replaced by the covariant derivative in the $g_{i j}$ metric (semi-colon) in the Lagrangian density for a system of charged particles. When this is done the Lagrangian density becomes

$$
\begin{equation*}
L_{I}=-(1 /(16 \Pi)) \chi_{G R^{i j k l}} F_{i j} F_{k l}-A_{k} j^{k}(-g)^{(1 / 2)}-\sum_{I} m_{I}\left(d s_{I}\right) /(d t) \delta\left(x-x_{I}\right), \tag{79}
\end{equation*}
$$

where the GR (General Relativity) constitutive tensor $\chi_{G R^{i j k l}}$ is given by

$$
\begin{equation*}
X_{G R}{ }^{i j k l}=(-g)^{1 / 2}\left[(1 / 2) g^{i k} g^{j l}-(1 / 2) g^{i l} g^{k j}\right], \tag{80}
\end{equation*}
$$

and $g$ is the determinant of $g_{i j}$. In general relativity or metric theories of gravity where EEP holds, the line element near a world point (event) $P$ is given by

$$
\begin{equation*}
d s^{2}=g_{i j} d x^{i} d x^{j}=g_{A B} d x^{A} d x^{B}=\left[\eta_{A B}+\mathrm{O}\left(\left(\Delta x x^{2}\right)^{2}\right)\right] d x^{A} d x^{B}, \tag{81}
\end{equation*}
$$

where $\left\{x^{i}\right\}$ is an arbitrary coordinate system, $\left\{x^{A}\right\}$ is a locally inertial frame, and $g_{i j} \& g_{A B}$ are the metric tensor in their respective frames. According to the definition of locally inertial frame, we have $g_{A B}=\eta_{A B}+\mathrm{O}\left(\left(\Delta x^{C}\right)^{2}\right)$. Therefore, in the locally inertial system near $P$, special relativity holds up to the curvature ambiguity, and the definition of rods and clocks is the same as in the special relativity including local quantum mechanics and electromagnetism.

Nevertheless, for long range propagation and large-scale phenomenon, curvature effects are important. For long range electromagnetic propagation, wavelength/frequency shift is important. From distant quasars, the redshift factor $z$ exceeds 6 , i.e., the wavelength changes by more than 6 -fold. The gravitational redshift is given by

$$
\begin{equation*}
\Delta \tau_{\mathrm{A}} / \Delta \tau_{\mathrm{B}}=g_{00}(\mathrm{~B}) / g_{00}(\mathrm{~A}), \tag{82}
\end{equation*}
$$

where $\Delta \tau_{\mathrm{A}}$ and $\Delta \tau_{\mathrm{B}}$ are the proper periods of a light signal emitted by a source A and received by B respectively. This formula applies equally well to the solar system, to galaxies and to cosmos. Its realm of practical application is in clock and frequency comparisons. In the weak gravitational field such as near earth or in the solar system, we have

$$
\begin{equation*}
g_{00}=1-2 U / c^{2}, \tag{83}
\end{equation*}
$$

in the first approximation, where $U$ is the Newtonian potential. On the surface of earth, $U / c^{2}$ $\approx 0.7 \times 10^{-9}$ and the redshift is a fraction of it. This redshift is measured in the laboratory and in space borne missions. It is regularly corrected for the satellite navigation systems such as GPS, GLONASS, Galileo and Beidou. Another effect of electromagnetic propagation in gravity is its deflection with important application to gravitational lensing effects in astrophysics.

## 6. Empirical tests of electromagnetism in gravity and the $\boldsymbol{\chi}-\mathrm{g}$ framework

In section 1, we have discussed the constraints on Proca part of Lagrangian density, i.e., photon mass. In this section, we discuss the empirical foundation of the Maxwell (main) part of electromagnetism. First we need a framework to interpret experimental tests. A natural framework is to extend the GR constitutive tensor $\chi_{G R}{ }^{i j k l}$ [equation (80)] into a general form, and look for experimental and observational evidences to test it to see how much it is constrained to the GR form. The general framework we adopt is the $\chi-g$ framework $(N i$, 1983a, 1984a, 1984b, 2010).

The $\chi$ - $g$ framework can be summarized in the following interaction Lagrangian density

$$
\begin{equation*}
L_{I}=-(1 /(16 \pi)) x^{i j k l} F_{i j} F_{k l}-A_{k} j^{j}(-g)^{(1 / 2)}-\sum_{I} m_{I}\left(d s_{I}\right) /(d t) \delta\left(x-x_{I}\right), \tag{84}
\end{equation*}
$$

where $\chi^{i j k l}=\chi^{k l i j}=-\chi^{j i k l}$ is a tensor density of the gravitational fields (e.g., $g_{i j}, \varphi$, etc.) or fields to be investigated and $F_{i j} \equiv A_{j, i}-A_{i, j}$ etc. have the usual meaning in classical electromagnetism. The gravitation constitutive tensor density $\chi^{\text {ijkl }}$ dictates the behaviour of electromagnetism in a gravitational field and has 21 independent components in general. For general relativity or a metric theory (when EEP holds), $\chi^{i j k}$ is determined completely by the metric $g_{i j}$ and equals $(-g)^{1 / 2}\left[(1 / 2) g^{i k} g^{i l}-(1 / 2) g^{i l} g_{j k}\right]$.

In the following, we use experiments and observations to constrain the 21 degrees of freedom of $\chi^{i j k l}$ to see how close we can reach general relativity. This procedure also serves to reinforce the empirical foundations of classical electromagnetism as EEP locally is based on special relativity including classical electromagnetism.
In the $\chi$ - $g$ framework, for a weak gravitational field,

$$
\begin{equation*}
x^{i j k l}=x^{(0) j j k l}+\chi^{(1) j i j k l}, \tag{85}
\end{equation*}
$$

where

$$
\begin{equation*}
x^{(0) i j k l}=(1 / 2) \eta^{i k} \eta^{i l-}(1 / 2) \eta^{i l} \eta^{k j}, \tag{86}
\end{equation*}
$$

with $\eta^{i j}$ the Minkowski metric and $\left|X^{(1) j i k l}\right| \ll 1$ for all $i, j, k$, and $l$. The small special relativity violation (constant part), if any, is put into the $\chi^{(1) j i k l ' s . ~ I n ~ t h i s ~ f i e l d ~ t h e ~ d i s p e r s i o n ~}$ relation for $\omega$ for a plane-wave propagating in the z -direction is

$$
\begin{equation*}
\omega_{ \pm}=k\left\{1+(1 / 4)\left[\left(K_{1}+K_{2}\right) \pm\left[\left(K_{1}-K_{2}\right)^{2}+4 K^{2}\right]^{1 / 2}\right]\right\}, \tag{87}
\end{equation*}
$$

where

$$
\begin{gather*}
K_{1}=\chi^{(1) 1010}-2 \chi^{(1) 11013}+\chi^{(1) 1313,}  \tag{88}\\
K_{2}=\chi^{(1) 2020-2}-2 \chi^{(1) 2023+}+\chi^{(1) 2323,}  \tag{89}\\
K=\chi^{(1) 1020}-\chi^{(1) 10233}-\chi^{(1) 1320+} \chi^{(1) 1323 .} \tag{90}
\end{gather*}
$$

Photons with two different polarizations propagate with different speeds $V_{ \pm}=\omega_{ \pm} / k$ and would split in 4-dimensional spacetime. The conditions for no splitting (no retardation) is $\omega_{+}$ $=\omega_{\text {-, i.e., }}$

$$
\begin{equation*}
K_{1}=K_{2}, \quad K=0 . \tag{91}
\end{equation*}
$$

Eq. (91) gives two constraints on the $\chi^{(1) j i k l ' s}(N i, 1983 a, 1984 a, 1984 b)$.
Constraints from no birefringence. The condition for no birefringence (no splitting, no retardation) for electromagnetic wave propagation in all directions in the weak field limit gives ten independent constraint equations on the constitutive tensor $\chi^{i j k l}$ s. With these ten constraints, the constitutive tensor $\chi^{i j k l}$ can be written in the following form

$$
\begin{equation*}
x^{i j k l}=(-H)^{1 / 2}\left[(1 / 2) H^{i k} H^{j l}-(1 / 2) H^{i l} H^{k j}\right] \psi+\varphi e^{i j k l}, \tag{92}
\end{equation*}
$$

where $H=\operatorname{det}\left(H_{i j}\right)$ and $H_{i j}$ is a metric which generates the light cone for electromagnetic propagation (Ni, 1983a, 1984a,b). Note that (92) has an axion degree of freedom, $\varphi e^{i j k l}$, and a 'dilaton' degree of freedom, $\psi$. Lämmerzahl and Hehl (2004) have shown that this nonbirefringence guarantees, without approximation, Riemannian light cone, i.e., Eq. (92) holds without the assumption of weak field also. To fully recover EEP, we need (i) good constraints from no birefringence, (ii) good constraints on no extra physical metric, (iii) good constraints on no $\psi$ ('dilaton'), and (iv) good constraints on no $\varphi$ (axion) or no pseudoscalarphoton interaction.

Eq. (92) is verified empirically to high accuracy from pulsar observations and from polarization measurements of extragalactic radio sources. With the null-birefringence observations of pulsar pulses and micropulses before 1980, the relations (92) for testing EEP are empirically verified to $10^{-14}-10^{-16}(\mathrm{Ni}, 1983 \mathrm{a}, 1984 \mathrm{a}, 1984 \mathrm{~b})$. With the present pulsar observations, these limits would be improved; a detailed such analysis is given by Huang (2002). Analyzing the data from polarization measurements of extragalactic radio sources, Haugan and Kauffmann (1995) inferred that the resolution for null-birefringence is 0.02 cycle at 5 GHz . This corresponds to a time resolution of $4 \times 10^{-12} \mathrm{~s}$ and gives much better constraints. With a detailed analysis and more extragalactic radio observations, (92) would
be tested down to $0^{-28-10-29}$ at cosmological distances. In 2002, Kostelecky and Mews (2002) used polarization measurements of light from cosmologically distant astrophysical sources to yield stringent constraints down to $2 \times 10^{-32}$. For a review, see Ni (2010). In the remaining part of this subsection, we assume (92) to be correct.

Constraints on one physical metric and no 'dilaton' $(\psi)$. Let us now look into the empirical constraints for $H^{i j}$ and $\psi$. In Eq. (84), $d s$ is the line element determined from the metric $g_{i j}$. From Eq. (92), the gravitational coupling to electromagnetism is determined by the metric $H_{i j}$ and two (pseudo)scalar fields $\varphi$ 'axion' and $\psi$ 'dilaton'. If $H_{i j}$ is not proportional to $g_{i j}$, then the hyperfine levels of the lithium atom, the beryllium atom, the mercury atom and other atoms will have additional shifts. But this is not observed to high accuracy in HughesDrever experiments (Hughes et al., 1960; Beltran-Lopez et al., 1961; Drever, 1961; Ellena et al., 1987; Chupp et al., 1989). Therefore $H_{i j}$ is proportional to $g_{i j}$ to certain accuracy. Since a change of $H^{i k}$ to $\lambda H^{i j}$ does not affect $\chi^{i j k l}$ in Eq. (92), we can define $H_{11}=g_{11}$ to remove this scale freedom ( Ni , 1983a, 1984a). For a review, see Ni (2010).

Eötvös-Dicke experiments (Eötvös, 1890; Eötvös et al., 1922; Roll et al., 1964; Braginsky and Panov, 1971; Schlamminger et al., 2008 and references therein) are performed on unpolarized test bodies. In essence, these experiments show that unpolarized electric and magnetic energies follow the same trajectories as other forms of energy to certain accuracy. The constraints on Eq. (92) are

$$
\begin{equation*}
|1-\psi| / U<10^{-10}, \tag{93}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|H_{00}-g_{00}\right| / U<10^{-6}, \tag{94}
\end{equation*}
$$

where $U\left(\sim 10^{-8}\right)$ is the solar gravitational potential at the earth.
In 1976, Vessot et al. (1980) used an atomic hydrogen maser clock in a space probe to test and confirm the metric gravitational redshift to an accuracy of $1.4 \times 10^{-4}$, i. e.,

$$
\begin{equation*}
\left|H_{00}-g_{00}\right| / U \leq 1.4 \times 10^{-4} \tag{95}
\end{equation*}
$$

where $U$ is the change of earth gravitational field that the maser clock experienced.
With constraints from (i) no birefringence, (ii) no extra physical metric, (iii) no $\psi$ ('dilaton'), we arrive at the theory (84) with $\chi^{i j k l}$ given by

$$
\begin{equation*}
x^{i j k l}=(-g)^{1 / 2}\left[(1 / 2) g^{i k} g^{j l}-(1 / 2) g^{i l} g^{k j}+\varphi \varepsilon^{i j k}\right], \tag{96}
\end{equation*}
$$

i.e., an axion theory (Ni, 1983a, 1984a; Hehl and Obukhov 2008). Here $\varepsilon i j k l$ is defined to be (-$g)^{-1 / 2} e^{i j k l}$. The current constraints on $\varphi$ from astrophysical observations and CMB polarization observations will be discussed in section 8. Thus, from experiments and observations, only one degree of freedom of $\chi^{i j k} l$ is not much constrained.

Now let's turn into more formal aspects of equivalence principles. We proved that for a system whose Lagrangian density is given by Eq. (84), the Galileo Equivalence Principle (UFF [Universality of Free Fall; WEP I [Weak Equivalence Principle I]) holds if and only if Eq. (96) holds (Ni, 1974, 1977).

If $\varphi \neq 0$ in (96), the gravitational coupling to electromagnetism is not minimal and EEP is violated. Hence WEP I does not imply EEP and Schiff's conjecture (which states that WEP I implies EEP) is incorrect ( $\mathrm{Ni}, 1973,1974,1977$ ). However, WEP I does constrain the 21 degrees of freedom of $x$ to only one degree of freedom ( $\varphi$ ), and Schiff's conjecture is largely right in spirit.

The theory with $\varphi \neq 0$ is a pseudoscalar theory with important astrophysical and cosmological consequences (section 8). This is an example that investigations in fundamental physical laws lead to implications in cosmology. Investigations of CP problems in high energy physics leads to a theory with a similar piece of Lagrangian with $\varphi$ the axion field for QCD [Quantum Chromodynamics] (Peccei and Quinn, 1977; Weinberg, 1978; Wilczek, 1978).

In the nonmetric theory with $\chi^{i j k l}(\varphi \neq 0)$ given by Eq. (96) (Ni 1973, 1974, 1977), there are anomalous torques on electromagnetic-energy-polarized bodies so that different test bodies will change their rotation state differently, like magnets in magnetic fields. Since the motion of a macroscopic test body is determined not only by its trajectory but also by its rotation state, the motion of polarized test bodies will not be the same. We, therefore, have proposed the following stronger weak equivalence principle (WEP II) to be tested by experiments, which states that in a gravitational field, both the translational and rotational motion of a test body with a given initial motion state is independent of its internal structure and composition (universality of free-fall motion) (Ni 1974, Ni 1977). To put in another way, the behavior of motion including rotation is that in a local inertial frame for test-bodies. If WEP II is violated, then EEP is violated. Therefore from above, in the $\chi$-g framework, the imposition of WEP II guarantees that EEP is valid.

WEP II state that the motion of all six degrees of freedom (3 translational and 3 rotational) must be the same for all test bodies as in a local inertial frame. There are two different scenarios that WEP II would be violated: (i) the translational motion is affected by the rotational state; (ii) the rotational state changes with angular momentum (rotational direction/speed) or species. Recent experimental results of Gravity Probe B experiment with rotating quartz balls in earth orbit (Everitt et al., 2011) not just verifies frame-dragging effect, but also verifies both aspects of WEP II for unpolarized-bodies to an ultimate precision ( Ni , 2011).

In this section, we have shown that the empirical foundation of classical electromagnetism is solid except in the aspect of a pseudoscalar-photon interaction. This exception has important consequences in cosmology. In the following two sections, we address this issue.

## 7. Pseudoscalar-photon interaction

In this section, we discuss the modified electromagnetism in gravity with the pseudoscalarphoton interaction which was reached in the last section, i.e., the theory with the constitutive tensor density (96). Its Lagrangian density is as follows

$$
\begin{equation*}
L_{I}=-(1 /(16 \Pi))(-g)^{1 / 2}\left[(1 / 2) g^{i k g j l-}(1 / 2) g^{i l} g^{k j}+\varphi \varepsilon^{i j k l}\right] F_{i j} F_{k l}-A_{k} j^{k}(-g)^{(1 / 2)}-\Sigma_{I} m_{I}\left(d s_{I}\right) /(d t) \delta\left(x-x_{I}\right) . \tag{97}
\end{equation*}
$$

In the constitutive tensor density and the Lagrangian density, $\varphi$ is a scalar or pseudoscalar function of relevant variables. If we assume that the $\varphi$-term is local CPT invariant, then $\varphi$
should be a pseudoscalar (function) since $\varepsilon^{i j k l}$ is a pseudotensor. The pseudoscalar(scalar)photon interaction part (or the nonmetric part) of the Lagrangian density of this theory is

$$
\begin{equation*}
L(\varphi \vee \vee)=L^{(N M)}=-(1 / 16 \Pi) \varphi e^{i j k l} F_{i j} F_{k l}=-(1 / 4 \Pi) \varphi_{i} e^{i j k l} A_{j} A_{k, l}(\bmod d i v), \tag{98}
\end{equation*}
$$

where 'mod div' means that the two Lagrangian densities are related by integration by parts in the action integral. This term gives pseudoscalar-photon-photon interaction in the quantum regime and can be denoted by $L^{(\varphi \gamma y)}$. This term is also the $\xi$-term in the PPM Lagrangian density $L_{P P M}$ with the $\varphi \equiv(1 / 4) \S \Phi$ correspondence. The Maxwell equations (Ni 1973, 1977) from Eq. (97) become

$$
\begin{equation*}
F_{i k_{;}}+\varepsilon^{i k m l} F_{k m} \varphi_{l}=-4 \Pi j i, \tag{99}
\end{equation*}
$$

where the derivation ; is with respect to the Christoffel connection of the metric. The Lorentz force law is the same as in metric theories of gravity or general relativity. Gauge invariance and charge conservation are guaranteed. For discussions on the tests of charge conservation, and on the limits of differences in active and passive charges, please see Lämmerzahl et al. $(2005,2007)$. The modified Maxwell equations (99) are also conformally invariant.

The rightest term in equation (99) is reminiscent of Chern-Simons (1974) term $e^{a \beta} \beta_{a} A_{\beta r}$. There are two differences: (i) Chern-Simons term is in 3 dimensional space; (ii) Chern-Simons term in the integral is a total divergence (Table 1). However, it is interesting to notice that the cosmological time may be defined through the Chern-Simons invariant (Smolin and Soo, 1995).

| Term | Dimension | Reference | Meaning |
| :---: | :---: | :---: | :---: |
| $e^{a \beta \gamma} A_{a} F_{\beta \gamma}$ | 3 | Chern-Simons (1974) | Intergrand for topological <br> invarinat |
| $e^{i j k l} \varphi F_{i j} F_{k l}$ | 4 | Ni | Pseudoscalar-photon coupling |
| $e^{i j k l} \varphi F^{Q C D_{i j}} F^{Q C D_{k l}}$ | 4 | (1973,1974,1977) <br> Peccei-Quinn (1977) <br> Weinberg (1978) <br> Wilczek (1978) | Pseudoscalar-gluon |
| $e^{i j k l} V_{i} A_{j} F_{k l}$ | 4 | Carroll-Field-Jackiw <br> $(1990)$ | External constant vector coupling |

Table 1. Various terms in the Lagrangian and their meaning.
A term similar to the one in equation (98), axion-gluon interaction term, occurs in QCD in an effort to solve the strong CP problem (Peccei \& Quinn, 1977; Weinberg, 1978; Wilczek, 1978). Carroll, Field and Jackiw (1990) proposed a modification of electrodynamics with an additional e $e^{i k l} V_{i} A_{j} F_{k l}$ term with $V_{i}$ a constant vector (See also Jackiw, 2007). This term is a special case of the term $e^{i j k l} \varphi F_{i j} F_{k l}\left(\bmod\right.$ div) with $\varphi_{, i}=-1 / 2 V_{i}$.

Various terms in the Lagrangians discussed in this subsection are listed in Table 1. Empirical tests of the pseudoscalar-photon interaction (98) will be discussed in next section.

## 8. Cosmic polarization rotation

For the electromagnetism in gravity with an effective pseudoscalar-photon interaction discussed in the last section, the electromagnetic wave propagation equation is governed by equation (99). In a local inertial (Lorentz) frame of the $g$-metric, it is reduced to

$$
\begin{equation*}
F_{i k}{ }_{, k}+e^{i k m l} F_{k m} \varphi, l=0 \tag{100}
\end{equation*}
$$

Analyzing the wave into Fourier components, imposing the radiation gauge condition, and solving the dispersion eigenvalue problem, we obtain $k=\omega+\left(n^{\mu} \varphi_{, \mu}+\varphi_{, 0}\right)$ for right circularly polarized wave and $k=\omega-\left(n^{\mu} \varphi_{, \mu}+\varphi, 0\right)$ for left circularly polarized wave in the eikonal approximation (Ni 1973). Here $n^{\mu}$ is the unit 3-vector in the propagation direction. The group velocity is

$$
\begin{equation*}
v_{\mathrm{g}}=\partial \omega / \partial k=1 \tag{101}
\end{equation*}
$$

which is independent of polarization. There is no birefringence. For the right circularly polarized electromagnetic wave, the propagation from a point $P_{1}=\left\{x_{(1)}\right\}^{i}=\left\{x_{(1)}{ }^{0} ; x_{(1)}{ }^{\mu}\right\}=\left\{x_{(1)}{ }^{0}\right.$, $\left.x_{(1)}^{1}, x_{(1)^{2}}, x_{(1)^{3}}\right\}$ to another point $\left.P_{2}=\left\{x_{(2)}\right\}^{i}\right\}=\left\{x_{(2)}{ }^{0} ; x_{(2)}{ }^{\mu}\right\}=\left\{x_{(2)}{ }^{0}, x_{(2)}^{1}, x_{(2)^{2}}, x_{(2)}{ }^{3}\right\}$ adds a phase of $a=\varphi\left(\mathrm{P}_{2}\right)-\varphi\left(\mathrm{P}_{1}\right)$ to the wave; for left circularly polarized light, the added phase will be opposite in sign (Ni 1973). Linearly polarized electromagnetic wave is a superposition of circularly polarized waves. Its polarization vector will then rotate by an angle $a$. Locally, the polarization rotation angle can be approximated by

$$
\begin{gather*}
a=\varphi\left(\mathrm{P}_{2}\right)-\varphi\left(\mathrm{P}_{1}\right)=\Sigma_{\mathrm{i}=0}{ }^{3}\left[\varphi_{, i} \times\left(\mathrm{x}_{(2)^{i}}-\mathrm{x}_{\left.(1)^{i}\right)}\right)\right]=\sum_{\mathrm{i}=0^{3}}\left[\varphi_{, i} \Delta \mathrm{x}^{i}\right]=\varphi_{, 0} \Delta \mathrm{x}^{0}+\left[\Sigma_{\left.\mu=1^{3} \varphi_{, \mu} \Delta \mathrm{x}^{\mu}\right]}=-(1 / 2) \Sigma_{\mathrm{i}=0^{3}}\left[V_{i} \Delta \mathrm{x}^{\mathrm{i}}\right]=-(1 / 2) V_{0} \Delta \mathrm{x}^{0}-(1 / 2)\left[\Sigma_{\mu=1}^{3} V_{\mu} \Delta \mathrm{x}^{\mu}\right]\right.
\end{gather*}
$$

The rotation angle in (102) consists of 2 parts $-\varphi_{, 0} \Delta x^{0}$ and $\left[\Sigma_{\mu=1^{3}} \varphi_{, \mu} \Delta x^{\mu}\right]$. For light in a local inertial frame, $\left|\Delta x x^{\mu}\right|=\left|\Delta x^{0}\right|$. In Fig. 4, space part of the rotation angle is shown. The amplitude of the space part depends on the direction of the propagation with the tip of magnitude on upper/lower sphere of diameter $\left|\Delta x^{\mu}\right| \times\left|\varphi_{, \mu}\right|$. The time part is equal to $\Delta x^{0}$ $\varphi_{, 0} .\left(\nabla \varphi \equiv\left[\varphi_{, \mu}\right]\right)$ When we integrate along light (wave) trajectory in a global situation, the total polarization rotation (relative to no $\varphi$-interaction) is again $\Delta \varphi=\varphi_{2}-\varphi_{1}$ for $\varphi$ is a scalar field where $\varphi_{1}$ and $\varphi_{2}$ are the values of the scalar field at the beginning and end of the wave. When the propagation distance is over a large part of our observed universe, we call this phenomenon cosmic polarization rotation ( $\mathrm{Ni}, 2008,2009 \mathrm{a}, 2010$ ).
In the CMB polarization observations, there are variations and fluctuations. The variations and fluctuations due to scalar-modified propagation can be expressed as $\delta \varphi(2)-\delta \varphi(1)$, where 2 denotes a point at the last scattering surface in the decoupling epoch and 1 observation point. $\delta \varphi(2)$ is the variation/fluctuation at the last scattering surface. $\delta \varphi(1)$ at the present observation point is zero or fixed. Therefore the covariance of fluctuation $<[\delta \varphi(2)-\delta \varphi(1)]^{2>}$ gives the covariance of $\delta \varphi^{2}(2)$ at the last scattering surface. Since our Universe is isotropic to $\sim 10^{-5}$, this covariance is $\sim\left(\varsigma^{\times} 10^{-5}\right)^{2}$ where the parameter $\varsigma$ depends on various cosmological models. (Ni, 2008, 2009a, 2010)

Now we must say something about nomenclature.
Birefringence, also called double refraction, refers to the two different directions of propagation that a given incident ray can take in a medium, depending on the direction of polarization. The index of refraction depends on the direction of polarization.

Dichroic materials have the property that their absorption constant varies with polarization. When polarized light goes through dichroic material, its polarization is rotated due to difference in absorption in two principal directions of the material for the two polarization components. This phenomenon or property of the medium is called dichroism.


Fig. 4. Space contribution to the local polarization rotation angle -- $\left[\Sigma_{\mu=1}{ }^{3} \varphi,{ }_{\mu} \Delta \mathrm{x}^{\mu}\right]=|\nabla \varphi| \cos$ $\theta \Delta x^{0}$. The time contribution is $\varphi, 0 \Delta x^{0}$. The total contribution is $(|\nabla \varphi| \cos \theta+\varphi, 0) \Delta x^{0} .\left(\Delta x^{0}>\right.$ $0)$.

In a medium with optical activity, the direction of a linearly polarized beam will rotate as it propagates through the medium. A medium subjected to magnetic field becomes optically active and the associated polarization rotation is called Faraday rotation.

Cosmic polarization rotation is neither dichroism nor birefringence. It is more like optical activity, with the rotation angle independent of wavelength. Conforming to the common usage in optics, one should not call it cosmic birefringence -- a misnomer.

Now we review and compile the constraints of various analyses from CMB polarization observations.

In 2002, DASI microwave interferometer observed the polarization of the cosmic background (Kovac et al., 2002). E-mode polarization is detected with 4.9 o. The TE correlation of the temperature and E-mode polarization is detected at $95 \%$ confidence. This correlation is expected from the Raleigh scattering of radiation. However, with the (pseudo)scalar-photon interaction under discussion, the polarization anisotropy is shifted differently in different directions relative to the temperature anisotropy due to propagation; the correlation will then be downgraded. In 2003, from the first-year data (WMAP1), WMAP found that the polarization and temperature are correlated to more than $10 \sigma$ (Bennett et al 2003). This gives a constraint of about $10^{-1}$ for $\Delta \varphi(\mathrm{Ni}, 2005 \mathrm{a}, 2005 \mathrm{~b})$.

Further results and analyses of CMB polarization observations came out after 2006. In Table 2, we update our previous compilations (Ni 2008, 2010). Although these results look different at $1 \sigma$ level, they are all consistent with null detection and with one another at $2 \sigma$ level.

| Analysis | Constraint <br> $[\mathrm{mrad}]$ | Source data |
| :---: | :---: | :---: |
| Ni (2005a, b) | $\pm 100$ | WMAP1 (Bennett et al 2003) |
| Feng, Li, Xia, Chen \& Zhang (2006) | $-105 \pm 70$ |  <br> BOOMERANG (B03) (Montroy et al 2006) |
| Liu, Lee \& Ng (2006) | $\pm 24$ | BOOMERANG (B03) (Montroy et al 2006) |
| Kostelecky \& Mews (2007) | $209 \pm 122$ | BOOMERANG (B03) (Montroy et al 2006) |
| Cabella, Natoli \& Silk (2007) | $-43 \pm 52$ | WMAP3 (Spergel et al 2007) |
| Xia, Li, Wang \& Zhang (2008) | $-108 \pm 67$ |  <br> BOOMERANG (B03) (Montroy et al 2006) |
| Komatsu et al (2009) | $-30 \pm 37$ | WMAP5 (Komatsu et al 2009) |
| Xia, Li, Zhao \& Zhang (2008) | $-45 \pm 33$ |  <br> BOOMERANG (B03) (Montroy et al 2006) |
| Kostelecky \& Mews (2008) | $40 \pm 94$ | WMAP5 (Komatsu et al 2009) |
| Kahniashvili, Durrer \& Maravin (2008) | $\pm 44$ | WMAP5 (Komatsu et al 2009) |
| Wu et al (2009) | $9.6 \pm 14.3 \pm 8.7$ | QuaD (Pryke et al 2009) |
| Brown et al. (2009) | $11.2 \pm 8.7 \pm 8.7$ | QuaD (Brown et al 2009) |
| Komatsu et al. (2011) | $-19 \pm 22 \pm 26$ | WMAP7 (Komatsu et al 2011) |

Table 2. Constraints on cosmic polarization rotation from CMB polarization observations. [See Ni (2010) for detailed references.]

Both magnetic field and potential new physics affect the propagation of CMB propagation and generate BB power spectra from EE spectra of CMB. The Faraday rotation due to magnetic field is wavelength dependent while the cosmic polarization rotation due to effective pseudoscalar-photon interaction is wavelength-independent. This property can be used to separate the two effects. With the tensor mode generated by these two effects measured and subtracted, the remaining tensor mode perturbations could be analyzed for signals due to primordial (inflationary) gravitational waves (GWs). In Ni (2009a,b), we have discussed the direct detectability of these primordial GWs using space GW detectors.

Observations of radio and optical/UV polarization of radio galaxies are also sensitive to measure/test the cosmic polarization rotation, and give comparable constraints of tens of mrad. These observations have the capability of determining the polarization rotation in various directions. For a recent work, see di Serego Alighieri et al. (2010).

## 9. Outlook

We have looked at the foundations of electromagnetism in this chapter. For doing this, we have used two approaches. The first one is to formulate a Parametrized Post-Maxwellian framework to include QED corrections and a pseudoscalar photon interaction. We discuss various vacuum birefringence experiments - ongoing and proposed -- to measure these parameters. The second approach is to look at electromagnetism in gravity and various experiments and observations to determine its empirical foundation. We found that the foundation is solid with the only exception of a potentially possible pseudoscalar-photon interaction. We discussed its experimental constraints and look forward to more future experiments.
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# Topological Electromagnetism: Knots and Quantization Rules 
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## 1. Introduction

In this chapter, we revise the main features of a topological model of electromagnetism, also called the model of electromagnetic knots, that was presented in 1989 (Rañada, 1989) and has been developed in a number of references. Some of them are (Arrayás \& Trueba, 2010; 2011; Irvine \& Bouwmeester, 2008; Rañada, 1990; 1992; Rañada \& Trueba, 1995; 1997; 2001; Rañada, 2003). One of the main characteristics of this model is that it allows to obtain interesting topological quantization rules for the electric charge (Rañada \& Trueba, 1998) and the magnetic flux through a superconducting ring (Rañada \& Trueba, 2006). We will pay special attention to these features.

An electromagnetic knot is defined as a standard electromagnetic field with the property that any pair of its magnetic lines, or any pair of its electric lines, is a link with linking number $\ell$. This number is a measure of how much the force lines curl themselves the ones around the others. These lines coincide with the level curves of a pair of complex scalar fields $\phi(\mathbf{r}, t)$, $\theta(\mathbf{r}, t)$. In the model of electromagnetic knots, the physical space and the complex plane are compactified to $S^{3}$ and $S^{2}$, so that the scalars can be interpreted as maps $S^{3} \mapsto S^{2}$, which are known to be classified in homotopy classes characterized by the integer value of the Hopf index $n$, which is related to the linking number $\ell$.

The topological model of electromagnetism is locally equivalent to Maxwell's standard theory in the sense that the set of electromagnetic knots coincides locally with the set of the standard radiation fields (radiation fields are electromagnetis fields such that the magnetic field is orthogonal to the electric field at any point and at any instant of time). In other words, standard radiation fields can be understood as patched together electromagnetic knots. This can still be expressed as the statement that, in any bounded domain of space-time, any standard radiation fields can be approximated arbitrarily enough by electromagnetic knots.

It is remarkable that the standard Maxwell's equations are the exact linearization, by change of variables not by truncation, of a set of nonlinear equations referring to the complex scalar fields $\phi(\mathbf{r}, t)$ and $\theta(\mathbf{r}, t)$. The fact that this change is not completely invertible has the surprising consequence that the linearity of the Maxwell's equations is compatible with the existence of topological constants of the motion which are nonlinear in the magnetic and electric fields. In this chapter we will see how to find some of these topological constants.

## 2. Electromagnetic knots

As said before, the topological model of electromagnetic knots makes use of two fundamental complex scalar fields $\phi(\mathbf{r}, t)$ and $\theta(\mathbf{r}, t)$, the level curves of which coincide with the magnetic and electric lines, respectively. This means that each one of these lines are labelled by the constant value of the corresponding scalar. These complex scalar fields are assumed to have only one value at infinity, which is equivalent, from the mathematical point of view, to compactify the three-space to the sphere $S^{3}$. Moreover, the complex plane $C$ is also compactified to the sphere $S^{2}$. Both compactifications imply that the scalars $\phi$ and $\theta$ can be interpreted (via stereographic projection) as maps $S^{3} \rightarrow S^{2}$, which can be classified in homotopy classes and, as such, be characterized by the value of the Hopf index $n$. It can be shown that the two scalars have the same Hopf index and that the magnetic (resp. electric) lines are generically linked with the same Gauss linking number $\ell$. If $\mu$ is the multiplicity of the level curves (i.e. the number of different magnetic (resp. electric) lines that have the same label $\phi$ (resp. $\theta$ )), then $n=\ell \mu^{2}$; the Hopf index can thus be interpreted as a generalized linking number if we define a line as a level curve with $\mu$ disjoint components.

From the dimensionless scalars $\phi(\mathbf{r}, t)$ and $\theta(\mathbf{r}, t)$, one can construct a magnetic field $\mathbf{B}$ and an electric field $\mathbf{E}$ as

$$
\begin{align*}
& \mathbf{B}(\mathbf{r}, t)=\frac{\sqrt{a}}{2 \pi i} \frac{\nabla \phi \times \nabla \bar{\phi}}{(1+\bar{\phi} \phi)^{2}}, \\
& \mathbf{E}(\mathbf{r}, t)=\frac{\sqrt{a} c}{2 \pi i} \frac{\nabla \bar{\theta} \times \nabla \theta}{(1+\bar{\theta} \theta)^{2}}, \tag{1}
\end{align*}
$$

where $\bar{\phi}$ and $\bar{\theta}$ are the complex conjugates of $\phi$ and $\theta$ respectively, $i$ is the imaginary unit, $a$ is a constant introduced so that the magnetic and electric fields have correct dimensions, and $c$ is the speed of light in vacuum. In the SI of units, $a$ can be expressed as a pure number times the Planck constant $\hbar$ times the speed of light $c$ times the vacuum permeability $\mu_{0}$.

In order to obtain a solution of the Maxwell's equations in vacuum from the fields given by Equations (1), they also have to satisfy

$$
\begin{align*}
& \mathbf{B}(\mathbf{r}, t)=\frac{\sqrt{a}}{2 \pi i c(1+\bar{\theta} \theta)^{2}}\left(\frac{\partial \bar{\theta}}{\partial t} \nabla \theta-\frac{\partial \theta}{\partial t} \nabla \bar{\theta}\right), \\
& \mathbf{E}(\mathbf{r}, t)=\frac{\sqrt{a}}{2 \pi i(1+\bar{\phi} \phi)^{2}}\left(\frac{\partial \phi}{\partial t} \nabla \bar{\phi}-\frac{\partial \bar{\phi}}{\partial t} \nabla \phi\right) . \tag{2}
\end{align*}
$$

Equations (1) and (2) constitute the definition of an electromagnetic knot, and the magnetic and the electric fields resulting from these equations satisfy exactly Maxwell's equations in vacuum.

It is possible to write Equations (1) and (2) in a more compact way by using the language of differential forms (a nice reference in which Electromagnetism is written in this language is (Hehl \& Obukhov, 2003)). If $\mu, v=0,1,2,3$ are space-time indices and $i, j,=1,2,3$ are purely space indices, $A^{\mu}=(V / c, \mathbf{A})$ (in which $V$ is the electrostatic potential and $\mathbf{A}$ is the vector potential) is the 4 -vector potential of the electromagnetic field, so that the electromagnetic
tensor is

$$
\begin{equation*}
F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu} \tag{3}
\end{equation*}
$$

in which $x_{0}=c t$. From this tensor one finds the components of the electric field as $\mathbf{E}_{i}=c F^{i 0}$, and the magnetic field as $\mathbf{B}_{i}=-\epsilon_{i j k} F^{j k} / 2$ as usual. Moreover, the dual to the electromagnetic tensor is defined as

$$
\begin{equation*}
G_{\mu v}={ }^{*} F_{\mu v}=\frac{1}{2} \epsilon_{\mu v \alpha \beta} F^{\alpha \beta} \tag{4}
\end{equation*}
$$

with components $\mathbf{B}_{i}=G^{0 i}, \mathbf{E}_{i}=-c \epsilon_{i j k} G^{j k} / 2$. Now, the Faraday 2-form is defined as

$$
\begin{equation*}
\mathcal{F}=\frac{1}{2} F_{\mu \nu} d x^{\mu} \wedge d x^{\nu} \tag{5}
\end{equation*}
$$

and its dual 2-form is defined as

$$
\begin{equation*}
* \mathcal{F}=\frac{1}{2} G_{\mu \nu} d x^{\mu} \wedge d x^{\nu} \tag{6}
\end{equation*}
$$

Because of clarity, we will use in this work natural units, in which the speed of light $c$, the Planck constant $\hbar$, the vacuum permittivity $\varepsilon_{0}$ and the vacuum permeability $\mu_{0}$ are chosen as $c=\hbar=\varepsilon_{0}=\mu_{0}=1$. In this system of units, the constant $a$ in Equations (1) and (2) is a pure number. In the language of differential forms, Equations (1) and (2) simply and remarkably mean that the Faraday form $\mathcal{F}$ and its dual $* \mathcal{F}$ of any electromagnetic knot are the two pull-backs of $\sigma$, the area 2-form in $S^{2}$, by the maps $\phi$ and $\theta$ from $S^{3}$ to $S^{2}$, i. e.

$$
\begin{align*}
\mathcal{F} & =-\sqrt{a} \phi^{*} \sigma, \\
* \mathcal{F} & =\sqrt{a} \theta^{*} \sigma \tag{7}
\end{align*}
$$

As a consequence the two maps are dual to one another in the sense that

$$
\begin{equation*}
*\left(\phi^{*} \sigma\right)=-\theta^{*} \sigma \tag{8}
\end{equation*}
$$

* being the Hodge or duality operator. The existence of two maps satisfying Equation (8) guarantees that both $\mathcal{F}$ and $* \mathcal{F}$ obey the Maxwell equations in empty space without the need of any other requirement. The electromagnetic fields obtained as in Equations (7) are electromagnetic knots. They are radiation fields, i. e. they verify the condition $\mathbf{E} \cdot \mathbf{B}=0$. Note that, because of the Darboux theorem, any electromagnetic field in empty space can be expressed locally as the sum of two radiation fields.

As stated before, the model of electromagnetic knots is locally equivalent to Maxwell's standard theory (Rañada \& Trueba, 1998; Rañada, 2003). However, its difference from the global point of view has interesting consequences, as are the following topological quantizations:

- The electromagnetic helicity $\mathcal{H}$ is quantized. In natural units,

$$
\begin{equation*}
\mathcal{H}=\frac{1}{2} \int_{R^{3}}(\mathbf{A} \cdot \mathbf{B}+\mathbf{C} \cdot \mathbf{E}) d^{3} r=n a \tag{9}
\end{equation*}
$$

where $\mathbf{B}=\nabla \times \mathbf{A}, \mathbf{E}=\nabla \times \mathbf{C}$, the integer $n$ being equal to the common value of the Hopf indices of $\phi$ and $\theta$. Note that $\mathcal{H}=N_{R}-N_{L}$, where $N_{R}$ and $N_{L}$ are the classical expressions of the number of right- and left-handed photons contained in the field (i.e. $\mathcal{H}=N_{R}-N_{L}=\int d^{3} k\left(\bar{a}_{R} a_{R}-\bar{a}_{L} a_{L}\right), a_{R}(\mathbf{k}), a_{L}(\mathbf{k})$ being Fourier transforms of $A_{\mu}$ in the classical theory, but creation and annihilation operator in the quantum version). This implies that, if we take the constant $a$ to be $a=1$,

$$
\begin{equation*}
n=N_{R}-N_{L} \tag{10}
\end{equation*}
$$

which is a curious relation between the Hopf index (i.e. the generalized linking number) of the classical field and the classical limit of the difference $N_{R}-N_{L}$. This difference has a clear topological meaning, what is attractive from the intuitive physical point of view.

- The topology of the model of electromagnetic knots implies also the quantization of the electromagnetic energy in a cavity, as studied in Reference (Rañada, 2003). More precisely, the model predicts that its energy $\mathcal{E}$ in a cubic cavity verifies

$$
\begin{equation*}
\mathcal{E}=n \omega, \tag{11}
\end{equation*}
$$

with $n=d / 4, d$ being an integer, equal to the degree of a certain map between two orbifolds, and $\omega$ is the angular frequency of the electromagnetic radiation. This rule is different from the Planck-Einstein law but very similar.

- The model of electromagnetic knots explains the discretization of the values of the electric charge and the magnetic flux through a superconducting ring. These properties will be studied in the next sections of this work.


## 3. The problem of the quantization of the electric charge

It is a experimental fact that electric charge is discrete. The theoretical prediction of this fact has been linked to the existence of magnetic monopoles. So far there is not any evidence of the existence of monopoles, although some modern unified theories of cosmology and fundamental interactions imply the existence of magnetic monopoles.

In the next section we will present a theoretical argument for the quantization of the electric charge where there is not need for the existence of a magnetic charge or quantum mechanics. However, in this section we also present the standard arguments of the electric charge quantization. We advice to consult the bibliography, specially (Jackson, 1998) and (Schwinger et al., 1998) for more details.

### 3.1 Thomson's calculation of the angular momentum

J. J Thomson considered in (Thomson, 1904) the electromagnetic field of a system consisting in a magnetic pole and an electric charge. He calculated the momentum and the angular momentum of the electromagnetic field. Then, from its conservation he deduced the magnetic part of the Lorentz force.

Let us assume that we have a magnetic pole $g$ at the point $A$ and a electric charge $e$ at the point $B$ both at rest. We have then that at an arbitrary point $P$ of the space the electric field
and magnetic fields are given, in natural units, by

$$
\begin{align*}
\mathbf{E} & =\frac{e}{4 \pi} \frac{\mathbf{r}_{1}}{r_{1}^{3}} \\
\mathbf{B} & =\frac{g}{4 \pi} \frac{\mathbf{r}_{2}}{r_{2}^{3}} \tag{12}
\end{align*}
$$

where $\mathbf{r}_{1}=\mathbf{r}_{P}-\mathbf{r}_{A}$ and $\mathbf{r}_{2}=\mathbf{r}_{P}-\mathbf{r}_{B}$. It is very interesting to see how Thomson assumed in this work that the magnetic field produced by a magnetic pole was of the Coulomb type. In (Thomson, 1904), the author cites Coulomb and Gauss to provide the experimental proof. The fact that he assumed that, in a magnet, the total magnetic charge has to be zero led him to get the right answers.

The linear momentum of the field is

$$
\begin{equation*}
\mathbf{P}_{f}=\int \mathbf{E} \times \mathbf{B} d^{3} r=0 \tag{13}
\end{equation*}
$$

as the linear momentum field lines are circles with their centres along the line $A B$ and their planes at right angles to it. The angular momentum of the electromagnetic field is defined as

$$
\begin{equation*}
\mathbf{L}_{f}=\int \mathbf{r} \times(\mathbf{E} \times \mathbf{B}) d^{3} r \tag{14}
\end{equation*}
$$

Since the total linear momentum is null, the total angular momentum will be independent of the point chosen to calculate it, according to Classical Mechanics. It will point in the direction of the line $A B$. To evaluate it, we take origin at the position of the magnetic pole $A$, the axis $z$ as the line $A B$, and we have $\mathbf{L}_{f}=L_{z} \hat{\mathbf{z}}$ with

$$
\begin{equation*}
L_{z}=\frac{e g}{(4 \pi)^{2}} \int \frac{\sin \theta}{r|\mathbf{r}-\mathbf{R}|^{2}} \sin \alpha d^{3} r \tag{15}
\end{equation*}
$$

where $\mathbf{R}=R \hat{\mathbf{z}}$ is the position of the electric charge at $B, \theta=\angle P A B$ and $\alpha=\angle A P B$. Using spherical coordinates and the law of sines, it turns out that

$$
\begin{equation*}
L_{z}=\frac{e g R}{8 \pi} \int_{0}^{\infty} \int_{0}^{\pi} \frac{r \sin ^{3} \theta}{\left(r^{2}+R^{2}-2 R r \cos \theta\right)^{3 / 2}} d r d \theta \tag{16}
\end{equation*}
$$

The integral can be calculated by different methods as can be seen in (Adawi, 1976). A change of variables $r=R(\cos \theta+\sin \theta \tan \gamma), \gamma \in[\theta-\pi / 2, \pi / 2]$ solves the integral and yields $1 / 2$, so that

$$
\begin{equation*}
\mathbf{L}_{f}=\frac{e g}{4 \pi} \frac{\mathbf{R}}{R} \tag{17}
\end{equation*}
$$

From the conservation of the total linear and angular momenta of the field plus the system of the pole and the charge, Thomson deduces then the magnetic part $e(\mathbf{v} \times \mathbf{B})$ of the Lorentz force over the charge. Note that Jackson follows the converse argument, starting from the Lorentz force between a monopole and a charge, to get the same result.

### 3.2 The semiclassical quatization rules by Saha and Wilson

Thomson result (17) was used by Saha (Saha, 1949) and independently by Wilson (Wilson, 1949) to get the same quantization condition that Dirac had obtained earlier (we will revise Dirac's argument below). The idea is that, from quantum mechanics, the angular momentum is quantized. Using Saha words, if we apply the quantum logic, identifying the angular momentum of the field created by a charge and a monopole with the quantum number for the angular momentum, we get the Dirac result in natural units,

$$
\begin{equation*}
e g=2 \pi n, \tag{18}
\end{equation*}
$$

so the existence of a monopole implies the quantization of the charge. For further considerations of the role of the angular momentum and its conservation in the monopole problem, we will refer to the work (Goldhaber, 1965).

### 3.3 Dirac's argument

Now the turn for the source: Dirac's consideration about the wave function of a particle (Dirac, 1931; 1948). A particle in quantum mechanics is represented by a wave function

$$
\begin{equation*}
\psi=A e^{i \gamma} \tag{19}
\end{equation*}
$$

where $A$ and $\gamma$ are real functions of $\mathbf{r}$ and $t$, denoting the amplitude and the phase respectively. The physical meaning of the wave function, according to the quantum postulates, allows for an arbitrary numerical constant coefficient that we can choose to be of modulus unity. So we can add to the phase $\gamma$ an arbitrary function $\beta$. This arbitrary function $\beta$ does not have to be a unique value in each point $(\mathbf{r}, t)$, as if we go around a closed curve could change, but this change has to be the same for all the wave functions or vary for different wave functions in multiples of $2 \pi$, otherwise will have physical consequences such as interference between states. But it has to have definite derivatives as it has to be a solution of a quantum wave equation.
Following Dirac, we will introduce the four vector $\kappa^{\mu}$ as

$$
\begin{equation*}
\kappa_{x}=\frac{\partial \beta}{\partial x}, \kappa_{y}=\frac{\partial \beta}{\partial y}, \kappa_{z}=\frac{\partial \beta}{\partial z}, \kappa_{t}=\frac{\partial \beta}{\partial t}, \tag{20}
\end{equation*}
$$

and they have to be well defined as stated above. Thus the change in phase round a close curve in the 4-D space, where the vector $\kappa^{\mu}$ is defined, can be calculated as

$$
\begin{equation*}
\oint \kappa_{\mu} d s^{\mu}=2 \pi n . \tag{21}
\end{equation*}
$$

If we take the close curve very small, the continuity of the wave function imposes the value $n=0$ for a simple connected domain, as the integration domain reduces to a point. However, if there are points where the wave function vanishes, then the phase would have not meaning. Since the wave function is a complex number, we need two conditions for its vanishing, so we well have in general a nodal line. But now, if we take the closed curve for the integration in (21) around such a line, the continuity considerations are not longer able to tell us that the
phase change must be zero. All we can say is that the change will be $2 \pi n$ being $n$ an integer, positive or negative depending on the defined orientation.

On the other hand, we can apply Stoke's theorem to the circulation in Equation (21) to write it as

$$
\begin{equation*}
\oint \kappa_{\mu} d s^{\mu}=\int_{S}(\operatorname{curl} \kappa)_{j} d S^{j}, \tag{22}
\end{equation*}
$$

where the domain is any hypersurface bounded by the closed curve, and the $(\operatorname{curl} \kappa)_{j}$ is a 6-D vector that we can write in three dimensional vector notation as

$$
\begin{align*}
\nabla \times \mathbf{k} & =e \mathbf{B} \\
\nabla \kappa_{0}-\frac{\partial \mathbf{k}}{\partial t} & =e \mathbf{E} \tag{23}
\end{align*}
$$

where $\mathbf{k}=\left(\kappa_{x}, \kappa_{y}, \kappa_{z}\right)$. We can identify, as the notation in (23) suggests, this curl with an electromagnetic field given by the electromagnetic potentials $(V, \mathbf{A})=\left(-\kappa_{0}, \mathbf{k}\right) / e$. This can be seen clearer calculating the momentum using Equation (19) with the arbitrary phase $\beta$,

$$
\begin{equation*}
\mathbf{P}=-i \nabla\left(\psi e^{i \beta}\right)=e^{i \beta}(-i \nabla \psi+\mathbf{k})=\mathbf{p}+e \mathbf{A} . \tag{24}
\end{equation*}
$$

The interpretation of the phase curl as an electromagnetic field as far reaching consequences, as Dirac noted. If the close curve is taken in three-dimensional space, only the magnetic flux will come to play so, from Equations (21) and (22), one obtains

$$
\begin{equation*}
e \int_{S} \mathbf{B} \cdot d \mathbf{S}=2 \pi n \tag{25}
\end{equation*}
$$

So the magnetic flux through any surface bounded by the curve will be equal to the phase shift difference of the wave equation. We have seen that if there is not any nodal line across the surface defined by the curve, the phase difference is equal zero. If we take a closed surface around a nodal line, in the case that the nodal line comes in and out, and that difference should be again zero. But if the nodal line had an end, and we take the close surface around that end, then the phase shift will be nonzero. But that would mean that the there is a net magnetic flux crossing a closed surface, so there is a magnetic charge or monopole inside the surface. The magnetic flux can be written as $g$, being $g$ the strength of the magnetic pole. Then we get, from Equation (25),

$$
\begin{equation*}
e g=2 \pi n, \tag{26}
\end{equation*}
$$

which is the same condition as in Equation (18) that we got with the semiclassical rule. There is a nice account of bibliography related to the monopole problem in Reference (Goldhaber \& Trower, 1990).

## 4. Quantization of the electric charge in the model of electromagnetic knots

A topological mechanism for the quantization of the charge in the model of electromagnetic knots can be seen in Reference (Rañada \& Trueba, 1998). Quantization of charge is usually stated by saying that the electric charge of any particle is an integer multiple of a fundamental value $e$, the electron charge, whose value in the International System of Units is $e=1.6 \times 10^{-19}$ C. The Gauss theorem allows a different, although fully equivalent, statement of this property:
the electric flux across any closed surface $\Sigma$ which does not intersect any charge is always an integer multiple of $e$. This can be written as

$$
\begin{equation*}
\int_{\Sigma} \mathbf{E} \cdot \mathbf{n} d S=n e \tag{27}
\end{equation*}
$$

where $\mathbf{n}$ is a unit vector orthogonal to the surface, $\mathbf{E}$ is the electric field and $d S$ the surface element. We could as well write Equation (27) as

$$
\begin{equation*}
\int_{\Sigma} * \mathcal{F}=n e \tag{28}
\end{equation*}
$$

$* \mathcal{F}$ being the dual to the Faraday 2-form $\mathcal{F}=1 / 2 F_{\mu \nu} d x^{\mu} \wedge d x^{\nu}$. Stating in this way the discretization of the charge is interesting because it shows a close similarity with the expression of the topological degree of a map. Assume that we have a regular map $\theta$ of $\Sigma$ on a 2-sphere $S^{2}$ and let $\sigma$ be the normalized area 2-form in $S^{2}$. It then happens that

$$
\begin{equation*}
\int_{\Sigma} \theta^{*} \sigma=n \tag{29}
\end{equation*}
$$

$\theta^{*} \sigma$ being the pull-back of $\sigma$ and $n$ an integer called the degree of the map, which gives the number of times that $S^{2}$ is covered when one runs once through $\Sigma$ (equal to the number of points in $\Sigma$ in which $\theta$ takes any prescribed value). The comparison of Equations (28) and (29) shows that there is a close formal similarity between the dual to the Faraday 2-form and the pull-back of the area 2-form of a sphere $S^{2}$.

Suppose that an electromagnetic field is given, such that its form $* \mathcal{F}$ is regular except at the positions of some point charges. Suppose also that we have a map $\theta: R^{3} \mapsto S^{2}$ which is regular except at some point singularities where its level curves converge or diverge. It happens then that Equations (28) and (29) are simultaneously satisfied for all the closed surfaces $\Sigma$ which do not intersect any charge or singularity. This means that the electric charge will be automatically and topologically quantized in model in which these two forms $* \mathcal{F}$ and $\theta^{*} \sigma$ are proportional, the fundamental charge being equal to the proportionality coefficient and the number of fundamental charges in a volume having then the meaning of a topological index.

This is exactly what happens in the topological model of electromagnetic knots. In it, the dual to the Faraday 2-form is expressed as

$$
\begin{equation*}
* \mathcal{F}=\sqrt{a} \theta^{*} \sigma, \tag{30}
\end{equation*}
$$

where $a$ is a normalizing constant, that is a pure number in natural units, or proportional to the product $\hbar c \mu_{0}$ in the International System of Units. The electric field is then $\mathbf{E}=$ $\sqrt{a} c(2 \pi i)^{-1}(1+\bar{\theta} \theta)^{-2} \nabla \bar{\theta} \times \nabla \theta$, the electric lines being therefore the level curves of $\theta$. The degree of the map $\Sigma \mapsto S^{2}$ induced by $\theta$ is given by Equation (29). Therefore,

$$
\begin{equation*}
\int_{\Sigma} * \mathcal{F}=n \sqrt{a} \tag{31}
\end{equation*}
$$

As this is equal to the charge $Q$ inside $\Sigma$, it does happen that $Q=n \sqrt{a}$, what implies that there is then a fundamental charge $q_{0}=\sqrt{a}$, the degree $n$ being the number of fundamental
charges inside $\Sigma$. This gives a topological interpretation of $n$, the number of fundamental charges inside any volume.

It is easy to understand that $n=0$ if $\theta$ is regular in the interior of $\Sigma$. This is because each level curve of $\theta$, i. e. each electric line, is labeled by its value along it (a complex number) and, in the regular case, any one of these lines enters into this interior as many times as it goes out of it. But assume that $\theta$ has a singularity at point $P$, from which the electric lines diverge or to which they converge. If $\Sigma$ is a sphere around $P$, we can identify $R^{3}$ except $P$ with $\Sigma \times R$, so that the induced map $\theta: \Sigma \mapsto S^{2}$ is regular. In this case, $n$ need not vanish and is equal to the number of times that $\theta$ takes any prescribed complex value in $\Sigma$, with due account to the orientation. Otherwise stated, among the electric lines diverging from or converging to $P$, there are $|n|$ whose label is equal to any prescribed complex number.

To understand better this mechanism of discretization, let us take the case of a Coulomb potential as in Reference (Rañada \& Trueba, 1997): E $=Q \mathbf{r} /\left(4 \pi r^{3}\right), \mathbf{B}=0$. The corresponding scalar is

$$
\begin{equation*}
\theta=\tan \left(\frac{\vartheta}{2}\right) \exp \left(i \frac{Q}{\sqrt{a}} \varphi\right), \tag{32}
\end{equation*}
$$

where $\varphi$ and $\vartheta$ are the azimuth and the polar angle. The scalar (32) is well defined only if $Q=n \sqrt{a}, n$ being an integer. The lines diverging from the charge are labeled by the corresponding value of $\theta$, so that there are $|n|$ lines going in or out of the singularity and having any prescribed complex number as their label. If $n=1$, it turns out that $\theta=(x+i y) /(z+r)$.

This mechanism has a very curious aspect: it does not apply to the source but to the electromagnetic field itself. This is surprising since one would expect that the topology should operate restricting the fields of the charged particles. However, in this model, it is the field who mediates the force the one which is submitted to a topological condition. It must be emphasized furthermore that the maps $S^{3} \mapsto S^{2}$, given by the two scalars $\phi, \theta$ are regular except for singularities at the position of point charges, either electrical or magnetic (if the latter do exist). At these points, the level curves (the electric lines) converge or diverge.

In the case that the value of $a$ in natural units is $a=1$ (in order to obtain the right quantization of the electromagnetic helicity), the topological model of electromagnetic knots predicts that the fundamental charge has the value

$$
\begin{equation*}
q_{0}=1 \tag{33}
\end{equation*}
$$

which is about 3.3 times the electron charge. Note that this applies both to the electron charge and to the hypothetical monopole charge. This property can be stated saying that, in the topological model, the electromagnetic fields can only be coupled to point charges which are integer multiple of the fundamental charge $q_{0}=1$. Note that the same discretization mechanism would apply to the hypothetical magnetic charges (located at singularities of $\phi$ ), their fundamental value being also $q_{0}=1$.

## 5. Quantization of the magnetic flux in the model of electromagnetic knots

Electromagnetic knots are compatible with the quantization of the magnetic flux of a superconducting ring, which in standard theory is always an integer multiple of $g / 2$, where $g=\sqrt{a}$ (or $g=1$ in natural units) is the value of the magnetic monopole in the topological
model of electromagnetic knots. The mechanism of quantization was stablished in Reference (Rañada \& Trueba, 2006). To understand how this mechanism of quantization works, let us begin with the case of an infinite solenoid.

### 5.1 Flux quantization in an infinite solenoid

Consider again the equations for any electromagnetic knot. The Faraday 2 -form and its dual generated by the pair of complex scalar fields $\phi$ and $\theta$ can be written, with the constant $a$ fixed to $a=1$ in natural units, as

$$
\begin{align*}
& \mathcal{F}=d s \wedge d p, \quad \text { with } p=1 /\left(1+|\phi|^{2}\right), s=\arg (\phi) / 2 \pi \\
& { }^{*} \mathcal{F}=d v \wedge d u, \quad \text { with } v=1 /\left(1+|\theta|^{2}\right), u=\arg (\theta) / 2 \pi \text {, } \tag{34}
\end{align*}
$$

so that $\phi=\sqrt{(1-p) / p} e^{i 2 \pi s}$ and $\theta=\sqrt{(1-v) / v} e^{i 2 \pi u}$. This implies that the magnetic and electric fields have the form

$$
\begin{align*}
& \mathbf{B}=\nabla p \times \nabla s=\left(\partial_{0} u \nabla v-\partial_{0} v \nabla u\right), \\
& \mathbf{E}=\nabla u \times \nabla v=\left(\partial_{0} s \nabla p-\partial_{0} p \nabla s\right) . \tag{35}
\end{align*}
$$

The quantities $(p, s)$ and $(v, u)$ are called Clebsch variables of the fields $\mathbf{B}$ and $\mathbf{E}$, respectively (or of the scalars $\phi$ and $\theta$ ). Note that $\phi$ and $\theta$ are not uniquely determined by the magnetic and electric fields. Indeed, a different pair defines the same fields E, B if the corresponding Clebsch variables $(P, S),(V, U)$ can be obtained through a canonical transformation $(p, s) \rightarrow(P, S)$ or $(v, u) \rightarrow(V, U)$. However, the canonical transformation must satisfy two conditions: (i) $0 \leq P, V \leq 1$, and (ii) $S, U$ must be arguments of complex numbers in units of $2 \pi$, i. e. they can be multivalued but their change along a closed curve must be an integer.

Let us turn to our physical problem. Consider an infinite perfect solenoid around the $z$-axis with $N$ turns per unit length and intensity $I$ (perfect means that no flux escapes through the coils). This can happen exactly only in a superconducting ring. Indeed, from the purposes of the present study, perfect solenoids and superconducting rings can be considered synonymous. The magnetic field vanishes outside and is equal to $B=\mu_{0} N I$ inside. Now let us ask what can be the scalar $\phi$ (which gives a map $S^{3} \mapsto S^{2}$ ) that corresponds to that magnetic field if we restrict ourselves to the model of electromagnetic knots. With the configuration of the magnetic lines of that solenoid, it is impossible that $\phi$ be regular in all the sphere $S^{3}$. However, we may consider the 3 -space as $S^{2} \times R$ and require that $\phi$ be regular in the induced map $S^{2} \mapsto S^{2}$, the first $S^{2}$ being the plane $(x, y)$, the second the complex plane, both completed with the point at infinity. If $\phi=|\phi| \exp (2 \pi i s)$ and $p=1 /\left(1+|\phi|^{2}\right)$, then

$$
\begin{equation*}
\mathbf{B}=\nabla p \times \nabla s . \tag{36}
\end{equation*}
$$

As $B=0$ outside the solenoid, $p$ and $s$ can not be independent functions there. This may happen in three ways:

1. The first possibility is $s=f(p), f$ being a nontrivial function. We can change $s$ to $s-f(p)$. This is a canonical transformation of the variables $(s, p)$ which does not affect the value of $B$ in view of Equation (36). The new expression of $\phi$ is real outside the solenoid, but not inside in general. Consequently, the magnetic flux across a section of the solenoid is
topologically quantized, being equal to the area of the set $\phi(S)$ in the sphere $S^{2}$, where $S$ is any surface that cuts the solenoid and is bordered by a circuit outside it. Indeed its value is necessarily Flux $=n / 2$, because any curve contained in a great circle of a sphere encircles a integer multiple of semispheres.
2. The second possibility is $s=s_{0}=$ constant. The situation is similar to and gives the same flux quantization as in the previous case (outside the solenoid, $\phi$ takes values also in a great circle of $S^{2}$ ). That is Flux $=n / 2$.
3. The last possibility is $p=p_{0}=$ constant. Let $p=p_{0}$ outside and $s$ variable. Then the scalar would be

$$
\begin{equation*}
\phi=\sqrt{\frac{1-p_{0}}{p_{0}}} e^{i 2 \pi s(r, \varphi)}, \tag{37}
\end{equation*}
$$

where $r=\left(x^{2}+y^{2}\right)^{1 / 2}$ and $\varphi$ is the azimuth. Moreover,

$$
\begin{equation*}
\int_{0}^{2 \pi} \frac{\partial s}{\partial \varphi} d \varphi=m \tag{38}
\end{equation*}
$$

where $m$ is an integer number. In order for $\phi$ to be a regular map, there are two possibilities: $s=s_{0}=$ constant, and $s=$ function of $\varphi$ but with either $p_{0}$ (and $\phi=\infty$ ) or $p_{0}=1$ (and $\phi=0$ ). In both cases, it turns out that Flux $=n / 2$.

So, in conclusion, in the topological model of electromagnetism based on electromagnetic knots, the magnetic flux in an infinite perfect solenoid is always an semi-integer multiple of the fundamental magnetic charge $q_{0}$ (with $q_{0}=1$ in natural units),

$$
\begin{equation*}
\text { Flux }=\frac{n}{2} q_{0} . \tag{39}
\end{equation*}
$$

This is interesting, because it says that the flux in the solenoid is necessarily quantized, the fundamental fluxoid being half the fundamental magnetic charge $q_{0}$ (as the real fluxoid is half the Dirac monopole). This quantity, however, is $q_{0} / 2=1 / 2$ in natural units, as compared with $g / 2=10.37$ for the Dirac monopole.

### 5.2 Flux quantization in a finite solenoid

Let us consider now the case of a superconducting ring, i. e. of a perfect but finite solenoid. We can imagine it as a cylinder around de $z$-axis between $z=-L / 2$ and $z=L / 2$ and the radii $r_{0}$ and $r_{0}+h$, although these magnitudes are quite irrelevant in this case. Since the magnetic field does not enter inside the superconductor, $B=0$ inside it. If the superconductor is infinitely think (i.e. $h=\infty$ ), the topology of the problem is the same as in the previous case of infinite solenoid, and all the results are also the same. In the realistic case in which $h$ is finite, there are also three cases. In the two first cases, the result would be the same. However, it is not clear that the same could be said of the third possibility. We have to take a different way for the third possibility.

Consider the quantization of the magnetic flux across a superconducting ring in the standard theory (Feynman et al., 1965). In this case the wave function can be treated as a classical
macroscopic field $\psi=\sqrt{\rho} e^{i \theta}$, the following equation being satisfied

$$
\begin{equation*}
\hbar \nabla \vartheta=Q \mathbf{A}, \tag{40}
\end{equation*}
$$

where $Q$ is the charge of a Cooper pair of electrons, equal to $2 e$. The flux is thus

$$
\begin{equation*}
\text { Flux }=\oint \mathbf{A} \cdot d \mathbf{s}=\frac{2 \pi n^{\prime}}{Q} \tag{41}
\end{equation*}
$$

where $n^{\prime}$ is an integer. We see that the fundamental unit of flux is then $2 \pi / Q$.
Let us take a finite superconducting ring of cylindrical shape, with axis along the $z$-axis, between the planes $z= \pm L / 2$ and radii $r_{0}$ and $r_{0}+h$. The interior magnetic field created by the superconducting ring at the central plane $z=0$ can be written as

$$
\begin{equation*}
\mathbf{B}=B(r) \hat{\mathbf{z}}, \tag{42}
\end{equation*}
$$

$r$ being the radial coordinate. The magnetic flux across the ring is

$$
\begin{equation*}
\text { Flux }=\int_{C_{0}} B(r) r d r d \varphi, \tag{43}
\end{equation*}
$$

where $C_{0}$ is the circle of radius $r_{0}$. Because of the symmetry of the problem, we can take a scalar $\phi(r, \varphi)$, with $p=1 /\left(1+|\Phi|^{2}\right)$ and $s=\arg (\Phi) / 2 \pi$, such that

$$
\begin{equation*}
\mathbf{B}=\frac{1}{r}\left(\frac{\partial p}{\partial r} \frac{\partial s}{\partial \varphi}-\frac{\partial p}{\partial \varphi} \frac{\partial s}{\partial r}\right) \hat{\mathbf{z}} . \tag{44}
\end{equation*}
$$

It is convenient to define the dimensionless radial coordinate

$$
\begin{equation*}
R=\frac{r}{r_{0}}, \tag{45}
\end{equation*}
$$

so that, in each plane $(R, \varphi), \phi$ can be taken as a map $\phi: C_{1} \rightarrow S^{2}$, where $C_{1}$ is the circle of unit radius, and

$$
\begin{equation*}
\mathbf{B}=\frac{1}{r_{0}^{2}} \frac{1}{R}\left(\frac{\partial p}{\partial R} \frac{\partial s}{\partial \varphi}-\frac{\partial s}{\partial \varphi} \frac{\partial s}{\partial R}\right) \hat{\mathbf{z}} . \tag{46}
\end{equation*}
$$

The magnetic flux across the superconductor results

$$
\begin{equation*}
\text { Flux }=\int_{C_{1}}\left(\frac{\partial p}{\partial R} \frac{\partial s}{\partial \varphi}-\frac{\partial p}{\partial \varphi} \frac{\partial s}{\partial R}\right) d R d \varphi . \tag{47}
\end{equation*}
$$

The quantity between brackets in (47) is the Jacobian of the change of variables $(p, s) \rightarrow(R, \varphi)$, so that

$$
\begin{equation*}
\text { Flux }=\int_{\phi\left(C_{1}\right)} d p d s \tag{48}
\end{equation*}
$$

where $\phi\left(C_{1}\right)$ is the image in $S^{2}$ of the unit circle $C_{1}$.
In the framework of London's theory of type II superconductors (the case in which the magnetic flux is quantized), the magnetic field in the superconductor satisfies a phenomenological equation in the transition layer in which the magnetic field goes to zero.

This is the second London equation,

$$
\begin{equation*}
\mathbf{A}=-\lambda^{2} \nabla \times \mathbf{B}, \tag{49}
\end{equation*}
$$

where $\mathbf{A}(\mathbf{r})$ obeys Coulomb gauge and $\lambda$ is the penetration length of the magnetic field inside the superconductor material (in practice, $\lambda$ is about ten Angstroms, much shorter than the inner radius of the superconductor ring $r_{0}$ ).

From Equation (44), the vector potential $\mathbf{A}(\mathbf{r})$ for the magnetic field $\mathbf{B}(\mathbf{r})$ in the Coulomb gauge ( $\nabla \cdot \mathbf{A}=0$ ) can be written as

$$
\begin{equation*}
\mathbf{A}=\frac{p}{r} \frac{d s}{d \varphi} \mathbf{u}_{\varphi} \tag{50}
\end{equation*}
$$

It follows that $s=s(\varphi)$ and $p=p(r)$. Furthermore, the quantity $\int_{0}^{2 \pi} A_{\varphi} r d \varphi$ has to be independent of $r$ inside the superconductor. From these considerations one obtains

$$
\begin{equation*}
p=p_{0}, s=n \frac{\varphi}{2 \pi} . \tag{51}
\end{equation*}
$$

Inserting Equation (50) into London Equation (49), we obtain the following ordinary differential equation for $p(r)$,

$$
\begin{equation*}
\lambda^{2}\left(\frac{d^{2} p}{d r^{2}}-\frac{1}{r} \frac{d p}{d r}\right)-p=0 \tag{52}
\end{equation*}
$$

Up to first order in $\lambda / r_{0}$, we can neglect the first term in (52) to obtain

$$
\begin{equation*}
p(r)=0, r \geq r_{0} \tag{53}
\end{equation*}
$$

characterizing $p$ inside the superconductor. As the Clebsch variable $p$ has to be continuous and constant inside the superconductor, with a value $p=p_{0}$, we obtain $p_{0}=0$, i.e. $\phi=\infty$. In the model of electromagnetic knots, if an electromanetic field is generated by the scalar field $\phi$ and the Clebsch variables $(p, s)$, it is also generated by the scalar $1 / \bar{\phi}$ and the Clebsch variables $(1-p,-s)$. In the latter case, Equation (53) would be $1-p(r)=0, r \geq r_{0}$, so that $p_{0}=1$ and $\phi=0$ inside the superconductor.

Consequently, the value of the scalar field $\phi$ inside the superconductor is $\phi=\infty$ or $\phi=0$. In both cases, the magnetic flux is

$$
\begin{equation*}
\text { Flux }=\int_{C_{1}} A(R) r_{0} R d \varphi=\int_{0}^{2 \pi} \frac{n}{2 \pi} d \varphi=n \tag{54}
\end{equation*}
$$

If we consider the solutions given by the families 1 and 2 at the begining of this subsection, it results that the magnetic flux is quantized, being always an integer multiple of $1 / 2$.

The previous argument relies on London's equation. However, the same conclusion can be reached considering the following. The radial derivative of $p$ is in general discontinuous at $r_{0}$. However, this irregularity in the map $\phi$ is vanished if either $\phi=0$ or $\phi=\infty$ inside the superconductor. Therefore, the requirement that the map is regular leads to the topological quantization of the flux, without taking into account the London equation.

### 5.3 The fine structure constant at infinite energy equal to $1 / 4 \pi$ ?

Because the topological model here presented is classical, the electric charge $q_{0}=\sqrt{\hbar c \epsilon_{0}}$ must be interpreted as the fundamental bare charge, both electric and magnetic (remember that we are using natural units). The corresponding fine-structure constant $\alpha=q_{0}^{2} / 4 \pi \hbar c \epsilon_{0}$ is clearly equal to $\alpha_{0}=1 / 4 \pi$, which is certainly a nice and simple number. We will argue now that $1 / 4 \pi$ is an appealing and interesting value for the non-renormalized fine-structure constant (i. e. neglecting the effect of the quantum vacuum). As we show now, the topological model seems to describe the electromagnetic field at infinite energy.

The argument goes as follows. Let us combine this topological quantization of the charge with the appealing and plausible idea that, in the limit of very high energies, the interactions of charged particles could be determined by their bare charges, i. e. the values of that their charges would have if they were not renormalized by the quantum vacuum; see e. g. Section 11.8 of Reference (Milonni, 1994). A warning is necessary, however. As the concept of bare charge is not simple, it is convenient to speak instead of charge at a certain scale. To avoid confusion and be precise, the expression "bare charge" will be used here as synonymous or equivalent of "infinite energy limit of the charge" or, more correctly, "charge at infinite momentum transfer $Q^{\prime \prime}$, defined as $e_{\infty}=\sqrt{4 \pi \hbar c \epsilon_{0} \alpha_{\infty}}$, where $\alpha_{\infty}=\lim \alpha\left(Q^{2}\right)$ when $Q^{2} \rightarrow \infty$.
The possibility of a finite value for $\alpha_{\infty}$ is an interesting idea worth of consideration. In fact, it was discusseed by Gell-Mann and Low in their classical and seminal paper "QED at small distances", Reference (Gell-Mann \& Low, 1954), in which they showed that it is something to be seriously studied. However, they could not decide from their analysis whether $e_{\infty}$ is finite or infinite. The current wisdom idea that it is infinite was established later on the basis of perturbative calculations, but the alternative posed by Gell-Mann and Low has not been really settled. It is still open.

The infinite energy charge $e_{\infty}$ of an electron is partially screened by the sea of virtual pairs that are continuously being created and destroyed in empty space. It is hence said that it is renormalized. Because the pairs are polarized, as are the molecules in a dielectric, a polarization cloud is formed around any charged particle, with the result that the observed value of the electron charge is smaller than $e_{\infty}$. Moreover, the apparent electron charge increases as any probe goes deeper into the polarization cloud and is therefore less screened. This effect is difficult to measure, since it can be appreciated only at extremely short distances. However it has been observed in experiments of electron-positron scattering at high energies Reference (Levine et al., 1997). This means that the vacuum is dielectric. On the other hand, it is paramagnetic because the effect of the magnetic field is due to the spin of the pairs. The consequence is that the hypothetical magnetic charge would be observed with a greater value at low energy than at very high energy, contrary to the electron charge.

It is easy to understand the reason for the expression "bare charge" to denote $e_{\infty}$. When two electrons interact with very high momentum transfer, each one is located so deeply inside the polarization cloud around the other that very little space is left between them to screen the charges, so that the bare charges, namely $e_{\infty}$, interact directly. As unification is is assumed to happen at very high energy, it is an appealing idea that $\alpha_{\infty}=\alpha_{\text {GUT }}$ (GUT stands for "Grand Unified Theories", that include weak and gravitation ones. This suggests that a unified theory could be a theory of bare particles (i. e. in the sense that it neglects the effect of the vacuum.)

If this were the case, nature would have provided us with a natural cut-off, $\alpha_{G U T}=\alpha_{\infty}$. As a consequence, it can be argued that the topological model implies that $\alpha_{\text {GUT }}=\alpha_{\infty}=1 / 4 \pi$. The argument goes as follows.

1. The value of the fundamental charge predicted by this topological quantization, $e_{0}=$ $\sqrt{\hbar c \epsilon_{0}}=5.28 \times 10^{-19} \mathrm{C}$ is in the right interval to verify $e_{0}=e_{\infty}=g_{\infty}$, in other words to be equal to the common value of both the fundamental electric and magnetic bare charges. This is so because, as the quantum vacuum is dielectric but paramagnetic, the following inequalities must be satisfied: $e<e_{0}<g$, as it happens since $e=0.3028, e_{0}=1, g=e / 2 \alpha=20.75$, in natural units. Note that it is impossible to have a completely symmetry between electricity and magnetism simultaneously at low and high energies. The lack of symmetry between the charges of the electron and the Dirac monopole would be due to the vacuum polarization: according to the topological model, the electric and magnetic infinite energy charges are equal and verify $e_{\infty} g_{\infty}=e_{0}^{2}=1$, but they would be decreased and increased, respectively, by the sea of virtual pairs, until their current values that verify $e g=2 \pi$. This qualitative picture seems nice and appealing.
2. Let us admit as a working hypothesis that two charged particles interact with their bare charges at high energies. There could be then a conflict between (a) a unified theory of electroweak and strong forces in which $\alpha=\alpha_{s}$ and (b) an infinite value of $\alpha_{\infty}$. The reason is that unification implies that the curves of the running constants $\alpha\left(Q^{2}\right)$ and $\alpha_{s}\left(Q^{2}\right.$ must converge asymptotically to the same value $\alpha_{\text {GUT }}$. It could be argued that, to have unification at a certain scale, it would suffice that these two curves be close in an energy interval, even if they cross and separate afterwards. However in that case the unified theory would be just an approximate accident. On the other hand, the assumption that both running constants go asymptotically to the same finite value gives a much deeper meaning to the idea of unified theory. In that case, $e_{\infty}$ must expected to be finite, and the equality $\alpha_{\text {GUT }}=\alpha_{\infty}$ must be satisfied.
3. The value $\alpha_{0}=e_{0}^{2} / 4 \pi \hbar c \epsilon_{0}=1 / 4 \pi=0.0796$ for the infinite energy fine-structure constant is thought-provoking and fitting, since $\alpha_{\text {GUT }}$ is believed to be in the interval ( $0.05,0.1$ ). This reaffirms the assertion that the fundamental value of the charge given by this topological mechanism $e_{0}$ could be equal to $e_{\infty}$, the infinite energy electron charge (and the infinite energy monopole charge, as well). It also supports the statement that $\alpha_{\text {GUT }}=\alpha_{0}=1 / 4 \pi$. All this is certainly curious and intriguing: indeed, the topological mechanism for the quantization of the charge here described is obtained simply by putting some topology in elementary classical low energy electrodynamics.

We believe, therefore, that the following three ideas must be studies carefully: (1) the complete symmetry between electricity and magnetism at the level of the infinite energy charges, where both are equal to $\sqrt{\hbar c \epsilon_{0}}$, this symmetry being broken by the dielectric and paramagnetic quantum vacuum; (2) That the topological model on which the topological mechanism of quantization is based could give a theory of high- energy electromagnetism at the unification scale and (3) that the value that this model predicts for the fine-structure constant $\alpha_{0}=1 / 4 \pi$ could be equal to the infinite energy limit $\alpha_{\infty}$ and also to $\alpha_{G U T}$, the constant of the unified theory of strong and electroweak interactions.

## 6. Conclusions

The topological model of electromagnetism constructed with electromagnetic knots is based on the existence of a topological structure which underlies the Maxwell's standard theory, in such a way that the Maxwell's equations in empty space are the exact linearization of some nonlinear equations with topological properties and constants of the motion. Although the model is classical, it embodies the topological quantizations of the helicity and the energy inside a cavity, which suggest that it offers a way to understand better the relation between the classical and quantum aspects of the electromagnetic theory. The model is locally equivalent to Maxwell's standard theory in empty space (but globally non-equivalent). This means that it can not enter in conflict with Maxwell's theory in experiments of local nature.

In the model of electromagnetic knots, the electric charge which is topologically quantized, its fundamental value being $q_{0}=1$ in natural units (or $q_{0}=\sqrt{\hbar c \epsilon_{0}}=5.28 \times 10^{-19} \mathrm{C}$ in the International System of Units). Furthermore, the number of fundamental charges inside a volume is equal to the degree of a map between two spheres. It turns out that there are exactly $|m|$ electric lines going out or coming into a point charge $q=m q_{0}$, for which a complex scalar field is equal to any prescribed complex number (taking into account the orientation of the map).

The topological model is completely symmetric between electricity and magnetism, in the sense that it predicts that the fundamental hypothetical magnetic charge would be also $q_{0}$. Note that $q_{0}=3.3 e$, where $e$ is the electron charge, and that the corresponding fine structure constant is $\alpha_{0}=1 / 4 \pi$. Hence, $q_{0}$ could be interpreted as the bare electron and monopole charge. As the quantum vacuum is dielectric but paramagnetic, the observed electric charge must be smaller than $q_{0}$, but the Dirac magnetic monopole must be greater (it is equal to $20.75 q_{0}$ ). This suggests that $\alpha_{0}$ could be the fine structure constant at infinite energy and, consequently, that the coupling constant of the Grand Unified Theory could be also $\alpha_{s}=\alpha_{0}=$ $1 / 4 \pi$.

The model of electromagnetic knots also predicts that the magnetic flux is quantized, the fundamental flux unit being $1 / 2$ in natural units. Consequently, the relation between the fundamental magnetic flux and electric charge in this model is the same as that between the Dirac monopole and the electron charge in standard theory. The quantum vacuum increases the value of the magnetic fields by a factor $2 \pi / e$, according to the above mentioned interpretation. This can be represented by a relative permeability $\mu_{r}=2 \pi / e=20.75$ (with respect to the state in which there is neither matter nor radiation and the effect of the zero point radiation has been discounted). The renormalized magnetic flux must be therefore equal to $\mu_{r} \times$ Flux, where Flux $=1 / 2$ is the bare value. This implies that the flux is a multiple integer of $\pi / e$, either in standard theory or in the topological theory after multiplying by the permeability $\mu_{r}$ to take care of the effect of the quantum vacuum. Hence, the topological quantization of the magnetic flux coincides with the standard one after introducing a relative permeability to account for the effect of the quantum vacuum. This is fully coherent with the interpretation given in the previous paragraph that the topological model of electromagnetic knots gives a theory of high energy electromagnetism at the unification scale or a theory of bare electromagnetism.

## 7. References

Adawi, I. (1976). Thomson's monopoles. American Journal of Physics, Vol. 44, (762-765).
Arrayás, M. \& Trueba, J. L. (2010). Motion of charged particles in a knotted electromagnetic field. Journal of Physics A: Mathematical and Theoretical, Vol. 43, (235-401).
Arrayás, M. \& Trueba, J. L. (2011). Exchange of helicity in a knotted electromagnetic field. Annalen der Physik, doi: 10.1002/andp. 201100119.
Dirac, P. A. M. (1931). Quantised singularities in the electromagnetic field. Proceedings of the Royal Society of London A, Vol. 133, (60-72).
Dirac, P. A. M. (1948). The theory of magnetic poles. Physical Review, Vol. 74, (817-830).
Feynman, R. P.; Leighton, R. B. \& Sands, M. (1965). The Feynman lectures on Physics Vol. 2, Addison-Wesley, Reading.
Gell-Mann, M. \& Low, F. (1954). QED at small distances. Physical Review, Vol. 95, (1300-1312).
Goldhaber, A. S. (1965). Role of spin in the monopole problem. Physical Review B, Vol. 140, (1407-1414).
Goldhaber, A. S. \& Trower, W. P. (1990). Magnetic monopoles. American Journal of Physics, Vol. 58, (429-439).
Hehl, F. W. \& Obukhov, Y. N. (2003). Foundations of Classical Electrodynamics: Charge, Flux and Metric, Birkhauser, Boston.
Irvine, W. T. \& Bouwmeester, D. (2008). Linked and knotted beams of light. Nature Physics, Vol. 4, (716-720).
Jackson, J. D. (1998). Classical Electrodynamics, John Wiley and Sons, 3rd Edition, New York.
Levine, I. et al. (TOPAZ Collaboration) Physical Review Letters, Vol 78, (424-427).
Milonni, P. W. (1994), The Quantum Vacuum. An Introduction to Quantum Electrodynamics, Academic, Boston.
Rañada, A. F. (1989). A topological theory of the electromagnetic field. Letters in Mathematical Physics, Vol. 18, (97-106).
Rañada, A. F. (1990). Knotted solutions of Maxwell equations in vacuum. Journal of Physics A: Mathematical and General, Vol. 23, (L815-820).
Rañada, A. F. (1992). Topological electromagnetism. Journal of Physics A: Mathematical and General, Vol. 25, (1621-1641).
Rañada, A. F. \& Trueba, J. L. (1995). Electromagnetic knots. Physics Letters A, Vol. 202, (337-342).
Rañada, A. F. \& Trueba, J. L. (1997). Two properties of electromagnetic knots. Physics Letters A, Vol. 235, (25-33).
Rañada A. F. \& Trueba, J. L. (1998). A topological mechanism of discretization for the electric charge. Physics Letters B, Vol. 422, (196-200).
Rañada, A. F. \& Trueba, J. L. (2001). Topological electromagnetism with hidden nonlinearity. In: Modern Nonlinear Optics, Part 3, Edited by M. W. Evans, John Wiley \& Sons, New York. (197-253).
Rañada, A. F. (2002). Is the fine structure constant at the unification scales equal to $1 / 4 \pi$ ? Annales de la Fondation Louis de Broglie (Paris), Vol. 27, (505-510).
Rañada, A. F. (2003). Interplay of topology and quantization: topological energy quantization in a cavity. Physics Letters A, Vol. 310, (434-444).
Rañada A. F. \& Trueba, J. L. (2006). Topological quantization of the magnetic flux. Foundations of Physics, Vol. 36, (427-436).

Saha, M. N. (1949). Note on Dirac's theory of magnetic monopoles. Physical Review, Vol. 75, (1968-1968).
Schwinger, J.; Deraad Jr., L. L.; Milton, K. A.; Tsai, W. Y. \& Norton, J. (1998). Classical Electrodynamics, Westview Press, Cambridge.
Thomson, J. J. (1904). Elements of the Mathematical Theory of Electricity and Magnetism, Cambridge University Press, Cambridge.
Wilson, H. A. (1949). Note on Dirac's theory of magnetic poles. Physical Review, Vol. 75, (309-309).

# Waveguides, Resonant Cavities, Optical Fibers and Their Quantum Counterparts 
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## 1. Introduction

In this chapter, we shall expose several analogies between oscillatory phenomena in mecahanics and optics. The main subject will be the analogy between propagation of electromagnetic waves in dielectrics and of electrons in various time-independent potentials. The basis of this analogy is the fact that both wave equations for electromagnetic monoenergetic waves (i.e. with well-defined frequency), obtained directly from the Maxwell equations, and the time-independent Schrodinger equation are Helmholtz equations; when specific restrictions - like behaviour at infinity and boundary conditions - are imposed, they generate similar eigenvalues problems, with similar solutions. The benefit of such analogies is twofold. First, it could help a researcher, specialized in a specific field, to better understand a new one. For instance, they might efficiently explain the fiber-optics properties to people already familiar with quantum mechanics. Also, even if such researchers work frequently with the quantum mechanical wave function, the electromagnetic modal field may provide an interesting vizualization of quantum probability density field [1]. Second, it provides the opportunity of cross-fertilization between (for instance) electromagnetism and optoelectronics, through the development of ballistic electron optics in two dimensional (2D) electron systems (2DESs); transferring concepts, models of devices and experiments from one field to another stimulate the progress in both domains.

Even if in modern times the analogies are not credited as most creative approaches in physics, in the early days of developement of science the perception was quite different. "Men's labour ... should be turned to the investigation and observation of the resemblances and analogies of things... for these it is which detect the unity of nature, and lay the fundation for the constitution of the sciences.", considers Francis Bacon, quoted by [1]. Some two centuries later, Goethe was looking for the "ultimate fact" - the Urphänomenon - specific to every scientific discipline, from botanics to optics [2], and, in this investigation, attributed to analogies a central role. However, if analogies cannot be considered anymore as central for the scientific investigation, thay could still be pedagogically useful and also inspiring for active scientific research.

Let us describe now shortly the structure of this chapter. The next two sections are devoted to a general description of the two fields to be hereafter investigated: metallic and dielectric waveguides (Section 2) and 2DESs (Section 3). The importance of these topics for the development of optical fibers, integrated optics, optoelectronics, transport
phenomena in mesoscopic and nanoscopic systems, is explained. In Section 4, some very general considerations about the physical basis of analogies between mechanical (classical or quantum) and electromagnetic phenomena, are outlined. Starting from the main experimental laws of electromagnetism, the Maxwell's equations are introduced in Section 5. In the next one, the propagation of electromagnetic waves in metalic and dielectric structures is studied, and the transverse solutions for the electric and magnetic field are obtained. These results are applied to metalic waveguides and cavities in Section 7. The optical fibers are described in Section 8, and the behaviour of fields, including the modes in circular fibers, are presented. Although the analogy between wave guide- and quantum mechanical- problems is treated in a huge number of references, the subject is rarely discussed in full detail. This is why, in Section 9 , the analogy between the three-layer slab optical waveguide and the quantum rectangular well is mirrored and analyzed with utmost attention. The last part of the chapter is devoted to transport phenomena in 2DESs and their electromagnetic counterpart. In Section 10, the theoretical description of ballistic electrons is sketched, and, in Section 11, the transverse modes in electronic waveguides are desctibed. A rigorous form of the effective mass approach for electrons in semiconductors is presented in Section 12, and a quantitative analogy between the electronic wave function and the electric or magnetic field is established. Section 13 is devoted to optics experiments made with ballistic electrons. Final coments and conclusions are exposed in Section 14.

## 2. Metallic and dielectric waveguides; optical fibers

Propagation of electromagnetic waves through metallic or dielectric structures, having dimensions of the order of their wavelength, is a subject of great interest for applied physics. The only practical way of generating and transmitting radio waves on a well-defined trajectory involves such metallic structures [3]. For much shorter wavelengths, i.e. for infrared radiation and light, the propagation through dielectric waveguides has produced, with the creation of optical fibers, a huge revolution in telecommunications. The main inventor of the optical fiber, C. Kao, received the 2009 Nobel Prize in Physics (together with W. S. Boyle and G. E. Smith). As one of the laurees remarks, "it is not often that the awards is given for work in applied science". [4]

The creation of optical fibers has its origins in the efforts of improving the capabilities of the existing (at the level of early '60s) communication infrastructure, with a focus on the use of microwave transmission systems. The development of lasers (the first laser was produced in May 16, 1960, by Theodore Maiman) made clear that the coherent light can be an information carrier with 5-6 orders of magnitude more performant than the microwaves, as one can easily see just comparing the frequencies of the two radiations. In a seminal paper, Kao and Hockham [5] recognized that the key issue in producing "a successful fiber waveguide depends... on the availability of suitable low-loss dielectric material", in fact - of a glass with very small $\left(<10^{-6}\right)$ concentration of impurities, particularly of transition elements $(\mathrm{Fe}, \mathrm{Cu}$, $\mathrm{Mn})$. Besides telecommunication applications, an appropriate bundle of optical fibers can transfer an image - as scientists sudying the insect eye realized, also in the early '60s. [6]

Another domain of great interest which came to being with the development of dielectric waveguides and with the progress of thin-film technology is the integrated optics. In the early '70s, thin films dielectric waveguides have been used as the basic element of all the components of an optical circuit, including lasers, modulators, detectors, prisms, lenses, polarizers and couplers [7]. The transmission of light between two optical components
became a problem of interconnecting of two waveguides. So, the traditional optical circuit, composed of separate devices, carefully arranged on a rigid support, and protected against mechanical, thermal or atmospheric perturbations, has been replaced with a common substrate where all the thin-film optical components are deposited [7].

## 3. 2DESs and ballistic electrons

Electronic transport in conducting solids is generally diffusive. Its flow follows the gradient in the electrochemical potential, constricted by the physical or electrostatic edges of the specimen or device. So, the mean free path of electrons is very short compared to the dimension of the specimen. [8] One of the macroscopic consequences of this behaviour is the fact that the conductance of a rectangular 2D conductor is directly proportional to its width ( W ) and inversely proportional to its length ( $L$ ). Does this ohmic behaviour remain correct for arbitrary small dimensions of the conductor? It is quite natural to expect that, if the mean free path of electrons is comparable to $W$ or $L$ - conditions which define the ballistic regime of electrons - the situation should change. Although the first experiments with ballistic electrons in metals have been done by Sharvin and co-workers in the mid '60s [9] and Tsoi and co-workers in the mid '70s [10], the most suitable system for the study of ballistic electrons is the two-dimensional electron system (2DES) obtained in semiconductors, mainly in the $G a A s-A l_{x} G a_{1-x} A s$ heterostructures, in early '80s. In such 2DESs, the mobility of electrons are very high, and the ballistic regime can be easily obtained. The discovery of quantum conductance is only one achievement of this domain of mesoscopic physics, which shows how deep is the non-ohmic behaviour of electrical conduction in mesoscopic systems. In the ballistic regime, the electrons can be described by a quite simple Schrodinger equation, and electron beams can be controlled via electric or magnetic fields. A new field of research, the classical ballistic electron optics in 2DESs, has emerged in this way. At low temperatures and low bias, the current is carried only by electrons at the Fermi level, so manipulating with such electrons is similar to doing optical experiments with a monochromatic source [11].

The propagation of ballistic electrons in mesoscopic conductors has many similarities with electromagnetic wave propagation in waveguides, and the ballistic electron optics opened a new domain of micro- or nano-electronics. The revealing of analogies between ballistic electrons and guided electromagnetic waves, or between optics and electric field manipulation of electron beams, are not only useful theoretical exercises, but also have a creative potential, stimulating the transfer of knowledge and of experimental techniques from one domain to another.

## 4. Mechanical and electrical oscillations

It is useful to begin the discussion of the analogies presented in this chapter with some very general considerations [12]. The most natural starting point is probably the comparison between the mechanical equation of motion of a mechanical oscillator having the mass $m$ and the stiffness $k$ :

$$
\begin{equation*}
m \frac{d^{2} x}{d t^{2}}+k x^{2}=0 \tag{1}
\end{equation*}
$$

and the electrectromagnetical equation of motion of a $L C$ circuit [12]:

$$
\begin{equation*}
L \frac{d^{2} q}{d t^{2}}+\frac{q}{C}=0 \tag{2}
\end{equation*}
$$

which provides immediately an analogy between the mechanical energy:

$$
\begin{equation*}
\frac{1}{2} m\left(\frac{d x}{d t}\right)^{2}+\frac{1}{2} k x^{2}=\mathcal{E} \tag{3}
\end{equation*}
$$

and the electromagnetic one:

$$
\begin{equation*}
\frac{1}{2} L\left(\frac{d q}{d t}\right)^{2}+\frac{1}{2} \frac{q^{2}}{C}=\mathcal{E} \tag{4}
\end{equation*}
$$

The analogy between these equations reveals a much deeper fact than a simple terminological dictionary of mechanical and electromagnetic terms: it shows the inertial properties of the magnetic field, fully expressed by Lenz's law. Actually, magnetic field inertia (defined by the inductance $L$ ) controls the rate of change of current for a given voltage in a circit, in exactly the same way as the inertial mass controls the change of velocity for a given force. Magnetic inertial or inductive behaviour arises from the tendency of the magnetic flux threading a circuit to remain constant, and reaction to any change in its value generates a voltage and hence a current which flows to oppose the change of the flux. ([5], p.12) Even if, in the previous equations, the mechanical oscillator is a classical one, its deep connections with its quantum counterpart are wellknown ([13], vol.1, Ch. 12). Also, understanding of classical waves propagation was decissive for the formulation of quantum-wave theory [13], so the classical form of (1) and (3) is not an obstacle in the development of our arguments.
These basic remarks explain the similarities between the propagation of elastic and mechanical waves. The velocity of waves through a medium is determined by the inertial and elastical properties of the medium. They allow the storing of wave energy in the medium, and in the absence of energy dissipation, they also determine the impedance presented by the medium to the waves. In addition, when there is no loss mechanism, a plane wave solution will be obtained, but any resistive or loss term, will produce a decay with time or distance of the oscillatory solution.

Referring now to the electromagnetic waves, the magnetic inertia of the medium is provided by the inductive property of that medum, i.e. permeability $\mu$, allowing storage of magnetic energy, and the elasticity or capacitive property - by the permittivity $\epsilon$, allowing storage of the potential or electric field energy. ([12], p.199)

## 5. Maxwell's equations

The theory of electromagnetic phenomena can be described by four equations, two of them independent of time, and two - time-varying. The time-independent ones express the fact that the electric charge is the source of the electric field, but a "magnetic charge" does not exist:

$$
\begin{gather*}
\boldsymbol{\nabla} \cdot(\epsilon \mathbf{E})=\rho  \tag{5}\\
\boldsymbol{\nabla} \cdot(\mu \mathbf{H})=0 \tag{6}
\end{gather*}
$$

One time-varying equation expresses Faraday's (or Lenz's) law [12], relating the time variation of the magnetic induction, $\mu \mathbf{H}=\mathbf{B}$, with the space variation of $\mathbf{E}$ :

$$
\frac{\partial}{\partial t}(\mu \mathbf{H}) \text { is connected with } \frac{\partial \mathbf{E}}{\partial z} \text { (say) }
$$

More exactly,

$$
\begin{equation*}
\boldsymbol{\nabla} \times \mathbf{E}=-\mu \frac{\partial \mathbf{H}}{\partial t} \tag{7}
\end{equation*}
$$

The other one expresses Ampere's law [12], relating that the time variation of $\epsilon \mathbf{E}$ defines the space variation of $\mathbf{H}$ :

$$
\frac{\partial}{\partial t}(\epsilon \mathbf{E}) \text { is connected with } \frac{\partial \mathbf{H}}{\partial z} \text { (say) }
$$

More exactly,

$$
\begin{equation*}
\boldsymbol{\nabla} \times \mathbf{H}=\epsilon \frac{\partial \mathbf{E}}{\partial t} \tag{8}
\end{equation*}
$$

assuming that no free chages or electric current are present - a natural assumption for our approach, as we shall use Maxwell's equations only for studying the wave propagation. In this context, the only role played by (5) and (6) will be to demonstrate the transverse character of the vectors $\mathbf{E}, \mathbf{H}$.

## 6. Propagation of electromagnetic waves in waveguides and cavities

The propagation of electromagnetic waves in hollow metalic cylinders is an interesting subject, both for theoretical and practical reasons - e.g., for its applications in telecommunications. We shall consider that the metal is a perfect conductor; if the cylinder is infinite, we shall call this metallic structure waveguide; if it has end faces, we shall call it cavity. The transversal section of the cylinder is the same, along the cylinder axis. With a time dependence $\exp (-i \omega t)$, the Maxwell equations (5)-(8) for the fields inside the cylinder take the form [3]:

$$
\begin{equation*}
\boldsymbol{\nabla} \times \mathbf{E}=i \omega \mathbf{B}, \quad \nabla \cdot \mathbf{B}=0, \quad \nabla \times \mathbf{B}=-i \mu \epsilon \omega \mathbf{E}, \quad \nabla \cdot \mathbf{E}=0 \tag{9}
\end{equation*}
$$

For a cylinder filled with a uniform non-dissipative medium having permittivity $\epsilon$ and permeability $\mu$,

$$
\left(\nabla^{2}+\mu \epsilon \omega^{2}\right)\left\{\begin{array}{l}
\mathbf{E}  \tag{10}\\
\mathbf{B}
\end{array}\right\}=0
$$

The specific geometry suggests us to single out the spatial variation of the fields in the $z$ direction and to assume

$$
\left.\begin{array}{l}
\mathbf{E}(x, y, z, t)  \tag{11}\\
\mathbf{B}(x, y, z, t)
\end{array}\right\}=\left\{\begin{array}{l}
\mathbf{E}(x, y) \exp ( \pm i k z-i \omega t) \\
\mathbf{B}(x, y) \exp ( \pm i k z-i \omega t)
\end{array}\right.
$$

The wave equation is reduced to two variables:

$$
\left[\nabla_{t}^{2}+\left(\mu \epsilon \omega^{2}-k^{2}\right)\right]\left\{\begin{array}{l}
\mathbf{E}  \tag{12}\\
\mathbf{B}
\end{array}\right\}=0
$$

where $\nabla_{t}^{2}$ is the transverse part of the Laplacian operator:

$$
\begin{equation*}
\nabla_{t}^{2}=\nabla-\frac{\partial^{2}}{\partial z^{2}} \tag{13}
\end{equation*}
$$

It is convenient to separate the fields into components parallel to and transverse the $o z$ axis:

$$
\begin{equation*}
\mathbf{E}=\mathbf{E}_{z}+\mathbf{E}_{t}, \text { with } \mathbf{E}_{z}=\widehat{\mathbf{z}} E_{z}, \quad \mathbf{E}_{t}=(\widehat{\mathbf{z}} \times \mathbf{E}) \times \widehat{\mathbf{z}} \tag{14}
\end{equation*}
$$

$\widehat{z}$ is as usual, a unit vector in the $z$-direction. Similar definitions hold for the magnetic field B. The Maxwell equations can be expressed in terms of transverse and parallel fields as [3]:

$$
\begin{align*}
\frac{\partial \mathbf{E}_{t}}{\partial z}+i \omega \widehat{\mathbf{z}} \times \mathbf{B}_{t} & =\boldsymbol{\nabla}_{t} E_{z}, \widehat{\mathbf{z}} \cdot\left(\boldsymbol{\nabla}_{t} \times \mathbf{E}_{t}\right)=i \omega B_{z}  \tag{15}\\
\frac{\partial \mathbf{B}_{t}}{\partial z}-i \mu \epsilon \omega \widehat{\mathbf{z}} \times \mathbf{E}_{t} & =\boldsymbol{\nabla}_{t} B_{z}, \widehat{\mathbf{z}} \cdot\left(\boldsymbol{\nabla}_{t} \times \mathbf{B}_{t}\right)=-i \mu \epsilon \omega E_{z}  \tag{16}\\
\boldsymbol{\nabla}_{t} \cdot \mathbf{E}_{t} & =-\frac{\partial E_{z}}{\partial z}, \quad \nabla_{t} \cdot \mathbf{B}_{t}=-\frac{\partial B_{z}}{\partial z} \tag{17}
\end{align*}
$$

According to the first equations in (15) and (16), if $E_{z}$ and $B_{z}$ are known, the transverse components of $\mathbf{E}$ and $\mathbf{B}$ are determined, assuming the $z$ dependence is given by (11). Considering that the propagation in the positive $z$ direction (for the opposite one, $k$ changes it sign) and that at least one $E_{z}$ and $B_{z}$ have non-zero values, the transverse fields are

$$
\begin{align*}
\mathbf{E}_{t} & =\frac{i}{\mu \epsilon \omega^{2}-k^{2}}\left[k \nabla_{t} E_{z}-\omega \widehat{\mathbf{z}} \times \nabla_{t} B_{z}\right]  \tag{18}\\
\mathbf{B}_{t} & =\frac{i}{\mu \epsilon \omega^{2}-k^{2}}\left[k \nabla_{t} B_{z}+\omega \epsilon \omega \widehat{\mathbf{z}} \times \nabla_{t} E_{z}\right] \tag{19}
\end{align*}
$$

Let us notice the existence of a special type of solution, called the transverse electromagnetic (TEM) wave, having only field components transverse to the direction of propagation [6]. From the second equation in (15) and the first in (16), results that $E_{z}=0$ and $B_{z}=0$ implies that $\mathbf{E}_{t}=\mathbf{E}_{E T M}$ satisfies

$$
\begin{equation*}
\boldsymbol{\nabla}_{t} \times \mathbf{E}_{E T M}=0, \quad \boldsymbol{\nabla}_{t} \cdot \mathbf{E}_{E T M}=0 \tag{20}
\end{equation*}
$$

So, $\mathbf{E}_{E T M}$ is a solution of an electrostatic problem in 2D. There are 4 consequences:

1. the axial wave number is given by the infinite-medium value,

$$
\begin{equation*}
k=k_{0}=\omega \sqrt{\mu \epsilon} \tag{21}
\end{equation*}
$$

as can be seen from (12).
2. the magnetic field, deduced from the first eq. in (16), is

$$
\begin{equation*}
\mathbf{B}_{E T M}= \pm \sqrt{\mu \epsilon} \widehat{\mathbf{z}} \times \mathbf{E}_{E T M} \tag{22}
\end{equation*}
$$

for waves propagating as $\exp ( \pm i k z)$. The connection between $\mathbf{B}_{E T M}$ and $\mathbf{E}_{E T M}$ is just the same as for plane waves in an infinite medium.
3. the TEM mode cannot exist inside a single, hollow, cylindrical conductor of infinite conductivity. The surface is an equipotential; the electric field therefore vanishes inside. It is necessary to have two or more cylindrical surfaces to support the TEM mode. The familiar coaxial cable and the parallel-wire transmission line are structures for which this is the dominant mode.
4. the absence of a cutoff frequency (see below): the wave number (21) is real for all $\omega$.

In fact, two types of field configuration occur in hollow cylinders. They are solutions of the eigenvalue problems given by the wave equation (12), solved with the following boundary conditions, to be fulfilled on the cylinder surface:

$$
\begin{equation*}
\mathbf{n} \times \mathbf{E}=0, \mathbf{n} \cdot \mathbf{B}=0 \tag{23}
\end{equation*}
$$

where $\mathbf{n}$ is a normal unit at the surface $S$. From the first equation of (23):

$$
\mathbf{n} \times \mathbf{E}=\mathbf{n} \times\left(-\mathbf{n} E_{t}+\widehat{\mathbf{z}} E_{z}\right)=\mathbf{n} \times \widehat{\mathbf{z}} E_{z}=0
$$

so:

$$
\begin{equation*}
\left.E_{z}\right|_{S}=0 \tag{24}
\end{equation*}
$$

Also, from the second one:

$$
\mathbf{n} \cdot \mathbf{B}=\mathbf{n} \cdot\left(-\mathbf{n} B_{t}+\widehat{\mathbf{z}} B_{z}\right)=-B_{t}=0
$$

With this value for $B_{t}$ in the component of the first equation (16) parallel to $n$, we get:

$$
\begin{equation*}
\left.\frac{\partial B_{z}}{\partial n}\right|_{S}=0 \tag{25}
\end{equation*}
$$

where $\partial / \partial n$ is the normal derivative at a point on the surface. Even if the wave equation for $E_{z}$ and $B_{z}$ is the same ((eq. (12)), the boundary conditions on $E_{z}$ and $B_{z}$ are different, so the eigenvalues for $E_{z}$ and $B_{z}$ will in general be different. The fields thus naturally divide themselves into two distinct categories:

Transverse magnetic (TM) waves:

$$
\begin{equation*}
B_{z}=0 \text { everywhere; boundary condition, }\left.E_{z}\right|_{S}=0 \tag{26}
\end{equation*}
$$

Transverse electric (TE) waves:

$$
\begin{equation*}
E_{z}=0 \text { everywhere; boundary condition, }\left.\frac{\partial B_{z}}{\partial n}\right|_{S}=0 \tag{27}
\end{equation*}
$$

For a given frequency $\omega$, only certain values of wave number $k$ can occur (typical waveguide situation), or, for a given $k$, only certain $\omega$ values are allowed (typical resonant cavity situation).

The variuos TM and TE waves, plus the TEM waves if it can exist, constitute a complete set of fields to describe an arbitrary electromagnetic disturbance in a waveguide or cavity [3].

## 7. Waveguides

For the propagation of waves inside a hollow waveguide of uniform cross section, it is found from (18) and (19) that the transverse magnetic fields for both TM and TE waves are related by:

$$
\begin{equation*}
H_{t}= \pm \frac{1}{Z} \widehat{\mathbf{z}} \times \mathbf{E}_{t} \tag{28}
\end{equation*}
$$

where $Z$ is called the wave impedance and is given by

$$
Z=\left\{\begin{array}{l}
\frac{k}{\epsilon \omega}=\frac{k}{k_{0}} \sqrt{\frac{\mu}{\epsilon}}(T M)  \tag{29}\\
\frac{\mu \omega}{k}=\frac{k_{0}}{k} \sqrt{\frac{\mu}{\epsilon}}(T E)
\end{array}\right.
$$

and $k_{0}$ is given by (21). The $\pm$ sign in (28) goes with $z$ dependence, $\exp ( \pm i k z)$ [3]. The transverse fields are determined by the longitudinal fields, according to (18) and (19):

TM waves:

$$
\begin{equation*}
E_{t}= \pm \frac{i k}{\gamma^{2}} \nabla_{t} \psi \tag{30}
\end{equation*}
$$

TE waves:

$$
\begin{equation*}
H_{t}= \pm \frac{i k}{\gamma^{2}} \nabla_{t} \psi \tag{31}
\end{equation*}
$$

where $\psi \exp ( \pm i k z)$ is $E_{z}\left(H_{z}\right)$ for TM (TE) waves, and $\gamma^{2}$ is defined below. The scalar function $\psi$ satisfies the 2D wave eq (12):

$$
\begin{equation*}
\left(\nabla_{t}+\gamma^{2}\right) \psi=0 \tag{32}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma^{2}=\mu \epsilon \omega^{2}-k^{2} \tag{33}
\end{equation*}
$$

subject to the boundary condition,

$$
\begin{equation*}
\left.\psi\right|_{S}=0 \text { or }\left.\frac{\partial \psi}{\partial n}\right|_{S}=0 \tag{34}
\end{equation*}
$$

for TM (TE) waves.
Equation (32) for $\psi$, together with boundary condition (34), specifies an eigenvalues problem. The similarity with non-relativistic quantum mechanics is evident.

### 7.1 Modes in a rectangular waveguide

Let us illustrate the previous general theory by considering the propagation of TE waves in a rectangular waveguide (the corners of the rectangle are situated in $(0,0),(a, 0),(a, b),(0, b))$. In this case, is easy to obtain explicit solutions for the fields [3]. The wave equation for $\psi=H_{z}$ is

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\gamma^{2}\right) \psi=0 \tag{35}
\end{equation*}
$$

with boundary conditions $\partial \psi / \partial n=0$ at $x=0, a$ and $y=0, b$. The solution for $\psi$ is easily find to be:

$$
\begin{equation*}
\psi_{m n}(x, y)=H_{0} \cos \left(\frac{m \pi x}{a}\right) \cos \left(\frac{n \pi y}{b}\right) \tag{36}
\end{equation*}
$$

with $\gamma$ givem by:

$$
\begin{equation*}
\gamma_{m n}^{2}=\pi^{2}\left(\frac{m^{2}}{a^{2}}+\frac{n^{2}}{b^{2}}\right) \tag{37}
\end{equation*}
$$

with $m, n$ - integers. Consequently, from (33),

$$
\begin{equation*}
k_{m n}^{2}=\mu \epsilon \omega^{2}-\gamma_{m n}^{2}=\mu \epsilon\left(\omega^{2}-\omega_{m n}^{2}\right), \omega_{m n}^{2}=\frac{\gamma_{m n}^{2}}{\mu \epsilon} \tag{38}
\end{equation*}
$$

As only for $\omega>\omega_{m n}, k_{m n}$ is real, so the waves propagate without attenuation; $\omega_{m n}$ is called cutoff frequency. For a given $\omega$, only certain values of $k$, namely $k_{m n}$, are allowed.

For TM waves, the equation for the field $\psi=E_{z}$ will be also (39), but the boundary condition will be different: $\psi=0$ at $x=0, a$ and $y=0, b$. The solution will be:

$$
\begin{equation*}
\psi_{m n}(x, y)=E_{0} \sin \left(\frac{m \pi x}{a}\right) \sin \left(\frac{n \pi y}{b}\right) \tag{39}
\end{equation*}
$$

with the same result for $k_{m n}$.
In a more general geometry, there will be a spectrum of eigenvalues $\gamma_{\lambda}^{2}$ and corresponding solutions $\psi_{\lambda}$, with $\lambda$ taking discrete values (which can be integers or sets of integers, see for instance (37)). These different solutions are called the modes of the guide. For a given frequency $\omega$, the wave number $k$ is determined for each value of $\lambda$ :

$$
\begin{equation*}
k_{\lambda}^{2}=\mu \epsilon \omega^{2}-\gamma_{\lambda}^{2} \tag{40}
\end{equation*}
$$

Defining a cutoff frequency $\omega_{\lambda}$,

$$
\begin{equation*}
\omega_{\lambda}=\frac{\gamma_{\lambda}}{\sqrt{\mu \epsilon}} \sqrt{\omega^{2}-\omega_{\lambda}^{2}} \tag{41}
\end{equation*}
$$

then the wave number can be written:

$$
\begin{equation*}
k_{\lambda}=\sqrt{\mu \epsilon} \sqrt{\omega^{2}-\omega_{\lambda}^{2}} \tag{42}
\end{equation*}
$$

### 7.2 Modes in a resonant cavity

In a resonant cavity - i.e., a cylinder with metallic, perfect conductive ends perpendicular to the $o z$ axis - the wave equation is identical, but the eigenvalue problem is somewhat different, due to the restrictions on $k$. Indeed, the formation of standing waves requires a $z$-dependence of the fields having the form

$$
\begin{equation*}
A \sin k z+B \cos k z \tag{43}
\end{equation*}
$$

So, the wavenumber $k$ is restricted to:

$$
\begin{equation*}
k=p \frac{\pi}{d}, \quad p=0,1, \ldots \tag{44}
\end{equation*}
$$

and the condition a(35) impose a quantization of $\omega$ :

$$
\begin{equation*}
\mu \epsilon \omega_{p \lambda}^{2}=\left(p \frac{\pi}{d}\right)^{2}+\gamma_{\lambda}^{2} \tag{45}
\end{equation*}
$$

So, the existence of quantized values of $k$ implies the quantization of $\omega$.

## 8. Electromagnetic wave propagation in optical fibers

Optical fibers belong to a subset (the most commercially significant one) of dielectric optical waveguides [6]. Although the first study in this subject was published in 1910 [14], the explosive increase of interest for optical fibers coincides with the technical production of low loss dielectrics, some six decenies later. In practice, they are highly clindrical flexible fibers made of nearly transparent dielectric material. These fibers - with a diameter comparable to a human hair - are composed of a central region, the core of radius $a$ and reffractive index $n_{c o}$, surrounded by the cladding, of refractive index $n_{c l}<n_{c o}$, covered with a protective jacket [15]. In the core, $n_{c o}$ may be constant - in this case, one says that the refractive-index profile is a step profile (as also $n_{c l}=$ const.), or may be graded, for instance:

$$
\begin{equation*}
n_{c o}(r)=n_{c o}(0)\left[1-\Delta\left(\frac{r}{a}\right)^{\alpha}\right], r<a \tag{46}
\end{equation*}
$$

For $\alpha=2$, the profile is called parabolic. One of the main parameters characterizing an optical fiber is the profile hight parameter $\Delta$,

$$
\begin{equation*}
\Delta=\frac{1}{2}\left(1-\frac{n_{c l}^{2}}{n_{c o}^{2}}\right) \simeq 1-\frac{n_{c l}}{n_{c o}}, \quad n_{c o}=\left.\max n_{c o}(r)\right|_{r \leq a} \tag{47}
\end{equation*}
$$

Besides $\Delta$, one usually also defines the fiber parameter $V$ :

$$
\begin{equation*}
V=k a \sqrt{2 \Delta} \tag{48}
\end{equation*}
$$

Assimilating the propagating light with a geometric ray, it must be incident on the core-cladding interface at an angle smaller than the critical angle $\theta_{c}$ :

$$
\begin{equation*}
\theta_{c}=\arcsin \frac{n_{c l}}{n_{c o}} \tag{49}
\end{equation*}
$$

in order to be totally reflected at this interface, and therefore to remain inside the core. However, due to the wave character of light, it must satisfy a self-interference condition, in order to be trapped in the waveguide [6]. There are only a finite number of paths which satisfy this condition, and therefore a finite number of modes which propagate through the fiber. The fiber is multimode if $12.5 \mu \mathrm{~m}<r<100 \mu \mathrm{~m}$ and $0.01<\Delta<0.03$, and single-mode if $2 \mu m<r<5 \mu m$ and $0.003<\Delta<0.01$ [15]. By far the most popular fibers for long distance telecommunications applications allow only a single mode of each polarization to propagate [6].

### 8.1 Modes in circular fibers

We consider a fiber of uniform cross section with relative magnetic permeability $=1$ and $n$ varying only on transverse directions [3]. Assuming a $z$ - and $t$ - dependence $\exp \left(i k_{z} z-i \omega t\right)$, the Maxwell equations can be combined, to yield the Helmholtz wave equations for $\mathbf{H}$ and $\mathbf{E}$ :

$$
\begin{align*}
\nabla^{2} \mathbf{H}+\frac{n^{2} \omega^{2}}{c^{2}} \mathbf{H} & =i \omega \epsilon_{0}\left(\nabla n^{2}\right) \times \mathbf{E}  \tag{50}\\
\nabla^{2} \mathbf{E}+\frac{n^{2} \omega^{2}}{c^{2}} \mathbf{E} & =-\nabla\left[\frac{1}{n^{2}}\left(\nabla n^{2}\right) \cdot \mathbf{E}\right] \tag{51}
\end{align*}
$$

where we have written $\epsilon=n^{2} \epsilon_{0}$. Just as in Sect. 6 , the transverse components of E and H can be expressed in terms of the longitudinal fields $E_{z}, H_{z}$, i.e.

$$
\begin{equation*}
E_{t}=\frac{i}{\gamma^{2}}\left[k_{z} \nabla_{t} E_{z}-\omega \mu_{0} \widehat{\mathbf{z}} \times \nabla_{t} H_{z}\right] \tag{52}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{t}=\frac{i}{\gamma^{2}}\left[k_{z} \nabla_{t} H_{z}+\omega \epsilon_{0} n^{2} \widehat{\mathbf{z}} \times \nabla_{t} E_{z}\right] \tag{53}
\end{equation*}
$$

where $\gamma^{2}=n^{2} \omega^{2} / c^{2}-k_{z}^{2}$ is the radial propagation constant, as for metallic waveguides. If we take the $z$ component of the eqs (54), (55) and use (52) to eliminate the transverse
field components, assuming that $\partial n^{2} / \partial z=0$, we find generalizations of the 2 D scalar wave equation (32):

$$
\begin{equation*}
\nabla_{t}^{2} H_{z}+\gamma^{2} H_{z}-\left(\frac{\omega}{\gamma c}\right)^{2}\left(\nabla_{t} n^{2}\right) \cdot \nabla_{t} H_{z}=-\frac{\omega k_{z} \epsilon_{0}}{\gamma^{2}} \widehat{\mathbf{z}} \cdot\left[\nabla_{t} n^{2} \times \nabla_{t} E_{z}\right] \tag{54}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla_{t}^{2} E_{z}+\gamma^{2} E_{z}-\left(\frac{k_{z}^{2}}{\gamma n}\right)^{2}\left(\nabla_{t} n^{2}\right) \cdot \nabla_{t} E_{z}=\frac{\omega k_{z} \mu_{0}}{\gamma^{2} n^{2}} \widehat{\mathbf{z}} \cdot\left[\nabla_{t} n^{2} \times \nabla_{t} H_{z}\right] \tag{55}
\end{equation*}
$$

In contrast to (32) for ideal metallic guides, the equations for $E_{z}, H_{z}$ are coupled. In general, thee is no separation into purely TE and TM modes. The only simplification occurs in the case of a step-profile refractive index, where we can solve the equation (54) or (55) in each domain of constant refractive index, and match the two solutions, using appropriate boundary conditions. In this case, the radial part of the electric field (for the first mode) in the core is [6]:

$$
\begin{equation*}
R(r)=\frac{J_{0}\left(\sqrt{n_{c o}^{2} k_{0}^{2}-\beta^{2}}(r / a)\right)}{J_{0}\left(\sqrt{n_{c 0}^{2} k_{0}^{2}-\beta^{2}}\right)}, r<a \tag{56}
\end{equation*}
$$

and in the cladding:

$$
\begin{equation*}
R(r)=\frac{K_{0}\left(\sqrt{n_{c l}^{2} k_{0}^{2}-\beta^{2}}(r / a)\right)}{K_{0}\left(\sqrt{n_{c l}^{2} k_{0}^{2}-\beta^{2}}\right)}, r>a \tag{57}
\end{equation*}
$$

These solutions are identical (using an appropriate "dictionary") with the solution of the Schrodinger equation for a particle moving in a potential with cylindrical symmetry, the radial part of the potential being a rectangular well of finite depth. However, this kind of analogies can be more easely developed for planar dielectric waveguides, namely for "step-index" dielectrics, consisting of a central slab of finite thickness and of higher refractive index (core), and two lateral, half-space medium of lower refractive index (cladding). Indeed, in such a situation, the quantum counterpart of the dielectric guide is much more extensively studied, in almost any textbook of quantum mechanics.

## 9. An optical-quantum analogy: the three-layer slab optical waveguide and the quantum rectangular well

We shall calculate in detail the TE modes of a three-layer slab optical waveguide, with a 1D structure, and the bound states of a particle in a rectangular well, and we shall find that these problems have identical solutions. Of course, the physical meaning of the parameters entering in each solution are different, but the mathematical structure of the solutions is identical.

### 9.1 The optical problem

We consider a three-layer slab optical waveguide, with a 1D structure [16]. The electromagnetic wave propagates along the $x$ axis, and the slabs are: a semi-infinite medium of refractive index $n_{1}$, having as right border the $y z$ plane; a slab of refractive index $n_{2}$, having as left border the plane $y z$ and as left border a plane paralel to it, cutting the $o x$ axis at $x_{0}=W$;
and a semi-infinite medium of refractive index $n_{3}$, for the remaining space. The inner slab corresponds to the core, and the outer ones - to the cladding.

It is instructive to obtain the wave equation for the electric and magnetic field in this simple geometry, starting directly from the Maxwell equations (7), (8). Assuming that $\mu=\mu_{0}$ throughout the entire system and that the $t$-dependence is:

$$
\mathbf{E}=\mathbf{E}(t=0) \exp (-i \omega t), \quad \mathbf{H}=\mathbf{H}(t=0) \exp (-i \omega t)
$$

the equations for the field components are:

$$
\begin{align*}
& \frac{\partial E_{z}}{\partial y}-\frac{\partial E_{y}}{\partial z}=i \mu_{0} \omega H_{x}  \tag{58}\\
& \frac{\partial E_{x}}{\partial z}-\frac{\partial E_{z}}{\partial x}=i \mu_{0} \omega H_{y}  \tag{59}\\
& \frac{\partial E_{y}}{\partial x}-\frac{\partial E_{x}}{\partial y}=i \mu_{0} \omega H_{z} \tag{60}
\end{align*}
$$

Also,

$$
\begin{gather*}
\frac{\partial H_{z}}{\partial y}-\frac{\partial H_{y}}{\partial z}=-i \epsilon \omega E_{x}  \tag{61}\\
\frac{\partial H_{x}}{\partial z}-\frac{\partial H_{z}}{\partial x}=-i \epsilon \omega E_{y}  \tag{62}\\
\frac{\partial H_{y}}{\partial x}-\frac{\partial H_{x}}{\partial y}=-i \epsilon \omega E_{z} \tag{63}
\end{gather*}
$$

## TE mode

We shall look for the TE mode. By definition, in this mode there is no electric field in longitudinal direction, $E_{z}=0$, there is no space variation in the $y$ direction, so $\partial / \partial y \rightarrow 0$, and the $z$-dependence is $\exp (-i \beta z)$, so $\partial / \partial z \rightarrow-i \beta$. The Maxwell equations (58)-(63) become:

$$
\begin{gather*}
H_{x}=\frac{\beta}{\mu_{0} \omega} E_{y}  \tag{64}\\
-\beta E_{x}=\mu_{0} \omega H_{y}  \tag{65}\\
H_{z}=-\frac{i}{\mu_{0} \omega} \frac{\partial E_{y}}{\partial x}  \tag{66}\\
\beta H_{y}=-\epsilon \omega E_{x}  \tag{67}\\
-i \beta H_{x}-\frac{\partial H_{z}}{\partial x}=-i \epsilon \omega E_{y}  \tag{68}\\
\frac{\partial H_{y}}{\partial x}=0 \tag{69}
\end{gather*}
$$

From (69), $H_{y}=$ const and we can put $H_{y}=0$, so from (65), (67), $E_{x}=0$. So,

$$
\begin{equation*}
E_{x}=E_{z}=H_{y}=0 \tag{70}
\end{equation*}
$$

With (64), (66) in (68):

$$
\begin{equation*}
\frac{d^{2} E_{y}}{d x^{2}}+\left(\epsilon \mu_{0} \omega^{2}-\beta^{2}\right) E_{y}=0 \tag{71}
\end{equation*}
$$

Defining:

$$
\begin{equation*}
n_{e f f}=\frac{\beta}{k_{0}} \rightarrow \beta=n_{e f f} k_{0}, k_{0}=\omega \sqrt{\epsilon_{0} \mu_{0}} \tag{72}
\end{equation*}
$$

we have:

$$
\begin{equation*}
\frac{d^{2} E_{y}}{d x^{2}}+k_{0}^{2}\left(\epsilon_{r}-n_{e f f}^{2}\right) E_{y}=0 \tag{73}
\end{equation*}
$$

With $k_{0}=2 \pi / \lambda,(73)$ becomes:

$$
\begin{equation*}
\frac{d^{2} E_{y}}{d x^{2}}+\frac{4 \pi^{2}}{\lambda^{2}}\left(\epsilon_{r}-n_{e f f}^{2}\right) E_{y}=0 \tag{74}
\end{equation*}
$$

It is interesting to compare (74) with the Schrodinger equation for a particle of mass $m$ moving in a potential $V$ :

$$
\begin{equation*}
\frac{d^{2} \psi}{d x^{2}}+\frac{4 \pi^{2}}{h^{2}}(-2 m V+2 m \mathcal{E}) \psi=0 \tag{75}
\end{equation*}
$$

For bound states, $\mathcal{E}=-|\mathcal{E}|<0$. In (75), the energy is subject of quantization, similar to $n_{e f f}^{2}$ in (73) - with appropriate boundary conditions, see below. So, the quantum-mechanical energy is proportional to $\epsilon_{r}$, confirming the analogy stated in Sect.4. The opposite of the potential is proportional to the square of the refractive index - the so-called "upside-down correspondence" [1] between optical and mechanical propagation: a light wave tends to concentrate in the area with maximum refractive index, while a particle tends to propagate on the bottom of the potential. Also, the wavelength $\lambda$ corresponds to the Planck constant $h$ : when $\lambda \rightarrow 0$, the wave optics is replaced by geometrical optics, similarly with transition ftrom quantum to classical mechanics.

Let us discuss now the boundary conditions. In the absence of charges and current flow on surfaces, the boundary conditions for the electromagnetic fields are:

1. the tangential components of the electric field are continuous while crossing the border
2. the tangential components of the magnetic field are continuous
3. the normal components of the electric flux density $\mathbf{D}=\varepsilon \mathbf{E}$ are continuous
4. the normal components of the magnetic flux density $\mathbf{B}=\boldsymbol{\mu} \mathbf{H}$ are continuous

The tangential electric field at the boundary is $E_{y} \widehat{\mathbf{y}}+E_{z} \widehat{\mathbf{z}}=E_{y} \widehat{\mathbf{y}}$ and the tangential magnetic field is $H_{y} \widehat{\mathbf{y}}+H_{z} \widehat{\mathbf{z}}=H_{z} \widehat{\mathbf{z}}$. But $H_{z}=-\frac{i}{\mu_{0} \omega} \frac{d E_{y}}{d x}$, so the continuity of $H_{z}$ is equivalent to the continuity of $\frac{d E_{y}}{d x}$. So, the conditions (1) and (2) impose the continuity of $E_{y}$ and of its derivative, $\frac{d E_{y}}{d x}$. The normal component of the electric field $E_{x}$ is identically zero, according to (70), so the condition (3) is automatically fulfilled. As $\mu=\mu_{0}$, condition (4) claims the continuity of the normal components of the magnetic flux, $H_{x}=\frac{\beta}{\mu_{0} \omega} E_{y}$, so this condition coincides with (1).

Consequently, in our case, the boundary conditions request the continuity of $E_{y}$ and of its derivative $d E_{y} / d x$, at the slab boundaries. The equation (73), together with these boundary conditions, define a Sturm-Liouville problem, which determines the eigenvalues of $n_{e f f}$ or, equivalently, of $\beta$.

For the physics of optical fibers, the most interesting situation is that corresponding to an oscillatory solution inside the core and exponentially small ones outside the core (in the cladding):

$$
\begin{align*}
& E_{y}(x)=C_{1} \exp \left(\gamma_{1} x\right), \quad \gamma_{1}=k_{0} \sqrt{n_{e f f}^{2}-n_{1}^{2}}  \tag{76}\\
& =C_{2} \sin \left(\gamma_{2} x+\alpha\right), \quad \gamma_{2}=k_{0} \sqrt{n_{2}^{2}-n_{e f f}^{2}}  \tag{77}\\
& =C_{3} \exp \left(-\gamma_{3}(x-W)\right), \quad \gamma_{3}=k_{0} \sqrt{n_{e f f}^{2}-n_{3}^{2}} \tag{78}
\end{align*}
$$

As we just have seen, the boundary conditions are equivalent to the continuity of $E_{y}(x)$ and of its derivative, $d E_{y}(x) / d x$ :

$$
\begin{gather*}
\frac{d E_{y}(x)}{d x}=\gamma_{1} C_{1} \exp \left(\gamma_{1} x\right), \quad \gamma_{1}=k_{0} \sqrt{n_{e f f}^{2}-n_{1}^{2}}  \tag{79}\\
=\gamma_{2} C_{2} \cos \left(\gamma_{2} x+\alpha\right)  \tag{80}\\
=-\gamma_{3} C_{3} \exp \left(-\gamma_{3}(x-W)\right) \tag{81}
\end{gather*}
$$

So, the continuity at $x=0$ means:

$$
\begin{align*}
C_{1} & =C_{2} \sin \alpha  \tag{82}\\
\gamma_{1} C_{1} & =\gamma_{2} C_{2} \cos \alpha \tag{83}
\end{align*}
$$

Similarily, at $x=W$ :

$$
\begin{gather*}
C_{2} \sin \left(\gamma_{2} W+\alpha\right)=C_{3}  \tag{84}\\
\gamma_{2} C_{2} \cos \left(\gamma_{2} W+\alpha\right)=-\gamma_{3} C_{3} \tag{85}
\end{gather*}
$$

Dividing (83) by (82), we get:

$$
\begin{gather*}
\frac{\gamma_{1}}{\gamma_{2}}=\cot \alpha  \tag{86}\\
\alpha=\operatorname{arccot} \frac{\gamma_{1}}{\gamma_{2}}+q_{1} \pi, \quad q_{1}=0,1,2, \ldots \tag{87}
\end{gather*}
$$

Dividing (85) by (81), we get:

$$
\begin{gather*}
\frac{\gamma_{3}}{\gamma_{2}}=-\cot \left(\gamma_{2} W+\alpha\right), \\
-\operatorname{arccot} \frac{\gamma_{3}}{\gamma_{2}}-\alpha+q_{2} \pi=\gamma_{2} W \tag{88}
\end{gather*}
$$

Substitution of $\alpha$ from (87) into (88) gives:

$$
\begin{equation*}
-\operatorname{arccot} \frac{\gamma_{3}}{\gamma_{2}}-\operatorname{arccot} \frac{\gamma_{1}}{\gamma_{2}}+q \pi=\gamma_{2} W \tag{89}
\end{equation*}
$$

Written in the form:

$$
\begin{equation*}
-\arctan \frac{\gamma_{2}}{\gamma_{3}}-\arctan \frac{\gamma_{2}}{\gamma_{1}}+q \pi=\gamma_{2} W \tag{90}
\end{equation*}
$$

it coincides with eq. (20) Ch.III, vol.1, [13]. It is the energy eigenvalue equation for the Schrodinger equation of a particle of mass $m$, moving in the potential $V(x)$ :

$$
\begin{equation*}
\left[\frac{d^{2}}{d x^{2}}+\frac{2 m}{\hbar^{2}}(-V(x)+\mathcal{E})\right] \psi(x)=0 \tag{91}
\end{equation*}
$$

where $V(x)$ is a piecewise-defined function ([13], III.1.6):

$$
\begin{gather*}
V(x)=\left\{\begin{array}{lr}
V_{1}, & x>a \\
V_{2}, & a>x>b \\
V_{3}, & b>x
\end{array}\right.  \tag{92}\\
V_{2}<V_{1}<V_{3}
\end{gather*}
$$

It is useful to consider a particular situation, when $n_{1}=n_{3}$ in the optical waveguide, respectively when $V_{1}=V_{3}=0, V_{2}<0$, in the quantum mechanical problem. In (91), $-V(x) \geqslant 0$ is given, and we have to find the eigenvalues of the energy $\mathcal{E}<0$. For the optical waveguide (71), $\epsilon \mu_{0} \omega^{2}$ is given, and the eigenvalues of the quantity $-\beta^{2}$ (essentially, the propagation constant $\beta$ ) must be obtained. Let us note once again that the refractive index in the optical waveguide corresponds to the opposite of the potential, in the quantum mechanical problem.
Let us investigate in greater detail the consequences of the particular situation just mentioned, $n_{1}=n_{3}$. With $q \rightarrow-q$, eq. (90) becomes:

$$
\begin{equation*}
\arctan \frac{\gamma_{2}}{\gamma_{1}}+\frac{q \pi}{2}=-\frac{\gamma_{2} W}{2} \tag{93}
\end{equation*}
$$

It gives, for $q$ odd:

$$
\begin{equation*}
\frac{\gamma_{1}}{\gamma_{2}}=\tan \frac{\gamma_{2} W}{2} \tag{94}
\end{equation*}
$$

and for $q$ even:

$$
\begin{equation*}
\frac{\gamma_{2}}{\gamma_{1}}=-\tan \frac{\gamma_{2} W}{2} \tag{95}
\end{equation*}
$$

Putting:

$$
\begin{equation*}
\frac{W}{2}=a, \gamma_{1} a=a k_{0} \sqrt{n_{e f f}^{2}-n_{1}^{2}}=\Gamma_{1}, \gamma_{2} a=a k_{0} \sqrt{n_{2}^{2}-n_{e f f}^{2}}=\Gamma_{2} \tag{96}
\end{equation*}
$$

we get, instead of (94), (95):

$$
\begin{gather*}
\frac{\Gamma_{1}}{\Gamma_{2}}=\tan \Gamma_{2} \quad(q \text { odd })  \tag{97}\\
\frac{\Gamma_{2}}{\Gamma_{1}}=-\tan \Gamma_{2} \quad(q \text { even }) \tag{98}
\end{gather*}
$$

Defining $K$ through the equation:

$$
\begin{equation*}
\Gamma_{1}^{2}=K^{2}-\Gamma_{2}^{2} \tag{99}
\end{equation*}
$$

the eigenvalue conditions (97), (98) take the form:

$$
\begin{equation*}
\frac{\sqrt{K^{2}-\Gamma_{2}^{2}}}{\Gamma_{2}}=\tan \Gamma_{2} \tag{100}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\Gamma_{2}}{\sqrt{K^{2}-\Gamma_{2}^{2}}}=-\tan \Gamma_{2} \tag{101}
\end{equation*}
$$

So, the eigenvalue equation (90) splits into two simpler conditions (100), (101), carracterizing states with well defined parity, as we shall see further on (of course, the parity of $q$, mentioned just after (93), has nothing to do with the parity of states).
We shall analyze now the same problem, starting from the quantum mechanical side.

### 9.2 The quantum mechanical problem: the particle in a rectangular potential well

We discuss now the Schrodinger equation for a particle in a rectangular potential well ([17], v.1, pr.25), one of the simplest problems of quantum mechanics:

$$
\begin{gather*}
{\left[-\frac{\hbar^{2}}{2 m} \frac{d^{2}}{d x^{2}}+V(x)\right] \psi(x)=\mathcal{E} \psi(x)}  \tag{102}\\
V(x)=\left\{\begin{array}{cc}
-U, & 0<x<a \\
0, & \text { elsewere }
\end{array}\right. \tag{103}
\end{gather*}
$$

Let be:

$$
\begin{equation*}
\mathcal{E}=-\frac{\hbar^{2} \varkappa^{2}}{2 m} ; \quad U=\frac{\hbar^{2} k_{0}^{2}}{2 m} ; \quad k^{2}=k_{0}^{2}-\varkappa^{2} \tag{104}
\end{equation*}
$$

We are looking for bound states inside the well:

$$
\begin{gather*}
u_{1}(x)=A \exp (\varkappa x), \quad x<0  \tag{105}\\
u_{2}(x)=B \sin (k x+\alpha), \quad 0<x<a  \tag{106}\\
u_{3}(x)=D \exp (\varkappa(a-x)), \quad a<x \tag{107}
\end{gather*}
$$

The wavefunction and its derivatives:

$$
\begin{gather*}
u_{1}^{\prime}(x)=\varkappa A \exp (\varkappa x), \quad x<0  \tag{108}\\
u_{2}^{\prime}(x)=k B \cos (k x+\alpha), \quad 0<x<a  \tag{109}\\
u_{3}^{\prime}(x)=-\varkappa D \exp (\varkappa(a-x)), \quad a<x \tag{110}
\end{gather*}
$$

must be continuous in $x=0$ :

$$
\begin{align*}
A & =B \sin \alpha  \tag{111}\\
\varkappa A & =k B \cos \alpha \tag{112}
\end{align*}
$$

and in $x=a$ :

$$
\begin{gather*}
B \sin (k a+\alpha)=C  \tag{113}\\
k B \cos (k a+\alpha)=-\varkappa C \tag{114}
\end{gather*}
$$

Dividing (111), (112):

$$
\begin{equation*}
\frac{1}{\varkappa}=\frac{1}{k} \tan \alpha, \quad \alpha=\arctan \frac{k}{\varkappa}+n \pi \tag{115}
\end{equation*}
$$

and (113), (114):

$$
\begin{equation*}
\frac{1}{k} \tan (k a+\alpha)=-\frac{1}{\varkappa}, \quad k a+\alpha=-\arctan \frac{k}{\varkappa}+n_{1} \pi \tag{116}
\end{equation*}
$$

and substituting (115) in (116), we get:

$$
\begin{equation*}
\frac{k}{\varkappa}=\tan \left(-\frac{k a}{2}+\frac{n_{2}}{2} \pi\right) \tag{117}
\end{equation*}
$$

For $n_{2}$ even:

$$
\begin{equation*}
\frac{k}{\varkappa}=-\tan \frac{k a}{2}, \quad \arctan \frac{k}{\varkappa}=-\frac{k a}{2} \tag{118}
\end{equation*}
$$

and for $n_{2}$ odd:

$$
\begin{equation*}
\frac{k}{\varkappa}=\tan \left(-\frac{k a}{2}+\frac{\pi}{2}\right), \quad \arctan \frac{k}{\varkappa}=-\frac{k a}{2}+\frac{\pi}{2} \tag{119}
\end{equation*}
$$

Putting

$$
\begin{equation*}
\xi=\frac{k a}{2}, \quad C=\frac{k_{0} a}{2} \tag{120}
\end{equation*}
$$

the conditions (118), (119) become respectively:

$$
\begin{align*}
\tan \xi & =-\frac{\xi}{\sqrt{C^{2}-\xi^{2}}}  \tag{121}\\
\cot \xi & =\frac{\xi}{\sqrt{C^{2}-\xi^{2}}} \tag{122}
\end{align*}
$$

Let us write now the wavefunction (106) using the expression (115) for $\alpha$ :

$$
\begin{equation*}
u_{2}(x)=B \sin \left(k x+\arctan \frac{k}{\varkappa}+n \pi\right), \quad 0<x<a \tag{123}
\end{equation*}
$$

With (118) and (119), the equation (123) splits in two equations:

$$
\begin{gather*}
u_{2}^{*}(x)=B \sin \left(k x-\frac{k a}{2}+n \pi\right)  \tag{124}\\
u_{2}^{* *}(x)=B \sin \left(k x-\frac{k a}{2}+\frac{\pi}{2}+n \pi\right) \tag{125}
\end{gather*}
$$

We translate now the coordinate $x$, so that the origin of the new axis is placed in the center of the well:

$$
\begin{equation*}
x=y+\frac{a}{2} \tag{126}
\end{equation*}
$$

and we get:

$$
\begin{gather*}
U_{2}^{*}(y)=u_{2}^{*}\left(y+\frac{a}{2}\right)=B \sin (k y+n \pi)=(-1)^{n} B \sin k y  \tag{127}\\
U_{2}^{* *}(y)=u_{2}^{* *}\left(y+\frac{a}{2}\right)=B \sin \left(k y+\frac{\pi}{2}+n \pi\right)=(-1)^{n} B \cos k y \tag{128}
\end{gather*}
$$

So, the wavefunctions corresponding to the eigenvalues obtained from (121), (122) have well defined parity.

Let us stress once more that the core of the optical-quantum analogy consists in eqs. (74), (75), which can be formulated as follows: the refractive index for the propagation of light plays a similar role to the potential, for the propagation of a quantum non-relativistic particle, and both the electric (or magnetic) field and the wave function are the solution of essentially
the same (Helmholtz) equation. So, if the dynamics of a particle, given by the Schrodinger equation, can be considered as the central aspect of quantum mechanics, the scattering of light by a medium with refractive index $n(\vec{r})$ can be considered as the central aspect of optics, at least when the Maxwell equations can be reduced to a Helmholtz equation. Remembering Goethe's opinion, that the "Urphänomenon" of light science is the scattering of light on a "turbid" medium, one could remark that his theory of colours is not always as unrealistic as it was generally considered. [18]

## 10. Ballistic electrons in 2DESs

As already mentioned, the 2DES, formed at the interface of two semiconductors might play a central role in mesoscopic physics. The thin 2D conduction layer formed in the GaAs/AlGaAs heterojunction may reach a carrier concentration of $2 \times 10^{12} \mathrm{~cm}^{-2}$ and can be depleted by applying a negative voltage to a metalic gate deposited on the surface [Datta]. The mobility can be as high as $10^{6} \mathrm{~cm}^{2} / V s$, two order of magnitude higher than in bulk semiconductors. The Fermi wavelength $\lambda_{M}$ is about 35 nm , and the electron mean free path may be as long as $\lambda_{m}=30 \mu \mathrm{~m}$ - the same order of magnitude as the liniar dimension of the sample; the ballistic regime of electrons is therefore easily reached.

At low temperature, the conduction in mesoscopic semiconductor is mainly due to electrons in the conduction band. Their dynamics can be described by an equation of the form:

$$
\begin{equation*}
\left[\mathcal{E}_{c}+\frac{(i \hbar \nabla+e \mathbf{A})^{2}}{2 m}+U(\mathbf{r})\right] \Psi(\mathbf{r})=\mathcal{E} \Psi(\mathbf{r}) \tag{129}
\end{equation*}
$$

where $\mathcal{E}_{c}$ referrs to the conduction band energy, $U(\mathbf{r})$ is the potential energy due to space-charge etc., A is the vector potential and $m$ is the effective mass. Any band discontinuity $\Delta \mathcal{E}_{c}$ at heterojunctions is incorporated by letting $\mathcal{E}_{\mathcal{C}}$ be position-dependent [11].

In the case of a homogenous semiconductor, $U(\mathbf{r})=0$, assuming $\mathbf{A}=0$ and $\mathcal{E}_{c}=$ const., the solution of (129) is given by plane waves, $\exp (i \mathbf{k} \cdot \mathbf{r})$, and not by Bloch functions, $u_{k}(\mathbf{r})$. $\exp (i \mathbf{k} \cdot \mathbf{r})$. So, the solutions of (129) are not true wavefunctions, but wavefunctions smoothed out over a mesoscopic distance, so any rapid variation at atomic scale is suppressed; eq. (129) is called single-band effective mass equation.

Let us consider a 2DES contained mainly in the $x y$ plane. This means that, in the absence of any external potential, the electrons can move freely in the $x y$ plane, but they are confined in the $z$-direction by some potential $V(z)$, so their wavefunctions will have the form:

$$
\begin{equation*}
\Psi(\mathbf{r})=\phi_{n}(z) \exp \left(i k_{x} x\right) \exp \left(i k_{y} y\right) \tag{130}
\end{equation*}
$$

The quantization on the $z$-direction, expressed by the functions $\phi_{n}(z)$, generate several subbands, with cut-off energy $\varepsilon_{n}$. At low temperature, only the first subband, corresponding to $n=1$, is occupied, so, instead of (129), the electrons of the 2DES are described by:

$$
\begin{equation*}
\left[\mathcal{E}_{s}+\frac{(i \hbar \nabla+e \mathbf{A})^{2}}{2 m}+U(\mathbf{r})\right] \Psi(\mathbf{r})=\mathcal{E} \Psi(\mathbf{r}) \tag{131}
\end{equation*}
$$

where the subband energy is $\mathcal{E}_{s}=\mathcal{E}_{c}+\varepsilon_{1}$; so, the $\ddagger$-dimension enters in this equation only through $\varepsilon_{1}$, which depends on the confining potential $V(z)$. The eq. (131) correctly describes
the 2DESs formed in semiconductor heterostructures, but is inappropriate for metallic thin films, where the electron density is much higher, and even at nanoscopic scale, there are tens of occupied bands; so, the system is merely 3D. Consequently, the dimensionality of a system depends not only on its geometry, but also on its electron concentration. Let us remind that the conductive / dielectric properties of a sample depends on frequency of electromagnetic waves: so even basic classification of materials is not necessarely intrinsec, but it might depend of the value of some parameters.

## 11. Transverse modes (or magneto-electric subbands)

We shall discuss now the concept of transverse modes or subbands, which are analogous to the transverse modes of electromagnetic waveguides [11]. In narrow conductors, the different transverse modes are well separated in energy, and such conductors are often called electron waveguides.

We consider a rectangular conductor that is uniform in the $x$-direction and has some transverse confining potential $U(y)$. The motion of electrons in such a conductor is described by the effective mass eq (131):

$$
\begin{equation*}
\left[\mathcal{E}_{s}+\frac{(i \hbar \nabla+e \mathbf{A})^{2}}{2 m}+U(y)\right] \Psi(x, y)=\mathcal{E} \Psi(x, y) \tag{132}
\end{equation*}
$$

We assume a constant magnetic field $B$ in the $z$-direction, perpendicular to the plane of the conductor, which can be represented by a vector potential defined by:

$$
\begin{equation*}
A_{x}=-B y, \quad A_{y}=0 \tag{133}
\end{equation*}
$$

so that the effective-mass equationcan be rewritten as:

$$
\begin{equation*}
\left[\mathcal{E}_{s}+\frac{\left(p_{x}+e B y\right)^{2}}{2 m}+\frac{p_{y}^{2}}{2 m}+U(y)\right] \Psi(x, y)=\mathcal{E} \Psi(x, y) \tag{134}
\end{equation*}
$$

Writing

$$
\begin{equation*}
\Psi(x, y)=\frac{1}{\sqrt{L}} \exp (i k x) \chi(y) \tag{135}
\end{equation*}
$$

we get for the transverse function the equation:

$$
\begin{equation*}
\left[\mathcal{E}_{s}+\frac{(\hbar k+e B y)^{2}}{2 m}+\frac{p_{y}^{2}}{2 m}+U(y)\right] \chi(y)=\mathcal{E} \chi(y) \tag{136}
\end{equation*}
$$

We are interested in the nature of the transverse eigenfunctions and eigenenergies for different combinations of the confining potential Uand the magnetic field B. A parabolic potential

$$
\begin{equation*}
U(y)=\frac{1}{2} m \omega_{0}^{2} y^{2} \tag{137}
\end{equation*}
$$

is often a good description of the actual potential in many electron wave guides.

Let us consider the case of confined electrons $(U \neq 0)$ in zero magnetic field $(B=0)$. Eq. (134) becomes:

$$
\begin{equation*}
\left[\mathcal{E}_{s}+\frac{\hbar^{2} k^{2}}{2 m}+\frac{p_{y}^{2}}{2 m}+\frac{1}{2} m \omega_{0}^{2} y^{2}\right] \chi(y)=\mathcal{E} \chi(y) \tag{138}
\end{equation*}
$$

with solutions:

$$
\begin{gather*}
\chi_{n, k}(y)=u_{n}(q), q=\sqrt{\frac{m \omega_{0}}{\hbar}} y  \tag{139}\\
E(n, k)=E_{s}+\frac{(\hbar k)^{2}}{2 m}+\left(n+\frac{1}{2}\right) \hbar \omega_{0} \tag{140}
\end{gather*}
$$

where:

$$
\begin{equation*}
u_{n}(q)=\exp \left(-\frac{1}{2} q^{2}\right) H_{n}(q) \tag{141}
\end{equation*}
$$

with $H_{n}$-Hermite polynomials. The velocity is obtained from the slope of the dispersion curve:

$$
\begin{equation*}
v(n, k)=\frac{1}{\hbar} \frac{\partial E(n, k)}{\partial k}=\frac{\hbar k}{m} \tag{142}
\end{equation*}
$$

States with different index $n$ are said to belong to different subbands; the situation is similar to that described in Sect. 8, where we have discussed the confinement due to the potential $V(z)$. However, the confinement in the $y$-direction is somewhat weaker, and several subbands are now normally occupied. The subbands are often referred to as transverse modes, in analogy with the modes of an electromagnetic waveguide [11].

## 12. Effective mass approximation revisited

A more attentive investigation of the effective-mass approximation for electrons in a semiconductor, introduced in a simplified form in Sect.10, will allow quantitative analogies between propagation ballistic electrons and guided electromagnetic waves past abrupt interfaces [19].

According to Morrow and Brownstein [20], out of the general class of Hamiltonians suggested by von Ross [21], only those of the form:

$$
\begin{equation*}
H \psi=-\frac{\hbar^{2}}{2}\left\{m(\vec{r})^{\alpha} \nabla \cdot\left[m(\vec{r})^{\beta} \nabla\left(m(\vec{r})^{\alpha} \psi\right)\right]\right\}+V(\vec{r}) \psi=\mathcal{E} \psi \tag{143}
\end{equation*}
$$

with the constraint

$$
\begin{equation*}
2 \alpha+\beta=-1 \tag{144}
\end{equation*}
$$

(where $\alpha$ and $\beta$ have specific values for specific substances) can be used in the study of refraction of ballistic electrons at the interface between dissimilar semiconductors.

For the Hamiltonian (143), the boundary conditions for an electron wave at an interface are:

$$
\begin{equation*}
m^{\alpha} \psi=\text { continous } \tag{145}
\end{equation*}
$$

and

$$
\begin{equation*}
m^{\alpha+\beta} \nabla \psi \cdot \widehat{n}=\text { continuous } \tag{146}
\end{equation*}
$$

with $\widehat{n}$ - the unit vector normal to the interface. Analogously, the boundary conditions for an electromagnetic waves at an interface between two dielectrics require the continuity of tangential components $E_{t}, H_{t}$ across the interface. Based on these considerations, it is reasonable to look for analogies between

$$
\begin{equation*}
\Phi=m^{\alpha} \psi \tag{146}
\end{equation*}
$$

and either $E$ or $H$.
For bulk propagation in a homogenous medium, an exact analogy can be drawn between $\Phi$ and both $E$ or $H$. In this case, eq. (143) reduces to a Helmholtz equation of the form:

$$
\begin{equation*}
\nabla^{2} \Phi=-k^{2} \Phi, \quad k^{2}=\frac{2 m(E-V)}{\hbar^{2}} \tag{147}
\end{equation*}
$$

The wave equation (148) is exactly analogous to the Helmholtz equation for an electromagnetic wave propagating in a homogenous dielectric of permittivity $\epsilon$ and permeability $\mu$, with $\Phi$ replaced by $E$ or $H$, and

$$
\begin{equation*}
k^{2}=\omega^{2} \mu \epsilon \tag{148}
\end{equation*}
$$

So, an exact analogy can be drawn between $\Phi$ and both $E$ or $H$. With these analogies, one can define a phase-refractive index for electron waves as:

$$
\begin{equation*}
n_{p h}^{E W}=m_{r}^{1 / 2}(E-V)_{r}^{1 / 2} \tag{149}
\end{equation*}
$$

where $m_{r}=m / m_{r e f}$ is the relative effective mass and

$$
\begin{equation*}
(\mathcal{E}-V)_{r}=\frac{\mathcal{E}-V}{\mathcal{E}-V_{r e f}} \tag{150}
\end{equation*}
$$

is the relative kinetic energy, where $m_{r e f}$, $V_{r e f}$ are the effective mass and the potential energy in a reference region. This electron wave phase-refractive index is analogous to the phase-refracting index for electromagnetic waves,

$$
\begin{equation*}
n_{p h}^{E M}=\sqrt{\mu_{r} \epsilon_{r}} \tag{151}
\end{equation*}
$$

With these results, phase-propagation effects, such as interference, can be analyzed using standard em results, where $E$ (or $H$ ), $n_{p h}^{E M}$ is replaced by $\Phi, n_{p h}^{E W}$. These results are valid for all the Hamiltonians (143). For the electron wave amplitude, the index of refraction is defined as

$$
\begin{equation*}
n_{a m p, l}^{E W}=m_{r, l}^{\beta+1 / 2}(\mathcal{E}-V)_{r, l}^{1 / 2} \tag{152}
\end{equation*}
$$

These expressions are exactly the same as the anagous electromagnetic expressions for the reflection/refraction of an electromagnetic wave from an interface between two dielectrics [3].
The theory outlined in this section can be extended for 1D or 2D inhomogenous materials, but not for three dimensions [19].

Dragoman and Dragoman [22], [23], [24] obtained a quantum-mechanical - electromagnetic analogy, similar to [19], in the sense that the electronic wave function does not correspond to the fields, but to the vector potential:

$$
\begin{equation*}
m^{\alpha} \psi \rightarrow A \text { (TM wave) or }(\varepsilon / \mu) \text { (TE wave) } \tag{153}
\end{equation*}
$$

## 13. Optics experiments with ballistic electrons

In 2DESs, there exists a unique oportunity to control ballistic carriers via electrostatic gates, which can act as refractive elements for the electron path, in complete analogy to refractive elements in geometrical optics. [8], [25], [26]. The refraction of a beam of ballistic electrons can be simply described, using elementary considerations. If in the "left" half-space, the potential has a constant value $V$, and in the "right" one, a different (but also constant) one, $V+\Delta V$, an incident electron arriving with an incident angle $\theta$ and kinetic energy

$$
\begin{equation*}
\mathcal{E}=\frac{\hbar^{2} k^{2}}{2 m^{*}} \tag{154}
\end{equation*}
$$

emerges in the "right" half-plane under the angle $\theta^{\prime}$, with the kinetic energy

$$
\begin{equation*}
\mathcal{E}^{\prime}=\mathcal{E}+e \Delta V=\frac{\hbar^{2} k^{\prime 2}}{2 m^{*}} \tag{155}
\end{equation*}
$$

Translational invariance along the interface preserves the parallel component of electron momentum and thus

$$
\begin{equation*}
k \sin \theta=k^{\prime} \sin \theta^{\prime} \tag{156}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\sin \theta}{\sin \theta^{\prime}}=\frac{k^{\prime}}{k}=\sqrt{\frac{\mathcal{E}^{\prime}}{\mathcal{E}}} \tag{157}
\end{equation*}
$$

Considering that the energies $\mathcal{E}, \mathcal{E}^{\prime}$ are Fermi energies, proportional (in a 2D system) to the electron densities $n_{e l}$ (not to be confused with refractive index!), the Snell's law takes the form:

$$
\begin{equation*}
\frac{\sin \theta}{\sin \theta^{\prime}}=\sqrt{\frac{n_{e l}^{\prime}}{n_{e l}}} \tag{158}
\end{equation*}
$$

An electrostatic lens for ballistic electrons was set up in [8] and its focusing action was demonstrated in the GaAs / AlGaAs heterostructure. In this way, the close analogy between the propagation of ballistic electrons and geometrical optics has been put in evidence.

Another nice experiment used a refractive electronic prism to switch a beam of ballistic electrons between different collectors in the same 2DES [25]

The quantum character of ballistic electrons is clearly present, even they are regarded as beams of particles. Transmission and reflection of electrons on a sharp (compared to $\lambda_{F}$ ), rectangular barrier, induced via a surface gate at $T=0.5 K$, follow the laws obtained in quantum mechanics, for instance the following expression for the transmission coefficient:

$$
T=\frac{1}{1+0.25\left(\frac{k}{k_{0}}-\frac{k_{0}}{k}\right)^{2} \sin ^{2}(k a)}
$$

with $k, k_{0}$ - the wavevectors inside and outside the barrier, and $a$ - its width (compare the previous formula with the results of III.I. 7 of [13]). [27]

## 14. Conclusions

Several analogies between electromagnetic and quantum-mechanical phenomena have been analyzed. They rely upon the fact that both wave equation for electromagnetic and electric field with well defined frequency, obtained from the Maxwell equations, and the time-independent Schrodinger equation, have the same form - which is a Helmholtz equation.

However, the description of these analogies is by no way a simple dictionary between two formalisms. On the contrary, their physical basis has been discussed in detail, and they have been developed for very modern domains of physics - optical fibers, 2DESs, electron waveguides, electronic transport in mesoscopic and nanoscopic regime. So, the analogies examined in this chapter offers the opportunity of reviewing some very exciting, new and rapidely developing fields of physics, interesting from both the applicative and fundamental perspective. It has been stressed that the analogies are not simple curiosities, but they bear a significant cognitive potential, which can stimultate both scientific understanding and technological progress in fields like waveguides, optical fibers, nanoscopic transport.
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# Thermodynamics of Electric and Magnetic Systems 

Radu Paul Lungu<br>Department of Physics, University of Bucharest, Măgurele-Bucharest,<br>Romania

## 1. Introduction

The systems which contain electric or magnetic media have besides the electric (respectively magnetic) properties also the common properties of a thermodynamic systems (that is thermal, volumic, chemical); moreover, there are correlations between the electric (magnetic) properties and the thermal or volumic properties. Because there are a great variety of situations with the corresponding properties, we shall present briefly only the most important characteristics of the simplest electric or magnetic systems. For these systems there are supplementary difficulties (comparing to the simple neutral fluid) because the inherent non-homogeneity of these systems and also because the special coupling between the electric (respectively magnetic) degree of freedom and the volumic degree of freedom. These difficulties have let to the use of different methods of study in the literature, being necessary to modify some standard thermodynamic quantities (introduced in the standard textbooks for the simple thermodynamic systems).
In order to have a relation with the presentations of other works, we shall discuss the electric (respectively the magnetic) systems with many methods and we shall note some improper use of the different concepts which had been introduced initially in the standard thermodynamics. Although the most of the electric or magnetic systems are solid, in order to maintain a short and also an intelligible exposition we shall present explicitly only the case when the system is of the fluid type, and when it contain a single chemical species, therefore neglecting the anisotropy effects and the complications introduced by the theory of elasticity.

We remark that for the thermodynamics of quasi-static processes must be considered only equilibrium states, so that we will deal only with electrostatic or magneto-static fields. Although there are interference effects between the electric and magnetic phenomena, these are very small; therefore, in order to simplify the exposition, we shall study separately the electric and the magnetic systems, emphasizing the formal similitude between these type of systems.
There are many textbooks which present the basic problems of thermodynamics, some of the most important of them used the classical point of new [1-12], and also other used the neo-gibbsian point of view [13-15]; in the following we shall use the last point of view (i.e. we shall use the neo-gibbsian thermodynamics) [16].

## 2. Electric systems

### 2.1 General electrodynamic results

Accordingly to the electrodynamics, the electrostatic field created by a distribution of static electric charges, in an electric medium, is characterized by the vectorial fields the intensity of the electric field $\mathcal{E}(\mathbf{r})$ and the intensity of electric induction $\mathcal{D}(\mathbf{r})$, which satisfy the electrostatic Maxwell equations [17-20]:

$$
\begin{align*}
\operatorname{rot} \mathcal{E}(\mathbf{r}) & =0,  \tag{1a}\\
\operatorname{div} \mathcal{D}(\mathbf{r}) & =\rho(\mathbf{r}), \tag{1b}
\end{align*}
$$

where $\rho(\mathbf{r})$ is the volumic density of the electric free charge (there are excluded the polarization charges).
From Eq. (1a) it follows that $\mathcal{E}(\mathbf{r})$ is an irrotational field, i.e. it derives from an electrostatic potential $\Phi(\mathbf{r})$ :

$$
\begin{equation*}
\mathcal{E}(\mathbf{r})=-\operatorname{grad} \Phi(\mathbf{r}) . \tag{2}
\end{equation*}
$$

Also, on the surface of an conductor having the electric charge, the surface density of electric charge $\sigma$ is related to the normal component (this is directed towards the conductor) of the electric induction with the relation:

$$
\begin{equation*}
\mathcal{D}_{n}=-\sigma . \tag{3}
\end{equation*}
$$

Under the influence of the electrostatic field, the dielectric polarizes (it appears polarization charges), and it is characterized by the electric dipolar moment $\mathcal{P}$, respectively by the polarization (the volumic density of dipolar electric moment) $\boldsymbol{P}(\mathbf{r})$ :

$$
\begin{equation*}
\boldsymbol{P}(\mathbf{r}) \equiv \lim _{\delta V \rightarrow 0} \frac{\delta \mathcal{P}(\mathbf{r})}{\delta V(\mathbf{r})} \Longleftrightarrow \boldsymbol{P}=\int_{V} \mathrm{~d}^{3} \mathbf{r} \boldsymbol{P}(\mathbf{r}) \tag{4}
\end{equation*}
$$

Using the polarization it results the relation between the characteristic vectors of the electrostatic field:

$$
\begin{equation*}
\mathcal{D}(\mathbf{r})=\bar{\varepsilon}_{0} \mathcal{E}(\mathbf{r})+\boldsymbol{P}(\mathbf{r}), \tag{5}
\end{equation*}
$$

where $\bar{\varepsilon}_{0}$ is the electric permitivity of the vacuum (it is an universal constant depending on the system of units).

The general relation between the intensity of the electric field $\mathcal{E}(\mathbf{r})$ and the polarization $\boldsymbol{P}(\mathbf{r})$ is

$$
\begin{equation*}
\boldsymbol{P}(\mathbf{r})=\bar{\varepsilon}_{0} \hat{\chi}_{\mathrm{e}}(\mathcal{E}, \mathbf{r}): \mathcal{E}(\mathbf{r})+\boldsymbol{P}_{0}(\mathbf{r}), \tag{6a}
\end{equation*}
$$

where $P_{0}$ is the spontaneous polarization, and $\hat{\chi}_{\mathrm{e}}$ is the electric susceptibility tensor (generally it is dependent on the electric field).

For simplicity, we shall consider only the particular case when there is no spontaneous polarization (i.e. the absence of ferroelectric phenomena) $\boldsymbol{P}_{0}=0$, and the dielectric is linear and isotropic (then $\hat{\chi}_{\mathrm{e}}$ is reducible to a scalar which is independent on the electric field); in this last case, Eq. (6a) becomes:

$$
\begin{equation*}
\boldsymbol{P}=\bar{\varepsilon}_{0} \chi_{\mathrm{e}} \mathcal{E}, \tag{6b}
\end{equation*}
$$

and Eq. (5) allows a parallelism and proportionality relation between the field vectors:

$$
\begin{equation*}
\mathcal{D}=\bar{\varepsilon}_{0}\left(1+\chi_{\mathrm{e}}\right) \mathcal{E} . \tag{7}
\end{equation*}
$$



Fig. 1. The system chosen for the evaluation of the electric work.
In the common cases the susceptibility (for the specified types of dielectrics) depends on the temperature and of the particle density (or of the pressure) in the form:

$$
\begin{equation*}
\chi_{\mathrm{e}}=\mathfrak{n} \bar{\chi}_{\mathrm{e}}(T, \mathfrak{P}), \tag{8}
\end{equation*}
$$

where $\mathfrak{n} \equiv N / V$ is the particle density, $\bar{\chi}_{\mathrm{e}}$ is the specific (per particle) susceptibility, and $\mathfrak{P}$ is the pressure ${ }^{1}$.

In the narrow sense, the concrete expression of the electric susceptibility per particle is an empirical information of the thermal state equation type; we shall consider explicitly two simple cases:

- the ideal dielectric

$$
\begin{equation*}
\bar{\chi}_{\mathrm{e}}(T)=\frac{K}{T} \tag{9a}
\end{equation*}
$$

- the non-ideal dielectric

$$
\begin{equation*}
\bar{\chi}_{\mathrm{e}}(T, \mathfrak{P})=\frac{K}{T-\Theta(\mathfrak{P})} \tag{9b}
\end{equation*}
$$

where $K$ is a constant depending on the dielectric (called Curie constant), and $\Theta(\mathfrak{P})$ is a function of the pressure, having the dimension of a temperature.

Using the general relations of the electrostatics, we can deduce the expression of the infinitesimal electric work, as the energy given to the thermo-isolated dielectric when the electric field varies:

$$
\begin{equation*}
\delta \mathcal{L}_{\mathrm{e}}=\int_{V_{0}} \mathrm{~d}^{3} \mathbf{r} \mathcal{E} \cdot \delta \mathcal{D} \tag{10}
\end{equation*}
$$

under the condition that the system is located in the domain with the volume $V_{0}=$ constant, so that outside to this domain the electric field vanishes.

Proof:

[^5]The electrostatic field from the dielectric is created by charges located on conductors; we consider the situation illustrated in Fig. 1, where inside the domain with the volume $V_{0}$ and fixed external surface $\Sigma_{0}$, there are dielectrics and a conductor (this last has the surface $\Sigma_{1}$ ) with the electric charge $q_{\text {ex }}$ (respectively the charge density $\sigma$ ) which is the source of the electrostatic field ${ }^{2}$.
In the conditions defined above, the infinitesimal electric work is the energy given for the transport of the small electric charge $\delta q_{\mathrm{ex}}$ from outside (the region without electric field) until the conductor surface $\Sigma_{1}$, which has the electrostatic potential $\Phi$ :

$$
\delta \mathcal{L}_{\mathrm{e}}=\Phi \delta q_{\mathrm{ex}}
$$

In order to express the electric work in terms of the vectors for the electrostatic field, we observe that the charge $q_{\text {ex }}$ located on the internal conductor can be written with the normal component of the electric induction, accordingly to Eq. (3):

$$
q_{\mathrm{ex}}=\oint_{\Sigma_{1}} \sigma \mathrm{~d} \mathcal{A}=-\oint_{\Sigma_{1}} \mathcal{D}_{n} \mathrm{~d} \mathcal{A},
$$

and from previous relation it results that a variation of the charge $\delta q_{\mathrm{ex}}$ implies a variation of the electric induction $\delta \mathcal{D}$ (the surface $\Sigma_{1}$ is fixed); because the electrostatic potential $\Phi$ is constant on the surface $\Sigma_{1}$, the expression of the electric work can be written as:

$$
\delta \mathcal{L}_{\mathrm{e}}=-\oint_{\Sigma_{1}} \mathrm{~d} \mathcal{A} \boldsymbol{n}_{1} \cdot \Phi \delta \mathcal{D}
$$

The integral on the surface $\Sigma_{1}$ can be transformed in a volume integral, using the Gauss' theorem:

$$
\int_{\mathcal{D}} \mathrm{d} V \operatorname{div} \boldsymbol{a}=\oint_{\partial \mathcal{D}} \mathrm{d} \mathcal{A} \boldsymbol{n} \cdot \boldsymbol{a} ;
$$

then we obtain

$$
\delta \mathcal{L}_{\mathrm{e}}=-\int_{V} \mathrm{~d} V \operatorname{div}(\Phi \delta \mathcal{D})+\oint_{\Sigma_{0}} \mathrm{~d} \mathcal{A} \boldsymbol{n}_{0} \cdot \Phi \delta \mathcal{D}
$$

From the defining conditions, on the external surface $\Sigma_{0}$ the electrostatic potential $\Phi$ and the electric induction $\mathcal{D}$ vannish, so that the surface integral $\oint_{\Sigma_{0}} \ldots$ has no contribution.
For the volumic integral we can perform the following transformations of the integrand:

$$
\begin{aligned}
\operatorname{div}(\Phi \delta \mathcal{D}) & =\operatorname{grad} \Phi \cdot \delta \mathcal{D}+\Phi \operatorname{div}(\delta \mathcal{D})=-\mathcal{E} \cdot \delta \mathcal{D}+\Phi \delta(\operatorname{div} \mathcal{D}) \\
& =-\mathcal{E} \cdot \delta \mathcal{D}
\end{aligned}
$$

because Eq. (2) and the absence of another free charges inside the dielectric:

$$
\operatorname{div} \mathcal{D}=\rho_{\mathrm{int}}=0
$$

Finally, by combining the previous results, we get Eq. (10).
We note that the expression (10) for the electric work, implies a domain for integration with a fixed volume $\left(V_{0}\right)$, and in addition the electric field must vanish outside this domain.

Therefore, there are two methods to deal the thermodynamics of dielectrics on the basis of the electric work (and also the necessary conditions for the validity of the corresponding expression): the open system method (when the domain of integration is fixed but it has a fictitious frontier and it contains only a part of the dielectric), and the closed system method (when the domain of integration has physical a frontier, possibly located at the infinity, but the dielectric is located in a part of this domain); we observe that the second method is more physical, but in the same time it is more complex, because we must consider a compound system and only a part of this total system is of special interest (this is the dielectric). In addition we shall see that the second method implies the change of the common definitions


Fig. 2. The open system model.
for the state parameters associated to the electric and volumic degrees of freedom (both the extensive and the intensive).

1. The open system method: we consider a fixed domain (having the volume $V=$ const.) which contains an electrostatic field inside, but outside to this domain the electrostatic field vanishes; the interesting system is the dielectric located inside the above specified domain, as an open thermodynamic system (the dielectric fills completely the domain, but there is a part of this dielectric outside the domain, at vanishing electrostatic field, because the frontier is totally permeable).
We note the following characteristic features of this situation:

- the thermodynamic system (the portion of the dielectric located in electrostatic field) has a fixed volume ( $V=V_{0}=$ constant), but in the same time, it is an open thermodynamic system ( $N \neq$ constant);
- the electro-striction effect (this is the variation of the volume produced by the variation of the electric field) in this case leads to the variation of the particle number, or in another words, by variation of the particle density $\mathfrak{n} \equiv N / V_{0} \neq$ constant (because the volume is fixed, but the frontier is chemical permeable);
- in the simplest case, when we consider a homogeneous electrostatic field ${ }^{3}$, inside the domain with the volume $V_{0}$, infinitesimal electric work can be written in the form

$$
\begin{equation*}
\delta \mathcal{L}_{\mathrm{e}}=\mathcal{E} \delta\left(V_{0} \mathcal{D}\right) \tag{11}
\end{equation*}
$$

and this implies the following definition for the electric state parameters (the extensive and the intensive ones):

$$
\left\{\begin{array}{l}
X_{\mathrm{e}}=V_{0} \mathcal{D}=\mathfrak{D}  \tag{12}\\
P_{\mathrm{e}}=\mathcal{E}
\end{array}\right.
$$

[in this case $V=$ const., that is the volumic degree of freedom for this system is frozen; but we emphasize that the expression $\delta \mathcal{L}_{\mathrm{e}}=\mathcal{E} \delta(V \mathcal{D})$ when the volume of the system $V$ can varies is incorrect].

[^6]

Fig. 3. The model for the closed system.
2. The closed system method: we consider the dielectric surrounded by an non-electric fluid (that is, the dielectric is located on a part of the domain with electric field).
Then it is necessary to define the compound system corresponding to the whole space where exists electric field

$$
\mathfrak{S}^{(\tau)}=\mathfrak{S} \bigcup \mathfrak{S}^{\prime}
$$

where $\mathfrak{S}$ is the dielectric system with the volume $V$, and $\mathfrak{S}^{\prime}$ is an auxiliary non-electric system having the volume $V^{\prime}=V_{0}-V$, as it is illustrated in Fig. 3 .

We must remark that the auxiliary system (having negligible electric properties) is necessary in order to obtain the condition $\mathcal{E} \rightarrow 0$ towards the frontier of the domain which have the volume $V_{0}$, and also it produces a pressure on the dielectric; thus, the volume of the dielectric is not fixed and we can distinguish directly electro-striction effects.
Because the polarization $\boldsymbol{P}$ is non-vanishing only in the domain $V$, occupied by the system $\mathfrak{S}$, we transform the expression (10) using Eq. (5), in order to extract the electrization work on the subsystem $\mathfrak{S}$

$$
\begin{aligned}
\delta \mathcal{L}_{\mathrm{e}}^{(\tau)}=\int_{V_{0}} \mathrm{~d}^{3} \mathbf{r} \mathcal{E} \cdot \delta \mathcal{D} & =\int_{V_{0}} \mathrm{~d}^{3} \mathbf{r} \mathcal{E} \cdot \bar{\varepsilon}_{0} \delta \mathcal{E}+\int_{V_{0}} \mathrm{~d}^{3} \mathbf{r} \mathcal{E} \cdot \delta \boldsymbol{P} \\
& \equiv \delta W_{\mathcal{E}}^{(\tau)}+\delta \mathcal{L}_{\mathrm{p}}
\end{aligned}
$$

where $\delta W_{\mathcal{E}}^{(\tau)}$ is the variation of the energy for the field inside the total volume $V_{0}$, and $\delta \mathcal{L}_{\mathrm{p}}$ is the work for polarize the dielectric.

The first term allows the separation of the contributions corresponding the two subsystems when the energy of the electrostatic field changes:

$$
\begin{aligned}
\delta W_{\mathcal{E}}^{(\tau)}=\int_{V_{0}} \mathrm{~d}^{3} \mathbf{r} \delta\left(\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2}\right) & =\delta\left\{\int_{V} \mathrm{~d}^{3} \mathbf{r} \frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2}\right\}+\delta\left\{\int_{V^{\prime}} \mathrm{d}^{3} \mathbf{r} \frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2}\right\} \\
& =\delta W_{\mathcal{E}}+\delta W_{\mathcal{E}}^{\prime}
\end{aligned}
$$

The second term can be interpreted as electric polarization work and it implies only the dielectric; in order to include the possible electro-strictive effects, we shall write this term in the form

$$
\delta \mathcal{L}_{\mathrm{p}}=\int_{V_{0}} \mathrm{~d}^{3} \mathbf{r} \mathcal{E} \cdot \delta \boldsymbol{P}=\int_{V_{f}} \mathrm{~d}^{3} \mathbf{r} \mathcal{E} \cdot \boldsymbol{P}_{f}-\int_{V_{i}} \mathrm{~d}^{3} \mathbf{r} \mathcal{E} \cdot \boldsymbol{P}_{i}=\left.\delta\left\{\int_{V} \mathrm{~d}^{3} \mathbf{r} \mathcal{E} \cdot \boldsymbol{P}\right\}\right|_{\mathcal{E}=\text { const. }}
$$

that is, the polarization work implies the variation of the polarization $\delta \boldsymbol{P}$ and of the volume $\delta V$ of the dielectric with the condition of constant electric field: $\mathcal{E}=$ constant (during the process).

On the basis of the previous results we can separate the contribution of the electric work on the dielectric $\left(\delta \mathcal{L}_{\mathrm{e}}\right)$ from those on the auxiliary non-electric system $\left(\delta \mathrm{W}_{\mathcal{E}}^{\prime}\right)$ :

$$
\begin{align*}
\delta \mathcal{L}_{\mathrm{e}}^{(\tau)} & =\delta \mathcal{L}_{\mathrm{e}}+\delta W_{\mathcal{E}}^{\prime}  \tag{13a}\\
\delta \mathcal{L}_{\mathrm{e}} & =\delta \mathcal{L}_{\mathrm{p}}+\delta W_{\mathcal{E}} . \tag{13b}
\end{align*}
$$

For the electric work on the dielectric (the subsystem $\mathfrak{S}$ ) we observe two interpretations in the case when $\mathfrak{S}$ is homogeneous ${ }^{4}$ :

1. we take into account only the polarization work $\delta \mathcal{L}_{\mathrm{p}}$ and we neglect systematically the energy of the electric field inside the dielectric $\delta W_{\mathcal{E}}$; then the polarization work in the uniform electric field can be expressed with the dipolar electric moment

$$
\begin{equation*}
\delta \mathcal{L}_{\mathrm{p}}=\mathcal{E} \cdot \delta \int_{V} \mathrm{~d}^{3} \mathbf{r} \boldsymbol{P}=\mathcal{E} \cdot \delta \mathcal{P} ; \tag{14}
\end{equation*}
$$

2. we estimate the contributions of the both terms from Eq. (13b), taking into account the implications due to the homogeneity of the system:

$$
\begin{aligned}
\mathrm{d} \mathcal{L}_{\mathrm{p}} & =\mathcal{E} \mathrm{d} \mathcal{P}=\mathcal{E} \mathrm{d}(V P), \\
\mathrm{d} W_{\mathcal{E}} & =\mathrm{d}\left(\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2} V\right)=-\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2} \mathrm{~d} V+\mathcal{E} \mathrm{d}\left(V \bar{\varepsilon}_{0} \mathcal{E}\right),
\end{aligned}
$$

so that we obtain the total electric work performed by the dielectric

$$
\begin{equation*}
\mathrm{a} \mathcal{L}_{\mathrm{e}}=\mathrm{d} \mathcal{L}_{\mathrm{p}}+\mathrm{d} W_{\mathcal{E}}=-\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2} \mathrm{~d} V+\mathcal{E} \mathrm{d}(V \mathcal{D}), \tag{15}
\end{equation*}
$$

and the last expression can be interpreted as an work performed on two degrees of freedom (volumic and electric).

We observe that for isotropic dielectrics the vectors $\mathcal{E}, \mathcal{D}$ and $\boldsymbol{P}$ are collinear; therefore, we shall omit the vectorial notation, for simplicity.

### 2.2 Thermodynamic potentials

We shall discuss, for simplicity, only the case when the electric system is homogeneous and of fluid type, being surrounded by a non-electric environment. Then, the fundamental thermodynamic differential form is:

$$
\begin{equation*}
\mathrm{d} \mathcal{U}=\mathrm{d} \mathcal{Q}+\mathrm{d} \mathcal{L}_{V}+\mathrm{d} \mathcal{L}_{\mathrm{e}}+\mathrm{d} \mathcal{L}_{\mathrm{N}} . \tag{16}
\end{equation*}
$$

For the thermodynamic study of the electric system there are many methods, depending the choice of the fundamental variables (corresponding to the choice of the concrete expression for the electric work đ $\mathcal{L}_{\mathrm{e}}$ ).

[^7]
### 2.2.1 Pseudo-potentials method

We replace the expression (13b) - (14) for the electric work, and also the expression for the other forms of work and for the heat; then, the fundamental thermodynamic differential form has the explicit expression:

$$
\begin{equation*}
\mathrm{d} \mathcal{U}=T \mathrm{~d} \mathcal{S}-\mathfrak{P} \mathrm{d} V+\mathcal{E} \mathrm{d} \mathcal{P}+\mathrm{d} W_{\mathcal{E}}+\mu \mathrm{d} N . \tag{17}
\end{equation*}
$$

We observe that the preceding differential form contains a term $\mathrm{d} W_{\mathcal{E}}$ which is a exact total differential (from the mathematical point of view) and it represents the variation of the energy of the electric field located in the space occupied by the dielectric; we put this quantity in the left side of the above equality we obtain:

$$
\begin{equation*}
\mathrm{d} \tilde{\mathcal{U}}=T \mathrm{~d} \mathcal{S}-\mathfrak{P} \mathrm{d} V+\mathcal{E} \mathrm{d} \mathcal{P}+\mu \mathrm{d} N \tag{18}
\end{equation*}
$$

where $\widetilde{\mathcal{U}} \equiv \mathcal{U}-W_{\mathcal{E}}$ is called the internal pseudo-energy of the dielectric ${ }^{5}$.
We present some observations concerning the differential form (18):

- $\tilde{\mathcal{U}}(\mathcal{S}, V, \mathcal{P}, N)$ is equivalent to the fundamental thermodynamic equation of the system, since it contains the whole thermodynamic information about the system (that is, its derivatives are the state equations) ${ }^{6}$; and on the other side, the pseudo-energy has no specified convexity properties (because it was obtained by subtracting a part of the energy from the total internal energy of the system);
- $\widetilde{\mathcal{U}}(\mathcal{S}, V, \mathcal{P}, N)$ is a homogeneous function of degree 1 (because it is obtained as a difference of two homogeneous functions of degree 1 );
- by considering the differential form (18) as similar to the fundamental thermodynamic differential form, it follows that the electric state parameters are ${ }^{7}$

$$
\left\{\begin{array}{l}
\widetilde{X}_{e}=\mathcal{P}=P V, \\
\widetilde{P}_{e}=\mathcal{E} ;
\end{array}\right.
$$

- if we perform the Legendre transformations of the function $\widetilde{\mathcal{U}}(\mathcal{S}, V, \mathcal{P}, N)$, then we obtain objects of the thermodynamic potential types (that is, the derivatives of these quantities give the state equations of the dielectric); however, these objects are not true thermodynamic potentials (firstly since they have not the needed properties of convexity-concavity), so that they are usually called thermodynamic pseudo-potentials.
In the following we shall present briefly only the most used pseudo-potentials: the electric pseudo-free energy and the electric Gibbs pseudo-potential.

[^8]a.1. The electric pseudo-free energy is the Legendre transformation on the thermal and electric degrees of freedom ${ }^{8}$
\[

$$
\begin{equation*}
\widetilde{\mathcal{F}}^{*} \equiv \tilde{\mathcal{U}}-T \mathcal{S}-\mathcal{E} \mathcal{P} \tag{19}
\end{equation*}
$$

\]

having the differential form ${ }^{9}$ :

$$
\begin{equation*}
\mathrm{d} \widetilde{\mathcal{F}}^{*}=-\mathcal{S} \mathrm{d} T-\mathfrak{P} \mathrm{d} V-\mathcal{P} \mathrm{d} \mathcal{E}+\mu \mathrm{d} N \tag{20}
\end{equation*}
$$

so that it allows the deduce the state equations in the representation $(T, V, \mathcal{E}, N)$.
We consider the simplest case, when the dielectric behaves as a neutral fluid, having the free energy $\mathcal{F}_{0}(T, V, N)$, in the absence of the electric field and when the electric susceptibility is $\chi_{e}(T, V / N)$; then, we can consider as known the electric state equation (the expression of the dipolar electric moment):

$$
\left(\frac{\partial \widetilde{\mathcal{F}}^{*}}{\partial \mathcal{E}}\right)_{T, V, N}=-\mathcal{P}(T, V, \mathcal{E}, N)=-\bar{\varepsilon}_{0} \chi_{e}(T, V / N) \mathcal{E} V
$$

By partial integration, with respect to the electric field, and taking into account that at vanishing electrical field the electric pseudo-free energy reduces to the proper free energy (the Helmholtz potential):

$$
\left.\widetilde{\mathcal{F}}^{*}\right|_{\mathcal{E}=0}=\mathcal{U}_{0}-T \mathcal{S}_{0}=\mathcal{F}_{0}(T, V, N)
$$

we obtain:

$$
\begin{align*}
\widetilde{\mathcal{F}}^{*}(T, V, \mathcal{E}, N) & =\mathcal{F}_{0}(T, V, N)+\mathcal{F}_{\mathrm{el}}^{*}(T, V, \mathcal{E}, N)  \tag{21a}\\
\mathcal{F}_{\mathrm{el}}^{*}(T, V, \mathcal{E}, N) & \equiv-\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2} \chi_{e}(T, V / N) V \tag{21b}
\end{align*}
$$

that is, the electric pseudo-free energy of the dielectric is the sum of the free energy at null electric field and the electric part $\mathcal{F}_{\text {el }}^{*}$.
The additivity (factorization) property of the electric pseudo-free energy is transmitted to the non-electric state equations: the entropy, the pressure and the chemical potential (these are sums of the non-electric part, corresponding to vanishing electric field, and the electric part):

$$
\begin{align*}
\mathcal{S}(T, V, \mathcal{E}, N) & =-\left(\frac{\partial \widetilde{\mathcal{F}}^{*}}{\partial T}\right)_{V, \mathcal{E}, N} \tag{22a}
\end{align*}=\mathcal{S}_{0}(T, V, N)+\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2}\left(\frac{\partial \chi_{e}}{\partial T}\right)_{V, N} V, \bar{\varepsilon}_{0} \mathcal{E}^{2}\left(\frac{\partial\left(\chi_{e} V\right)}{\partial V}\right)_{T, N}, ~\left(\frac{\partial \widetilde{\mathcal{F}}^{*}}{\partial V}\right)_{T, \mathcal{E}, N}=\mathfrak{P}_{0}(T, V, N)+\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2}\left(\frac{\partial \chi_{e}}{\partial N}\right)_{T, V} V .
$$

[^9]a.2. The electric Gibbs pseudo-potential is defined, analogously to the previous case, as the Legendre transformation on the thermal, volumic and electric degrees of freedom ${ }^{10}$
\[

$$
\begin{equation*}
\widetilde{\mathcal{G}}^{*} \equiv \tilde{\mathcal{U}}-T \mathcal{S}+\mathfrak{P} V-\mathcal{E} \mathcal{P}, \tag{23}
\end{equation*}
$$

\]

having the differential form

$$
\begin{equation*}
\mathrm{d} \widetilde{\mathcal{G}}^{*}=-\mathcal{S} \mathrm{d} T+V \mathrm{~d} \mathfrak{P}-\mathcal{P} \mathrm{d} \mathcal{E}+\mu \mathrm{d} N \tag{24}
\end{equation*}
$$

so that it allows the deduction of the state equations in the representation $(T, \mathfrak{P}, \mathcal{E}, N)$.
We consider the simplest case (analogously in the former case), when the dielectric behaves as a neutral fluid, having the proper Gibbs potential (the free enthalpy) $\mathcal{G}_{0}(T, \mathfrak{P}, N)$ in the absence of the electric field and when the electric susceptibility is $\bar{\chi}_{e}(T, \mathfrak{P})$; then, we can consider as known the electric state equation (the expression of the dipolar electric moment):

$$
\left(\frac{\partial \widetilde{\mathcal{G}}^{*}}{\partial \mathcal{E}}\right)_{T, \mathfrak{P}, N}=-\mathcal{P}(T, \mathfrak{P}, \mathcal{E}, N)=-\bar{\varepsilon}_{0} \bar{\chi}_{e}(T, \mathfrak{P}) \mathcal{E} N
$$

By partial integration, with respect to the electric field, and taking into account that at vanishing electrical field the electric Gibbs pseudo-potential reduces to the proper Gibbs potential:

$$
\left.\widetilde{\mathcal{G}}^{*}\right|_{\mathcal{E}=0}=\mathcal{U}_{0}-T \mathcal{S}_{0}+\mathfrak{P} V_{0}=\mathcal{G}_{0}(T, \mathfrak{P}, N),
$$

we obtain:

$$
\begin{align*}
& \widetilde{\mathcal{G}}^{*}(T, \mathfrak{P}, \mathcal{E}, N)=\mathcal{G}_{0}(T, \mathfrak{P}, N)+\mathcal{G}_{\mathrm{el}}^{*}(T, \mathfrak{P}, \mathcal{E}, N),  \tag{25a}\\
& \mathcal{G}_{\mathrm{el}}^{*}(T, \mathfrak{P}, \mathcal{E}, N) \equiv-\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2} \bar{\chi}_{e}(T, \mathfrak{P}) N, \tag{25b}
\end{align*}
$$

that is, the electric Gibbs pseudo-potential of the dielectric is the sum of the Gibbs potential at null electric field and the electric part $\mathcal{G}_{\mathrm{el}}^{*}$.
The additivity (factorization) property of the electric Gibbs pseudo-potential is transmitted to the non-electric state equations: the entropy, the volume and the chemical potential (these are sums of the non-electric part, corresponding to vanishing electric field, and the electric part):

$$
\begin{align*}
& \mathcal{S}(T, \mathfrak{P}, \mathcal{E}, N)=-\left(\frac{\partial \widetilde{\mathcal{G}}^{*}}{\partial T}\right)_{\mathfrak{P}, \mathcal{E}, N}=\mathcal{S}_{0}(T, \mathfrak{P}, N)+\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2}\left(\frac{\partial \bar{\chi}_{e}}{\partial T}\right)_{\mathfrak{P}} N,  \tag{26a}\\
& V(T, \mathfrak{P}, \mathcal{E}, N)=\left(\frac{\partial \widetilde{\mathcal{G}}^{*}}{\partial \mathfrak{P}}\right)_{T, \mathcal{E}, N}=V_{0}(T, \mathfrak{P}, N)-\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2}\left(\frac{\partial \bar{\chi}_{e}}{\partial \mathfrak{P}}\right)_{T} N,  \tag{26b}\\
& \mu(T, \mathfrak{P}, \mathcal{E}, N)=\left(\frac{\partial \widetilde{\mathcal{G}}^{*}}{\partial N}\right)_{T, \mathfrak{P}, \mathcal{E}}=\mu_{0}(T, \mathfrak{P}, N)-\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2} \bar{\chi}_{e}(T, \mathfrak{P}) . \tag{26c}
\end{align*}
$$

We observe, in addition, that the electric Gibbs pseudo-potential is a maximal Legendre transformation, so that with the Euler relation we obtain

$$
\begin{equation*}
\widetilde{\mathcal{G}}^{*}(T, \mathfrak{P}, \mathcal{E}, N)=\mu(T, \mathfrak{P}, \mathcal{E}) N . \tag{27}
\end{equation*}
$$

[^10]
### 2.2.2 The method of modified potentials

We use the expression (15) for the electric work, without extracting terms with total exact differential type from the internal energy of the dielectric; then, the differential form (16) can be written in the following explicit manner:

$$
\begin{align*}
\mathrm{d} \mathcal{U} & =T \mathrm{~d} \mathcal{S}-\left(\mathfrak{P}+\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2}\right) \mathrm{d} V+\mathcal{E} \mathrm{d}(\mathcal{D} V)+\mu \mathrm{d} N \\
& =T \mathrm{~d} \mathcal{S}-\pi \mathrm{d} V+\mathcal{E} \mathrm{d} \mathfrak{D}+\mu \mathrm{d} N \tag{28}
\end{align*}
$$

We observe that in this case the electric work has contributions on two thermodynamic degrees of freedom, so that we must redefine the electric and volumic state parameters:

$$
\begin{array}{ll}
X_{V}=V, & P_{V}^{\prime}=-\pi \equiv-\left(\mathfrak{P}+\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2}\right) \\
X_{\mathcal{E}}^{\prime}=\mathfrak{D} \equiv \mathcal{D} V, & P_{\mathcal{E}}=\mathcal{E} .
\end{array}
$$

In this last case it appears some peculiarities of the electric state parameters (both for the extensive and for the intensive), so that there are needed cautions when it is used this method:

- $V$ and $\mathfrak{D} \equiv \mathcal{D} V$ must be considered as independent variables,
- the effective pressure has an supplementary electric contribution $\bar{\varepsilon}_{0} \mathcal{E}^{2} / 2$.

Although the modified potential method implies the employment of some unusual state parameters, however it has the major advantage that $\mathcal{U}(\mathcal{S}, V, \mathfrak{D}, N)$ is the true fundamental energetic thermodynamic equation, and it is a convex and homogeneous of degree 1 function; thus, it is valid the Euler equation:

$$
\begin{equation*}
\mathcal{U}=T \mathcal{S}-\pi V+\mathcal{E} \mathfrak{D}+\mu N \tag{30}
\end{equation*}
$$

and it is possible to define true thermodynamic potential with Legendre transformations. From the Euler relation (30) and passing to the common variables, it results

$$
\mathcal{U}=T \mathcal{S}-\mathfrak{P} V+\mathcal{E} P V+\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2} V+\mu N
$$

so that it is ensured that $\widetilde{\mathcal{U}} \equiv \mathcal{U}-W_{\mathcal{E}}$ is a homogeneous function of degree 1 with respect to the variables $(\mathcal{S}, V, \mathcal{P}, N)$.

In order to compare the results of the method of modified potentials with those of the method of the pseudo-potentials we shall present only the electric free energy and the electric Gibbs potential as energetic thermodynamic potentials.
b.1. The electric free energy is the Legendre transformation on the thermal and electric degrees of freedom

$$
\begin{equation*}
\mathcal{F}^{*}(T, V, \mathcal{E}, N) \equiv \inf _{\mathcal{S}, \mathfrak{D}}\{\mathcal{U}(\mathcal{S}, V, \mathfrak{D}, N)-T \mathcal{S}-\mathcal{E} \mathfrak{D}\} \tag{31}
\end{equation*}
$$

and it has the following differential form ${ }^{11}$ :

$$
\begin{equation*}
\mathrm{d} \mathcal{F}^{*}=-\mathcal{S} \mathrm{d} T-\pi \mathrm{d} V-\mathfrak{D} \mathrm{d} \mathcal{E}+\mu \mathrm{d} N \tag{32}
\end{equation*}
$$

[^11]We shall emphasize some important properties of the above defined electric free energy $\mathcal{F}^{*}(T, V, \mathcal{E}, N)$.

1. When the electric field vanishes it becomes the proper free energy (the Helmholtz potential)

$$
\mathcal{F}^{*}(T, V, 0, N)=\mathcal{U}_{0}(T, V, N)-T \mathcal{S}_{0}(T, V, N)=\mathcal{F}_{0}(T, V, N) .
$$

2. The electric state equation is

$$
\left(\frac{\partial \mathcal{F}^{*}}{\partial \mathcal{E}}\right)_{T, V, N}=-\mathfrak{D}(T, V, \mathcal{E}, N)=-\bar{\varepsilon}_{0}\left[1+\chi_{e}(T, V / N)\right] \mathcal{E} V
$$

3. By partial integration with respect to the electric field and the use of the condition of null field, we obtain the general expression of the electric free energy (for a linear and homogeneous dielectric)

$$
\begin{equation*}
\mathcal{F}^{*}(T, V, \mathcal{E}, N)=\mathcal{F}_{0}(T, V, N)-\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2}\left[1+\chi_{e}(T, V / N)\right] V \tag{33}
\end{equation*}
$$

4. $\mathcal{F}^{*}(T, V, \mathcal{E}, N)$ is a function concave in respect to the variables $T$ and $\mathcal{E}$; as a result we get the relation

$$
\left(\frac{\partial^{2} \mathcal{F}^{*}}{\partial \mathcal{E}^{2}}\right)_{T, V, N}=-\bar{\varepsilon}_{0}\left[1+\chi_{e}\right] V<0,
$$

and it follows "the stability condition" $\chi_{e}>-1$. (We note that actually is realized a more strong condition $\chi_{e}>0$, but this has no thermodynamic reasons).
5. The state equations, deduced from Eq. (33) are:

$$
\begin{align*}
& \mathcal{S}(T, V, \mathcal{E}, N)=-\left(\frac{\partial \mathcal{F}^{*}}{\partial T}\right)_{V, \mathcal{E}, N}=\mathcal{S}_{0}(T, V, N)+\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2}\left(\frac{\partial \chi_{e}}{\partial T}\right)_{V, N} V,  \tag{34a}\\
& \pi(T, V, \mathcal{E}, N)=-\left(\frac{\partial \mathcal{F}^{*}}{\partial V}\right)_{T, \mathcal{E}, N}=\mathfrak{P}_{0}(T, V, N)+\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2}\left[1+\left(\frac{\partial\left(\chi_{e} V\right)}{\partial V}\right)_{T, N}\right],  \tag{34b}\\
& \mu(T, V, \mathcal{E}, N)=\left(\frac{\partial \mathcal{F}^{*}}{\partial N}\right)_{T, V, \mathcal{E}}=\mu_{0}(T, V, N)-\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2}\left(\frac{\partial \chi_{e}}{\partial N}\right)_{T, V} V . \tag{34c}
\end{align*}
$$

Because $\pi=\mathfrak{P}+\bar{\varepsilon}_{0} \mathcal{E}^{2} / 2$, it results that the state equations (34) are identical with Eqs. (22), and this shows that $\widetilde{\mathcal{F}}^{*}$ (the correspondent pseudo-potential to $\mathcal{F}^{*}$ ) gives correct state equations.

From Eq. (33) it result that the free energy (Helmholtz potential) is

$$
\mathcal{F}=\mathcal{F}^{*}+\mathcal{E} \mathfrak{D}=\mathcal{F}_{0}+\frac{\mathcal{E} \mathcal{D}}{2} V,
$$

so that the electric part of the volumic density of free energy is:

$$
\mathfrak{f}_{\mathrm{el}} \equiv \frac{\mathcal{F}-\mathcal{F}_{0}}{V}=\frac{\mathcal{E} \mathcal{D}}{2}
$$

We emphasize that in many books the previous expression for the electric part of the free energy density is erroneously considered as electric part of the internal energy density.

Correctly, the internal energy has the expression

$$
\mathcal{U}=\mathcal{F}^{*}+T \mathcal{S}+\mathcal{E} \mathfrak{D}=\left(\mathcal{F}_{0}+T \mathcal{S}_{0}\right)+\left(\frac{\mathcal{E} \mathcal{D}}{2}+\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2} T \frac{\partial \chi_{e}}{\partial T}\right) V,
$$

so that the electric part of the volumic density of internal energy is

$$
\mathfrak{u}_{\mathrm{el}}=\frac{\mathcal{U}-\mathcal{U}_{0}}{V}=\frac{\mathcal{E} \mathcal{D}}{2}+\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2} T \frac{\partial \chi_{e}}{\partial T} \neq \frac{\mathcal{E} \mathcal{D}}{2} .
$$

b.2. The electric Gibbs potential is defined analogously, as the Legendre transformation on the thermal, volumic and electric degrees of freedom

$$
\begin{equation*}
\mathcal{G}^{*}(T, \pi, \mathcal{E}, N) \equiv \inf _{\mathcal{S}, V, \mathfrak{D}}\{\mathcal{U}(\mathcal{S}, V, \mathfrak{D}, N)-T \mathcal{S}+\pi V-\mathcal{E} \mathfrak{D}\} \tag{35}
\end{equation*}
$$

and it has the differential form

$$
\begin{equation*}
\mathrm{d} \mathcal{G}^{*}=-\mathcal{S} \mathrm{d} T+V \mathrm{~d} \pi-\mathfrak{D} \mathrm{d} \mathcal{E}+\mu \mathrm{d} N \tag{36}
\end{equation*}
$$

According to the definition, $\mathcal{G}^{*}$ is a maximal Legendre transform, so that the Euler relation leads to:

$$
\begin{equation*}
\mathcal{G}^{*}=\mu N . \tag{37}
\end{equation*}
$$

On the other side, by replacing the variables $\pi$ and $\mathfrak{D}$, accordingly to the definitions (29), we obtain the the electric Gibbs potential is equal to the electric Gibbs pseudo-potential ${ }^{12}$ (but they have different variables):

$$
\begin{aligned}
\mathcal{G}^{*}(T, \pi, \mathcal{E}, N) & =\widetilde{\mathcal{G}}^{*}(T, \mathfrak{P}, \mathcal{E}, N) \\
\pi & =\mathfrak{P}+\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2} .
\end{aligned}
$$

From the preceding properties it follows that the equations deduced from the potential $\mathcal{G}^{*}$ are identical with Eqs. (22); we observe, however, that it is more convenient to use the pseudo-potential $\widetilde{\mathcal{G}}^{*}$, because this has more natural variables than the corresponding potential $\mathcal{G}^{*}$.

### 2.2.3 Thermodynamic potentials for open systems

Previously we have shown that the electric work implies two methods for treating the dielectrics: either as a closed subsystem of a compound system (this situation was discussed above), or as an open system located in a fixed volume (and the electric field is different from zero only inside the domain with fixed volume).

[^12]If we use the second method, then the electric work has the expression (11) and the dielectric system has only 3 thermodynamic degrees of freedom: thermal, electric and chemical (the volumic degree of freedom is frozen); then, the fundamental differential form is

$$
\begin{equation*}
\mathrm{d} \mathcal{U}=T \mathrm{~d} \mathcal{S}+\mathcal{E} \mathrm{d}\left(V_{0} \mathcal{D}\right)+\mu \mathrm{d} N \tag{38}
\end{equation*}
$$

Among the thermodynamic potentials, that can be obtained by Legendre transformations of the energetic fundamental thermodynamic equation, denoted as $\mathcal{U}\left(\mathcal{S}, V_{0} \mathcal{D}, N\right) \equiv$ $\mathcal{U}\left(\mathcal{S}, \mathcal{D}, N ; V_{0}\right)$, we shall present only the electric free energy:

$$
\begin{equation*}
\mathcal{F}^{*}\left(T, \mathcal{E}, N ; V_{0}\right) \equiv \inf _{\mathcal{S}, \mathfrak{D}}\left\{\mathcal{U}\left(\mathcal{S}, \mathfrak{D}, N ; V_{0}\right)-T \mathcal{S}-\mathcal{E} \mathfrak{D}\right\}, \tag{39}
\end{equation*}
$$

which has the following properties:

1. the differential form:

$$
\begin{equation*}
\mathrm{d} \mathcal{F}^{*}=-\mathcal{S} \mathrm{d} T-V_{0} \mathcal{D} \mathrm{~d} \mathcal{E}+\mu \mathrm{d} N ; \tag{40}
\end{equation*}
$$

2. it reduces to the free energy (the Helmholtz potential) at vanishing electric field

$$
\mathcal{F}^{*}\left(T, 0, N ; V_{0}\right)=\mathcal{U}_{0}\left(T, N ; V_{0}\right)-T \mathcal{S}_{0}\left(T, N ; V_{0}\right)=\mathcal{F}_{0}\left(T, N ; V_{0}\right) ;
$$

3. by integrating the electric state equation $V_{0} \mathcal{D}(T, \mathcal{E}, N)=V_{0}\left[1+\chi_{e}\right] \bar{\varepsilon}_{0} \mathcal{E}$, we obtain

$$
\begin{equation*}
\mathcal{F}^{*}\left(T, \mathcal{E}, N ; V_{0}\right)=\mathcal{F}_{0}\left(T, N ; V_{0}\right)-V_{0} \frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2}\left[1+\chi_{e}(T, V / N)\right] \tag{41}
\end{equation*}
$$

We note that the results are equivalent to those obtained by the previous method, but the situation is simpler because the volumic degree of freedom is frozen.

### 2.3 Thermodynamic coefficients and processes

### 2.3.1 Definitions for the principal thermodynamic coefficients

Because the dielectric has 4 thermodynamic degrees of freedom (in the simplest case, when it is fluid), there are a great number of simple thermodynamic coefficients; taking into account this complexity, we shall present only the common coefficients, corresponding to closed dielectric systems ( $N=$ constant). In this case it is convenient to use reduced extensive parameters with respect to the particle number; thus, we shall use the specific entropy $s=\frac{\mathcal{S}}{N}$ and the specific volume $v=\frac{V}{N}$.
a.1. The sensible specific heats are defined for non-isothermal processes " $\varphi$ ":

$$
\begin{equation*}
c_{\varphi} \equiv \frac{C_{\varphi}}{N}=\frac{1}{N} T\left(\frac{\partial \mathcal{S}}{\partial T}\right)_{\varphi}=T\left(\frac{\partial s}{\partial T}\right)_{\varphi} . \tag{42}
\end{equation*}
$$

In the case, when the process $\varphi$ is simple, we obtain the following specific isobaric/isochoric and iso-polarization/iso-field heats: $c_{V, \mathfrak{p}}, c_{V, \mathcal{E}}, c_{P, \mathfrak{p}}, c_{P, \mathcal{E}}$.
a.2. The latent specific heats are defined for isothermal processes " $\psi$ ":

$$
\begin{equation*}
\lambda_{\psi}^{(a)}=\frac{1}{N} T\left(\frac{\partial \mathcal{S}}{\partial a}\right)_{\psi}=T\left(\frac{\partial s}{\partial a}\right)_{\psi} . \tag{43}
\end{equation*}
$$

The most important cases (for " $\psi$ " and $a$ ) are the isothermal-isobaric process with $a=\mathcal{E}$ when we have the isobaric electro-caloric coefficient $\lambda$ and the conjugated isothermal-isofield process with $a=\mathfrak{P}$, when we have the iso-field piezo-caloric coefficient $\lambda_{\mathcal{E}}^{(P)}$ :

$$
\begin{equation*}
\lambda=T\left(\frac{\partial s}{\partial \mathcal{E}}\right)_{T, \mathfrak{P}}, \quad \lambda_{\mathcal{E}}^{(P)}=T\left(\frac{\partial s}{\partial \mathfrak{P}}\right)_{T, \mathcal{E}} . \tag{44}
\end{equation*}
$$

a.3. The thermodynamic susceptibilities are of two types: for the volumic degree of freedom (in this case they are called compressibility coefficients) and for the electric degree of freedom (these are called electric susceptibilities):

$$
\begin{align*}
\varkappa_{\varphi} & =\frac{-1}{V}\left(\frac{\partial V}{\partial \mathfrak{P}}\right)_{\varphi}=\frac{-1}{v}\left(\frac{\partial v}{\partial \mathfrak{P}}\right)_{\varphi},  \tag{45}\\
\chi_{\psi}^{(\mathrm{el})} & =\frac{1}{V}\left(\frac{\partial \mathcal{P}}{\partial \mathcal{E}}\right)_{\psi}=\left(\frac{\partial P}{\partial \mathcal{E}}\right)_{\psi} . \tag{46}
\end{align*}
$$

In the simple cases " $\varphi$ " is an isothermal/adiabatic and iso-polarization/iso-field processes; it results the following simple compressibility coefficients: $\varkappa_{T, \mathcal{P}}, \varkappa_{T, \mathcal{E}}, \varkappa_{s, \mathcal{P}}$ and $\varkappa_{s, \mathcal{E}}$. Analogously " $\psi$ " as simple process is isothermal/adiabatic and isobaric/isochoric, resulting the following simple electric susceptibilities: $\chi_{T, v}^{(\mathrm{el})}, \chi_{T, \mathfrak{P},}^{(\mathrm{el})} \chi_{s, v}^{(\mathrm{el})}$ and $\chi_{s, \mathfrak{F}}^{(\mathrm{el})}$.
From Eq. (6b) we observe that the isothermal electric susceptibility is proportional to the susceptibility used in the electrodynamics:

$$
\chi_{T, v}^{(\mathrm{el})}=\left(\frac{\partial P}{\partial \mathcal{E}}\right)_{T, v}=\bar{\varepsilon}_{0} \chi_{e}(T, v) .
$$

a.4. The thermal coefficients are of two types, corresponding to the two non-thermal and non-chemical degrees of freedom (the volumic and the electric ones). If we consider only thermal coefficients for extensive parameters, then we can define the following types of simple coefficients:

- the isobaric thermal expansion coefficients (also iso-polarization/iso-field)

$$
\begin{equation*}
\alpha_{y}=\frac{1}{V}\left(\frac{\partial V}{\partial T}\right)_{\mathfrak{P}, y, N}=\frac{1}{v}\left(\frac{\partial v}{\partial T}\right)_{\mathfrak{P}, y}, \tag{47}
\end{equation*}
$$

where the index $y$ is $\mathcal{P}$ or $\mathcal{E}$;

- the pyro-electric coefficients (also isochoric/isobaric)

$$
\begin{equation*}
\pi_{a}=\frac{1}{N}\left(\frac{\partial \mathcal{P}}{\partial T}\right)_{\mathcal{E}, a, N}=\left(\frac{\partial \mathfrak{p}}{\partial T}\right)_{\mathcal{E}, a}, \tag{48}
\end{equation*}
$$

where the index $a$ is $V$ (for the volume $V$ ) or $P$ (for the pressure $\mathfrak{P}$ ).
a.5. The mixed coefficients express correlations between the volumic and the electric degrees of freedom; we mention the following simple coefficients:

- the electro-strictive coefficient

$$
\begin{equation*}
\gamma=\frac{1}{V}\left(\frac{\partial V}{\partial \mathcal{E}}\right)_{T, \mathfrak{P}, N}=\frac{1}{v}\left(\frac{\partial v}{\partial \mathcal{E}}\right)_{T, \mathfrak{P}} ; \tag{49}
\end{equation*}
$$

- the piezo-electric coefficient

$$
\begin{equation*}
\varrho=\frac{1}{N}\left(\frac{\partial \mathcal{P}}{\partial \mathfrak{P}}\right)_{T, \mathcal{E}, N}=\left(\frac{\partial \mathfrak{p}}{\partial \mathfrak{P}}\right)_{T, \mathcal{E}} . \tag{50}
\end{equation*}
$$

### 2.3.2 Relations between simple coefficients

Because the great number of thermodynamic coefficients, corresponding to the dielectrics, we must select among all possible relations between the simple coefficients; therefore, we shall present only the most important relations: the symmetry relations (consequences of some Maxwell relations) and special relations (of the type Reech or Mayer).
In order to emphasize symmetry relations expressed by the temperature, the pressure and the electric field $(T, \mathfrak{P}, \mathcal{E})$, as variables, for an closed system ( $N=$ constant), we use the differential form of the reduced Gibbs pseudo-potential $\widetilde{g}^{*}(T, \mathfrak{P}, \mathcal{E}) \equiv \mathcal{G}^{*} / N$, which is obtained with the general reduction formulae from Eqs. (23) - (24):

$$
\begin{equation*}
\mathrm{d} \widetilde{g}^{*}=-s \mathrm{~d} T+v \mathrm{~d} \mathfrak{P}-\mathfrak{p} \mathrm{d} \mathcal{E} . \tag{51}
\end{equation*}
$$

From the above differential form it results 3 Maxwell relations, which can be expressed by simple coefficients, resulting symmetry relations between these coefficients:

$$
\begin{equation*}
\left(\frac{\partial s}{\partial \mathfrak{P}}\right)_{T, \mathcal{E}}=-\left(\frac{\partial v}{\partial T}\right)_{\mathfrak{P}, \mathcal{E}} \quad \Longrightarrow \quad \lambda_{\mathcal{E}}^{(P)}=-T v \alpha_{\mathcal{E}} \tag{52a}
\end{equation*}
$$

(the relation between the iso-field piezo-caloric coefficient and the isobaric-isofield thermal expansion coefficient);

$$
\begin{equation*}
\left(\frac{\partial s}{\partial \mathcal{E}}\right)_{T, \mathfrak{P}}=\left(\frac{\partial \mathfrak{p}}{\partial T}\right)_{\mathfrak{P}, \mathcal{E}} \quad \Longrightarrow \quad \lambda=T \pi_{P} \tag{52b}
\end{equation*}
$$

(the relation between the isobaric electro-caloric coefficient and the isobaric pyro-electric coefficient);

$$
\begin{equation*}
\left(\frac{\partial v}{\partial \mathcal{E}}\right)_{T, \mathfrak{P}}=-\left(\frac{\partial \mathfrak{p}}{\partial \mathfrak{P}}\right)_{T, \mathcal{E}} \quad \Longrightarrow \quad v \gamma=-\varrho, \tag{52c}
\end{equation*}
$$

(the relation between the electro-strictive coefficient and the piezo-electric coefficient).
Relations of Reech type can be obtained from the general relation (see [16], Eq. (3.25)), resulting the equality between the ratios of the isobaric specific heats, of the compressibility coefficients, and of the electric susceptibilities (isothermal, and respectively adiabatic):

$$
\begin{equation*}
\frac{c_{P, \mathfrak{p}}}{c_{P, \mathcal{E}}}=\frac{\varkappa_{s, \mathcal{E}}}{\varkappa_{T, \mathcal{E}}}=\frac{\chi_{s, \mathfrak{F}}^{(\mathrm{el})}}{\chi_{T, \mathfrak{\beta} \mathfrak{p}}^{(\mathrm{el})}} . \tag{53}
\end{equation*}
$$

Analogously, from the general Mayer relation for the specific heats (see [16] Eq. (3.28)) we obtain in this case

$$
\begin{equation*}
c_{P, \mathcal{E}}-c_{P, \mathfrak{p}}=T v \frac{\alpha_{\mathcal{E}}^{2}}{\chi_{T, \mathfrak{P}}^{(\mathrm{el})}} \tag{54}
\end{equation*}
$$

Similar relations with Eqs. (53) - (54) can be obtained for the coefficients associated to another sets of simple processes (e.g. isochoric, iso-polarization processes).

### 2.3.3 The factorization of some simple coefficients

An important characteristics of some thermodynamic coefficients is the factorization property: the expression of the considered coefficient is the sum of the part corresponding to the absence of the electric field (similarly as for the neutral fluid) and the "electric part", and this result comes from the factorization of the state equations.

We shall present the factorization of some coefficients using the variables of the electric Gibbs representation ${ }^{13}(T, \mathfrak{P}, \mathcal{E}, N)$; in this case the state equations are Eqs. (26).

The entropy is given by Eq. (26a), and here we write it without the variables (for simplicity), and for using later the convenient variables

$$
\begin{equation*}
\mathcal{S}=\mathcal{S}_{0}+\mathcal{S}_{\mathrm{el}} \tag{55}
\end{equation*}
$$

where $\mathcal{S}_{0}$ is the entropy of the dielectric as a neutral fluid, in the absence of the electric field, and $\mathcal{S}_{\text {el }}$ is the electric part of the entropy:

$$
\begin{equation*}
\mathcal{S}_{\mathrm{el}}=\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2}\left(\frac{\partial \bar{\chi}_{e}}{\partial T}\right)_{\mathfrak{P}} N=\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2}\left(\frac{\partial \chi_{e}}{\partial T}\right)_{v} V . \tag{56}
\end{equation*}
$$

Accordingly to the general definition (42), we obtain a factorization of the specific heats:

$$
\begin{equation*}
c_{\varphi}=c_{\varphi}^{(0)}+c_{\varphi}^{(\mathrm{el})} \tag{57}
\end{equation*}
$$

where $c_{\varphi}^{(0)}=T\left(\partial s^{(0)} / \partial T\right)_{\varphi}$ is the specific heat of the dielectric in the absence of the electric field, and $c_{\varphi}^{(\mathrm{el})}=T\left(\partial s^{(\mathrm{el})} / \partial T\right)_{\varphi}$ is the electric part of the specific heat.

For the isobaric processes there are the specific heat at constant electric field or at constant polarization. From Eq. (56) it results

$$
\begin{equation*}
c_{P, \mathcal{E}}^{(\mathrm{el})}=T\left(\frac{\partial \bar{\chi}_{e}}{\partial T}\right)_{\mathfrak{P}} \frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2} . \tag{58}
\end{equation*}
$$

To obtain $c_{P, \mathfrak{p}}^{(\mathrm{el})}$ we express the electric entropy $\mathcal{S}_{\mathrm{el}}$ in terms of the dipolar electric moment (instead the electric field), using Eq. (6b):

$$
\mathcal{S}_{\mathrm{el}}=\frac{\mathfrak{p}^{2}}{2 \bar{\varepsilon}_{0} \bar{\chi}_{e}^{2}}\left(\frac{\partial \bar{\chi}_{e}}{\partial T}\right)_{\mathfrak{P}} N=\frac{-\mathfrak{p}^{2}}{2 \bar{\varepsilon}_{0}}\left(\frac{\partial\left(\bar{\chi}_{e}\right)^{-1}}{\partial T}\right)_{\mathfrak{P}} N ;
$$

[^13]then it results for the electric part of the isobaric-isopolarization specific heat the expression:
\[

$$
\begin{equation*}
c_{P, \mathfrak{p}}^{(\mathrm{el})}=\frac{-\mathfrak{p}^{2}}{2 \bar{\varepsilon}_{0}} T\left(\frac{\partial^{2}\left(\bar{\chi}_{e}\right)^{-1}}{\partial T^{2}}\right)_{\mathfrak{P}} . \tag{59}
\end{equation*}
$$

\]

We observe that for an ideal dielectric $\left(\bar{\chi}_{e}\right)^{-1} \sim T$, so that we obtain $c_{P, \mathfrak{p}}^{(\mathrm{el})}=0$, that is $c_{P, \mathfrak{p}}=$ $c_{P}^{(0)}$ (the iso-polarization specific heat is independent of the electric field) ${ }^{14}$. It is interesting to emphasize that for the ideal dielectrics the internal energy has also particular properties. The electric part of the volumic density of internal energy for an arbitrary dielectric has the expression

$$
\mathfrak{u}^{(\mathrm{el})}=\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2}\left(1+\chi_{e}+T \frac{\partial \chi_{e}}{\partial T}\right) .
$$

For an ideal dielectric we obtain that this energy density is equal to the energy density of the electric field $\mathfrak{u}{ }^{(\text {el })}=\bar{\varepsilon}_{0} \mathcal{E}^{2} / 2=w_{\text {el }}$, that is the whole electric energy is given only by the electric field, without any contribution from the processes of the electric polarization. The behavior of the iso-polarization specific heats and of the internal energy are similar to the neutral fluids which satisfy the Clapeyron - Mendeleev equations, so that it is justified the terminology "ideal" for the dielectrics which have Curie susceptibility.

In contrast with the specific heats, the isobaric electro-caloric coefficient has contribution only from the electric part of the entropy:

$$
\lambda=\bar{\varepsilon}_{0} \mathcal{E} T\left(\frac{\partial \bar{\chi}_{e}}{\partial T}\right)_{\mathfrak{P}} .
$$

The volume is given by Eq. (26b), that is it can be expressed in the form:

$$
V=V_{0}+V_{\mathrm{el}},
$$

where $V$ is the volume of the dielectric as neutral fluid, in the absence of the electrical field, and $V_{\mathrm{el}}$ is the electric part of the volume:

$$
\begin{equation*}
V_{\mathrm{el}}=-\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2}\left(\frac{\partial \bar{\chi}_{e}}{\partial \mathfrak{P}}\right)_{T} N . \tag{60}
\end{equation*}
$$

Accordingly to the general definitions (45) and respectively (47), the isothermal compressibility coefficients $\varkappa_{T, \mathcal{E}}$ and the isobaric thermal expansion coefficient $\alpha_{\mathcal{E}}$ (both of them at constant field) factorize in non-electric part (corresponding to null electric field, when the dielectric behaves as a neutral fluid) and electric part:

$$
\begin{align*}
\varkappa_{T, \mathcal{E}} & =\varkappa_{T}^{(0)}+\varkappa_{T, \mathcal{E}}^{(\mathrm{el})},  \tag{61a}\\
\alpha_{\mathcal{E}} & =\alpha^{(0)}+\alpha_{\mathcal{E}}^{(\mathrm{el})}, \tag{61b}
\end{align*}
$$

[^14]where ${ }^{15}$
\[

$$
\begin{align*}
& \varkappa_{T, \mathcal{E}}^{(\mathrm{el})}=\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2 v_{0}}\left(\frac{\partial^{2} \bar{\chi}_{e}}{\partial \mathfrak{P}^{2}}\right)_{T},  \tag{62a}\\
& \alpha_{\mathcal{E}}^{(\mathrm{el})}=-\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2 v_{0}} \frac{\partial^{2} \bar{\chi}_{e}}{\partial T \partial \mathfrak{P}} . \tag{62b}
\end{align*}
$$
\]

In contrast with the previous coefficients, the electro-strictive coefficient is obtained only from the electric part of the volumic state equation ${ }^{16}$

$$
\begin{equation*}
\gamma \approx-\frac{\bar{\varepsilon}_{0} \mathcal{E}}{v_{0}}\left(\frac{\partial \bar{\chi}_{e}}{\partial \mathfrak{P}}\right)_{T} . \tag{63}
\end{equation*}
$$

### 2.3.4 Thermodynamic processes

Using the previous results we shall present the most significant thermodynamic processes for the dielectrics as closed system (we shall choose the variable set $T, \mathfrak{P}, \mathcal{E}, N=$ constant).
d.1. The isothermal electrization: we consider that initially the dielectric is in null electric field $\left(T, \mathfrak{P}, \mathcal{E}_{i}=0, N\right)$ and we apply the electric field with an isothermal-isobaric process, so that the final state has the parameters: $\left(T, \mathfrak{P}, \mathcal{E}_{f}=\mathcal{E}, N\right)$.
Using Eq. (26a) for the entropy, the heat transfered in this process is

$$
\begin{align*}
\mathcal{Q}_{i f}=T \Delta \mathcal{S}_{i f} & =T\{\mathcal{S}(T, \mathfrak{P}, \mathcal{E}, N)-\mathcal{S}(T, \mathfrak{P}, 0, N)\} \\
& =\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2} T\left(\frac{\partial \bar{\chi}_{\mathcal{e}}}{\partial T}\right)_{\mathfrak{P}} N . \tag{64}
\end{align*}
$$

Since $\bar{\chi}_{e}(T, \mathfrak{P})$ is in general a decreasing function with respect to the temperature, it results that in the electrization process the dielectric yields heat: $\mathcal{Q}_{i f}<0$.
d.2. The adiabatic-isobaric depolarization: we consider that initially the dielectric is in the presence of the electric field $\mathcal{E}$ and it has the temperature $T_{i}$; then, by a quasi-static adiabatic-isobaric process the electric field is decreasing to vanishing value.

Since the equation of this process is $\mathcal{S}(T, \mathfrak{P}, \mathcal{E}, N)=$ constant, with the supplementary conditions $\mathfrak{P}=$ constant and $N=$ constant, then by using Eq. (26a), we obtain the equation of the temperature:

$$
\mathcal{S}\left(T_{i}, \mathfrak{P}, \mathcal{E}, N\right)+\mathcal{S}\left(T_{f}, \mathfrak{P}, 0, N\right)
$$

that is, after simple algebraical operations, we get:

$$
\begin{equation*}
s^{0}\left(T_{i}, \mathfrak{P}\right)+\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2}\left(\frac{\partial \bar{\chi}_{e}}{\partial T}\right)_{\mathfrak{P}}=s^{0}\left(T_{f}, \mathfrak{P}\right) . \tag{65}
\end{equation*}
$$

Because the electric susceptibility is in general an decreasing function in respect to the temperature $\left(\partial \bar{\chi}_{e} / \partial T\right)_{\mathfrak{P}}<0$ and the entropy $s^{0}(T, \mathfrak{P})$ is an increasing function of

[^15]temperature, it results $s_{i}<s_{f}$, that is the dielectric gets cool during the adiabatic depolarization: $T_{f}<T_{i}$.

## d.3. The electro-strictive and piezo-electric effects

The electro-strictive effect means the variation of the volume (of the dielectric) due to the variation of the electric field, in conditions isothermal-isobaric (also the dielectric is a closed system $)^{17}$; and the electro-strictive coefficient is defined by Eq. (49).
The piezo-electric effect means the variation of the dipolar electric moment (of the dielectric), due to the variation of the pressure, in conditions isothermal and at constant electric field (also the dielectric is a closed system) ${ }^{18}$ and the piezo-electric effect coefficient is defined by Eq. (50).
Between coefficients of the two effects it is the symmetry relation (53), and the corresponding expressions can be put in explicit forms using the electric susceptibility:

$$
\begin{equation*}
\gamma=-\frac{1}{v} \varrho=\frac{-\bar{\varepsilon}_{0} \mathcal{E}}{v}\left(\frac{\partial \bar{\chi}_{e}}{\partial \mathfrak{P}}\right)_{T} . \tag{66}
\end{equation*}
$$

We observe that the necessary condition to have an electro-strictive effect and an piezo-electric effect is that $\bar{\chi}_{e}$ depends on the pressure; accordingly to Eqs. (9), it results that only the non-ideal dielectrics can have these effects.
Using the volumic equation of state (26b), we can evaluate the global electro-strictive effect, that is the variation of the volume (of the dielectric) at the isothermal-isobaric electrization:

$$
\begin{equation*}
\Delta V_{i f}(\mathcal{E})=V(T, \mathfrak{P}, \mathcal{E}, N)-V(T, \mathfrak{P}, 0, N)=-\frac{\bar{\varepsilon}_{0} \mathcal{E}^{2}}{2}\left(\frac{\partial \bar{\chi}_{e}}{\partial \mathfrak{P}}\right)_{T} N \tag{67}
\end{equation*}
$$

From the previous expression it results that when the electric susceptibility is a decreasing function of the pressure $\left(\partial \bar{\chi}_{e} / \partial \mathfrak{P}\right)_{T}<0$, then it follows a contraction (a reduction of the volume) at the electrization of the dielectric.

## 3. Magnetic systems

The thermodynamics of magnetic systems has many formal similitude with the thermodynamics of electric systems; in fact, we shall show that it is possible to obtain the most of the results for magnetic systems by simple replacements from the corresponding relations for dielectric systems.

Because this similitude is only formal, and there are physical differences, and on the other side, in order to have an autonomy with respect to the previous section, we shall present briefly the thermodynamics of the magnetic systems independently of the results obtained for the dielectrics. However, for emphasizing the formal similitude between the electric and the magnetic systems, we shall do this presentation analogously to the previous one (which corresponds to dielectrics).

[^16]
### 3.1 General electrodynamic results

Accordingly to the electrodynamics, the magneto-static field created by a distribution of stationary electric currents, in an magnetic medium is characterized by the vectorial fields the intensity of magnetic induction $\mathcal{B}(\mathbf{r})$ and the intensity of the magnetic field $\mathcal{H}(\mathbf{r})$ (called also the magnetic excitation) which satisfy the magneto-static Maxwell equations [17-20]:

$$
\begin{align*}
& \operatorname{rot} \mathcal{H}(\mathbf{r})=\boldsymbol{j}(\mathbf{r}),  \tag{68a}\\
& \operatorname{div} \boldsymbol{\mathcal { B }}(\mathbf{r})=0, \tag{68b}
\end{align*}
$$

where $\boldsymbol{j}(\mathbf{r})$ is the volumic density of the conduction currents (there are excluded the magnetization currents).

Under the influence of the magneto-static field the medium becomes magnetized (it appears magnetization currents), and it is characterized by the magnetic dipolar moment $\mathcal{M}$, respectively by the magnetization (the volumic density of dipolar magnetic moment) $M(\mathbf{r})$ :

$$
\begin{equation*}
M(\mathbf{r}) \equiv \lim _{\delta V \rightarrow 0} \frac{\delta \boldsymbol{\mathcal { M }}(\mathbf{r})}{\delta V(\mathbf{r})} \quad \Longleftrightarrow \quad \mathcal{M}=\int_{V} \mathrm{~d}^{3} \mathbf{r} M(\mathbf{r}) \tag{69}
\end{equation*}
$$

Using the magnetization it results the relation between the characteristic vectors of the magneto-static field:

$$
\begin{equation*}
\mathcal{H}(\mathbf{r})=\frac{1}{\bar{\mu}_{0}} \boldsymbol{\mathcal { B }}(\mathbf{r})-\boldsymbol{M}(\mathbf{r}), \tag{70}
\end{equation*}
$$

where $\bar{\mu}_{0}$ is the magnetic permeability of the vacuum (it is an universal constant depending on the system of units).

The general relation between the intensity of the magnetic field $\mathcal{H}(\mathbf{r})$ and the magnetization $M(\mathbf{r})$ is

$$
\begin{equation*}
M(\mathbf{r})=\hat{\chi}_{\mathrm{m}}(\mathcal{H}, \mathbf{r}): \mathcal{H}(\mathbf{r})+M_{0}(\mathbf{r}), \tag{71a}
\end{equation*}
$$

where $M_{0}$ is the spontaneous magnetization, and $\hat{\chi}_{\mathrm{m}}$ is the magnetic susceptibility tensor (generally it is dependent on the magnetic field).

For simplicity, we shall consider only the particular case when there is no spontaneous magnetization (that is the absence of ferromagnetic phenomena) $M_{0}=0$, and the magnetic medium is linear and isotropic (then $\hat{\chi}_{\mathrm{m}}$ is reducible to a scalar which is independent on the magnetic field); in this last case, Eq. (71a) becomes:

$$
\begin{equation*}
M=\chi_{\mathrm{m}} \mathcal{H} \tag{71b}
\end{equation*}
$$

and Eq. (70) allows a parallelism and proportionality relation between the field vectors:

$$
\begin{equation*}
\mathcal{B}=\bar{\mu}_{0}\left(1+\chi_{\mathrm{m}}\right) \mathcal{H} . \tag{72}
\end{equation*}
$$

In the common cases the susceptibility (for the specified types of magnetic media) depends on the temperature and of the particle density (or of the pressure) in the form:

$$
\begin{equation*}
\chi_{\mathrm{m}}=\mathfrak{n} \bar{\chi}_{\mathrm{m}}(T, \mathfrak{P}), \tag{73}
\end{equation*}
$$

where $\mathfrak{n} \equiv N / V$ is the particle density, and $\bar{\chi}_{\mathrm{m}}$ is the specific (per particle) susceptibility ${ }^{19}$.

[^17]

Fig. 4. The system chosen for the evaluation of the magnetic work.
In the strictly sense, the concrete expression of the magnetic susceptibility per particle is an empirical information of the thermal state equation type. On the basis of the type of specific susceptibility, the linear magnetic media are divided in two classes:
a. the diamagnetic media, which have negative specific susceptibilities, depending very little of the temperature and the pressure ${ }^{20}$

$$
\begin{equation*}
\bar{\chi}_{\mathrm{m}}(T, \mathfrak{P}) \approx \text { constant }<0 ; \tag{74a}
\end{equation*}
$$

b. the paramagnetic media, which have positive specific susceptibilities, with small values; in addition, there are two types of para-magnets:
-ideal para-magnets, having susceptibilities of the Curie type and independent of the pressure

$$
\begin{equation*}
\bar{\chi}_{\mathrm{m}}(T)=\frac{K}{T}, \tag{74b}
\end{equation*}
$$

- non-ideal para-magnets, having susceptibilities of the Curie - Weiss type

$$
\begin{equation*}
\bar{\chi}_{\mathrm{m}}(T, \mathfrak{P})=\frac{K}{T-\Theta(\mathfrak{P})}, \tag{74c}
\end{equation*}
$$

where $K$ is a constant depending on the paramagnet, called Curie constant), and $\Theta(\mathfrak{P})$ is a function of the pressure, having the dimension of a temperature.

Using the general relations of the magneto-statics, we can deduce the expression of the infinitesimal magnetic work, as the energy given to the thermo-isolated magnetic medium when the magnetic field varies:

$$
\begin{equation*}
\delta \mathcal{L}_{\mathrm{m}}=\int_{V_{0}} \mathrm{~d}^{3} \mathbf{r} \mathcal{H} \cdot \delta \mathcal{B}, \tag{75}
\end{equation*}
$$

under the condition that the system is located in the domain with the volume $V_{0}=$ constant, so that outside to this domain the magnetic field is null.

[^18]
## Proof:

The magneto-static field from the magnetic medium is created by conduction electric currents; we consider the situation illustrated in Fig. 4, where inside the domain with the volume $V_{0}$ and fixed external surface $\Sigma_{0}$, there are magnetic media and electric conductors ${ }^{21}$.
In contrast to the electric case, the magnetic work cannot be evaluated directly, since the magnetic forces are not conservative, and also because the variation of the magnetic field produces an electric field through the electro-magnetic induction, accordingly to the Maxwell - Faraday equation

$$
\begin{equation*}
\operatorname{rot} \mathcal{E}(\mathbf{r})=-\frac{\partial \mathcal{B}(\mathbf{r}, t)}{\partial t} \tag{76}
\end{equation*}
$$

For this reasons, the magnetic work, as the variation of the energy corresponding to the magnetic field inside the considered domain, will be evaluated from the electric work on the currents (as sources of the magnetic field) produced by the electric field which was induced at the variation of the magnetic field.
We consider an infinitesimal variation of the magnetic field $\delta \boldsymbol{\mathcal { B }}(\mathbf{r})$ produced in the infinitesimal time interval $\delta t$; the induced electric field performs in the time interval $\delta t$, on the currents, the work

$$
\begin{equation*}
\delta \mathcal{L}_{\mathrm{el}}=\delta t \int_{V_{0}} \mathrm{~d}^{3} \mathbf{r} \boldsymbol{j} \cdot \mathcal{E} \tag{77}
\end{equation*}
$$

Using Eq. (68a) we transform the integrand in the following form:

$$
\boldsymbol{j} \cdot \mathcal{E}=\mathcal{E} \cdot \operatorname{rot} \mathcal{H}=\operatorname{div}(\mathcal{H} \times \mathcal{E})+\mathcal{H} \cdot \operatorname{rot} \mathcal{E}
$$

and it results for the electric work the expression

$$
\delta \mathcal{L}_{\mathrm{el}}=\delta t \int_{V_{0}} \mathrm{~d}^{3} \mathbf{r} \operatorname{div}(\mathcal{H} \times \mathcal{E})+\delta t \int_{V_{0}} \mathrm{~d}^{3} \mathbf{r} \boldsymbol{\mathcal { H }} \cdot \operatorname{rot} \mathcal{E}
$$

We transform the first term in a surface integral, using the Gauss' theorem, and this integral vanishes, because the hypothesis that the magnetic field is null on the frontier of the domain

$$
\int_{V_{0}} \mathrm{~d}^{3} \mathrm{r} \operatorname{div}(\mathcal{H} \times \mathcal{E})=\oint_{\Sigma_{0}} \mathrm{~d} \mathcal{A} \boldsymbol{n}_{0} \cdot(\boldsymbol{\mathcal { H }} \times \mathcal{E})=0
$$

in the second term we use the Maxwell - Faraday equation (76) and we introduce the variation of the magnetic induction with the relation $(\partial \mathcal{B} / \partial t) \delta t=\delta \mathcal{B}$, so that it results

$$
\delta t \int_{V_{0}} \mathrm{~d}^{3} \mathbf{r} \mathcal{H} \cdot \operatorname{rot} \mathcal{E}=-\int_{V_{0}} \mathrm{~d}^{3} \mathbf{r} \mathcal{H} \cdot \frac{\partial \mathcal{B}}{\partial t} \delta t=-\int_{V_{0}} \mathrm{~d}^{3} \mathbf{r} \mathcal{H} \cdot \delta \mathcal{B}
$$

We observe that the electric work, determined previously, must be compensated by an additional work supplied from outside; therefore the magnetic work given to the system for an infinitesimal variation of the magnetic field is $\delta \mathcal{L}_{\mathrm{m}}=-\delta \mathcal{L}_{\mathrm{el}}$, and it results Eq. (75).

We note that the expression (75) for the magnetic work, implies a domain for integration with a fixed volume $\left(V_{0}\right)$, and in addition the magnetic field must vanish outside this domain.

[^19]

Fig. 5. The open system model.
By comparing the expressions of the magnetic work and electric work (10) we observe the formal similitude between these formula, and this leads to the following substitution rule to obtain the magnetic results from the electric ones:

$$
\left\{\begin{array}{l}
\mathcal{E} \longrightarrow \mathcal{H} \\
\mathcal{D} \longrightarrow \mathcal{B}
\end{array}\right.
$$

However this similitude is only formal, since from the physical point of view, the correspondence between the electrical field vectors and the magnetic ones is $\mathcal{E} \leftrightarrow \mathcal{B}$ and $\mathcal{D} \leftrightarrow \mathcal{H}$.

In the following we shall present the consequences derived from the expression of the magnetic work (75) in an analog manner as the electric case; therefore we shall consider two methods to deal with the thermodynamics of the magnetic media, based on the expression of the magnetic work (and of the necessary conditions for the validity of this expression).

1. The open system method: we consider a fixed domain (having the volume $V=$ constant) which contains an magneto-static field inside, but outside to this domain the magneto-static field vanishes; the interesting system is the magnetic medium located inside the above specified domain, as an open thermodynamic system (the magnetic medium fills completely the domain, but there is a part of this medium, outside the domain at vanishing magneto-static field, because the frontier is totally permeable).

We note the following characteristic features of this situation:

- the thermodynamic system (the portion of the magnetic medium located in magneto-static field) has a fixed volume ( $V=V_{0}=$ constant $)$, but it is an open thermodynamic system ( $N \neq$ constant);
- the magneto-striction effect (this is the variation of the volume produced by the variation of the magnetic field) in this case leads to the variation of the particle number, or in another words, by variation of the particle density $\mathfrak{n} \equiv N / V_{0} \neq$ constant;
- in the simplest case, when we consider a homogeneous magneto-static field ${ }^{22}$, inside the domain with the volume $V_{0}$, infinitesimal magnetic work can be written in the form

$$
\begin{equation*}
\delta \mathcal{L}_{\mathrm{m}}=\mathcal{H} \delta\left(V_{0} \mathcal{B}\right), \tag{78}
\end{equation*}
$$

[^20]

Fig. 6. The model for the closed system.
and this implies the following definition for the magnetic state parameters

$$
\left\{\begin{array}{l}
X_{\mathrm{m}}=V_{0} \mathcal{B} \equiv \mathfrak{B},  \tag{7}\\
P_{\mathrm{m}}=\mathcal{H} ;
\end{array}\right.
$$

[in this case $V=$ constant, that is the volumic degree of freedom for this system is frozen; but we emphasize that the expression $\delta \mathcal{L}_{\mathrm{m}}=\mathcal{H} \delta(V \mathcal{B})$ when the volume of the system $V$ can varies is incorrect].
2. The closed system method: we consider the magnetic medium surrounded by an non-magnetic medium, so that the magnetic medium does not occupy the whole space where is present the magnetic field.
In this case it is necessary to define the compound system corresponding to the domain with magnetic field

$$
\mathfrak{S}^{(\tau)}=\mathfrak{S} \bigcup \mathfrak{S}^{\prime}
$$

where $\mathfrak{S}$ is the magnetic system with the volume $V$, and $\mathfrak{S}^{\prime}$ is an auxiliary non-magnetic system having the volume $V^{\prime}=V_{0}-V$, as it is illustrated in Fig. 6.

We must remark that the auxiliary system (having negligible magnetic properties) is necessary in order to obtain the condition $\mathcal{H} \rightarrow 0$ towards the frontier of the domain which have the volume $V_{0}$, and also it produces a pressure on the magnetic medium; thus, the volume of the magnetic medium is not fixed and we can distinguish directly magneto-striction effects.

Because the magnetization $M$ is non-vanishing only in the domain $V$, occupied by the system $\mathfrak{S}$, we transform the expression (75) using Eq. (70), in order to extract the magnetization work on the subsystem $\mathfrak{S}$

$$
\begin{aligned}
\delta \mathcal{L}_{\mathrm{m}}^{(\tau)}=\int_{V_{0}} \mathrm{~d}^{3} \mathbf{r} \mathcal{H} \cdot \delta \mathcal{B} & =\int_{V_{0}} \mathrm{~d}^{3} \mathbf{r} \mathcal{H} \cdot \bar{\mu}_{0} \delta \mathcal{H}+\int_{V_{0}} \mathrm{~d}^{3} \mathbf{r} \mathcal{H} \cdot \bar{\mu}_{0} \delta \boldsymbol{M} \\
& \equiv \delta W_{\mathcal{H}}^{(\tau)}+\delta \mathcal{L}_{\mathrm{M}},
\end{aligned}
$$

where $\delta W_{\mathcal{H}}^{(\tau)}$ is the variation of the energy for the field inside the total volume $V_{0}$, and $\delta \mathcal{L}_{\mathrm{p}}$ is the work for magnetize the magnetic medium.

The first term allows the separation of the contributions corresponding the two subsystems when the energy of the magneto-static field changes:

$$
\begin{aligned}
\delta W_{\mathcal{H}}^{(\tau)}=\int_{V_{0}} \mathrm{~d}^{3} \mathbf{r} \delta\left(\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2}\right) & =\delta\left\{\int_{V} \mathrm{~d}^{3} \mathbf{r} \frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2}\right\}+\delta\left\{\int_{V^{\prime}} \mathrm{d}^{3} \mathbf{r} \frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2}\right\} \\
& =\delta W_{\mathcal{H}}+\delta W_{\mathcal{H}}^{\prime}
\end{aligned}
$$

The second term can be interpreted as magnetization work and it implies only the magnetic medium; in order to include the possible magneto-strictive effects, we shall write this term in the form

$$
\begin{aligned}
\delta \mathcal{L}_{\mathrm{M}}=\int_{V_{0}} \mathrm{~d}^{3} \mathbf{r} \bar{\mu}_{0} \boldsymbol{\mathcal { H }} \cdot \delta \boldsymbol{M} & =\int_{V_{f}} \mathrm{~d}^{3} \mathbf{r} \bar{\mu}_{0} \boldsymbol{\mathcal { H }} \cdot \boldsymbol{M}_{f}-\int_{V_{i}} \mathrm{~d}^{3} \mathbf{r} \bar{\mu}_{0} \boldsymbol{\mathcal { H }} \cdot \boldsymbol{M}_{i} \\
& =\left.\delta\left\{\int_{V} \mathrm{~d}^{3} \mathbf{r} \bar{\mu}_{0} \boldsymbol{\mathcal { H }} \cdot \boldsymbol{M}\right\}\right|_{\mathcal{H}=\text { const. }}
\end{aligned}
$$

that is, the magnetization work implies the variation of the magnetization $\delta \boldsymbol{M}$ and also the variation of the volume $\delta V$ of the magnetic medium, with the condition of constant magnetic field: $\mathcal{H}=$ constant (during the process).

On the basis of the previous results we can separate the contribution of the magnetic work on the magnetic medium $\left(\delta \mathcal{L}_{\mathrm{m}}\right)$ from those on the auxiliary non-magnetic system $\left(\delta W_{\mathcal{H}}^{\prime}\right)$ :

$$
\begin{align*}
\delta \mathcal{L}_{\mathrm{m}}^{(\tau)} & =\delta \mathcal{L}_{\mathrm{m}}+\delta W_{\mathcal{H}}^{\prime}  \tag{80a}\\
\delta \mathcal{L}_{\mathrm{m}} & =\delta \mathcal{L}_{\mathrm{M}}+\delta W_{\mathcal{H}} \tag{80b}
\end{align*}
$$

For the magnetic work on the magnetic medium (the subsystem $\mathfrak{S}$ ) we observe two interpretations in the case when $\mathfrak{S}$ is homogeneous ${ }^{23}$ :

1. we take into account only the magnetization work $\delta \mathcal{L}_{\mathrm{M}}$ and we neglect systematically the energy of the magnetic field inside the magnetic medium $\delta W_{\mathcal{H}}$; then the magnetization work in the uniform magnetic field can be expressed with the dipolar magnetic moment

$$
\begin{equation*}
\delta \mathcal{L}_{\mathrm{M}}=\bar{\mu}_{0} \mathcal{H} \cdot \delta \int_{V} \mathrm{~d}^{3} \mathbf{r} \boldsymbol{M}=\bar{\mu}_{0} \mathcal{H} \cdot \delta \boldsymbol{\mathcal { M }} \tag{81}
\end{equation*}
$$

2. we estimate the contributions of the both terms from Eq. (80b), taking into account the implications due to the homogeneity of the system:

$$
\begin{aligned}
\mathrm{d} \mathcal{L}_{\mathrm{M}} & =\bar{\mu}_{0} \mathcal{H} \mathrm{~d} \mathcal{M}=\bar{\mu}_{0} \mathcal{H} \mathrm{~d}(V M) \\
\mathrm{d} W_{\mathcal{H}} & =\mathrm{d}\left(\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2} V\right)=-\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2} \mathrm{~d} V+\mathcal{H} \mathrm{d}\left(V \bar{\mu}_{0} \mathcal{H}\right) .
\end{aligned}
$$

so that we obtain the total magnetic work performed by the magnetic system

$$
\begin{equation*}
\mathrm{d} \mathcal{L}_{\mathrm{m}}=\mathrm{d} \mathcal{L}_{\mathrm{M}}+\mathrm{d} W_{\mathcal{H}}=-\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2} \mathrm{~d} V+\mathcal{H} \mathrm{d}(V \mathcal{B}) \tag{82}
\end{equation*}
$$

[^21]and the last expression can be interpreted as an work performed on two degrees of freedom (volumic and magnetic).

We observe that for isotropic magnetic media the vectors $\mathcal{H}, \mathcal{B}$ and $\boldsymbol{M}$ are colinear; therefore, we shall omit the vector notation, for simplicity.

### 3.2 Thermodynamic potentials

We shall discuss, for simplicity, only the case when the magnetic system is homogeneous and of fluid type, being surrounded by a non-magnetic environment. Then, the fundamental thermodynamic differential form is:

$$
\begin{equation*}
\mathrm{d} \mathcal{U}=\mathrm{d} \mathcal{Q}+\mathrm{d} \mathcal{L}_{V}+\mathrm{d} \mathcal{L}_{\mathrm{m}}+\mathrm{d} \mathcal{L}_{N} \tag{83}
\end{equation*}
$$

For the thermodynamic study of the magnetic system there are many methods, depending the choice of the fundamental variables (corresponding to the choice of the concrete expression for the magnetic work $đ \mathcal{L}_{\mathrm{m}}$ ).

### 3.2.1 Pseudo-potentials method

We replace the expression (80b) - (81) for the magnetic work, and also the expression for the other forms of work and for the heat; then, the fundamental thermodynamic differential form has the explicit expression:

$$
\begin{equation*}
\mathrm{d} \mathcal{U}=T \mathrm{~d} \mathcal{S}-\mathfrak{P} \mathrm{d} V+\bar{\mu}_{0} \mathcal{H} \mathrm{~d} \mathcal{M}+\mathrm{d} W_{\mathcal{H}}+\mu \mathrm{d} N \tag{84}
\end{equation*}
$$

We observe that the preceding differential form contains a term $\mathrm{d} W_{\mathcal{H}}$ which is a exact total differential (from the mathematical point of view) and it represents the variation of the energy of the magnetic field located in the space occupied by the magnetic medium; we put this quantity in the left side of the above equality we obtain:

$$
\begin{equation*}
\mathrm{d} \tilde{\mathcal{U}}=T \mathrm{~d} \mathcal{S}-\mathfrak{P} \mathrm{d} V+\bar{\mu}_{0} \mathcal{H} \mathrm{~d} \mathcal{M}+\mu \mathrm{d} N \tag{85}
\end{equation*}
$$

where $\widetilde{\mathcal{U}} \equiv \mathcal{U}-W_{\mathcal{H}}$ is the internal pseudo-energy of the magnetic medium ${ }^{24}$.
We present some observations concerning the differential form (85):

- $\tilde{\mathcal{U}}(\mathcal{S}, V, \mathcal{M}, N)$ is equivalent to the fundamental thermodynamic equation of the system, since it contains the whole thermodynamic information about the system (that is, its derivatives are the state equations); and on the other side, the pseudo-energy has no specified convexity properties (because it was obtained by subtracting a part of the energy from the total internal energy of the system);
- $\widetilde{\mathcal{U}}(\mathcal{S}, V, \mathcal{M}, N)$ is a homogeneous function of degree 1 (because it is obtained as a difference of two homogeneous functions of degree 1);

[^22]- by considering the differential form (85) as similar to the fundamental thermodynamic differential form, it follows that the magnetic state parameters are

$$
\left\{\begin{array}{l}
\widetilde{X}_{m}=\mathcal{M}=M V, \\
\widetilde{P}_{m}=\bar{\mu}_{0} \mathcal{H} ;
\end{array}\right.
$$

- if we perform the Legendre transformations of the function $\widetilde{\mathcal{U}}(\mathcal{S}, V, \mathcal{M}, N)$, then we obtain objects of the thermodynamic potential types (that is, the derivatives of these quantities give the state equations of the magnetic medium); however, these objects are not true thermodynamic potentials (firstly since they have not the needed properties of convexity-concavity), so that they are usually called thermodynamic pseudo-potentials.

In the following we shall present briefly only the most used pseudo-potentials: the magnetic pseudo-free energy and the magnetic Gibbs pseudo-potential.
a.1. The magnetic pseudo-free energy is the Legendre transformation on the thermal and magnetic degrees of freedom ${ }^{25}$

$$
\begin{equation*}
\widetilde{\mathcal{F}}^{*} \equiv \tilde{\mathcal{U}}-T \mathcal{S}-\bar{\mu}_{0} \mathcal{H} \mathcal{M}, \tag{86}
\end{equation*}
$$

having the differential form ${ }^{26}$ :

$$
\begin{equation*}
\mathrm{d} \widetilde{\mathcal{F}}^{*}=-\mathcal{S} \mathrm{d} T-\mathfrak{P} \mathrm{d} V-\mathcal{M} \mathrm{d}\left(\bar{\mu}_{0} \mathcal{H}\right)+\mu \mathrm{d} N \tag{87}
\end{equation*}
$$

so that it allows the deduction of the state equations in the representation $(T, V, \mathcal{H}, N)$.
We consider the simplest case, when the magnetic medium behaves as a neutral fluid, having the free energy $\mathcal{F}_{0}(T, V, N)$, in the absence of the magnetic field and when the magnetic susceptibility is $\chi_{m}(T, V / N)$; then, we can consider as known the magnetic state equation (the expression of the dipolar magnetic moment):

$$
\left(\frac{\partial \widetilde{\mathcal{F}}^{*}}{\partial \mathcal{H}}\right)_{T, V, N}=-\bar{\mu}_{0} \mathcal{M}(T, V, \mathcal{H}, N)=-\bar{\mu}_{0} \chi_{m}(T, V / N) \mathcal{H} V .
$$

By partial integration, with respect to the magnetic field, and taking into account that at vanishing magnetic field the magnetic pseudo-free energy reduces to the proper free energy (the Helmholtz potential):

$$
\left.\widetilde{\mathcal{F}}^{*}\right|_{\mathcal{H}=0}=\mathcal{U}_{0}-T \mathcal{S}_{0}=\mathcal{F}_{0}(T, V, N),
$$

we obtain:

$$
\begin{align*}
\widetilde{\mathcal{F}}^{*}(T, V, \mathcal{H}, N) & =\mathcal{F}_{0}(T, V, N)+\mathcal{F}_{\text {mag }}^{*}(T, V, \mathcal{H}, N),  \tag{88a}\\
\mathcal{F}_{\operatorname{mag}}^{*}(T, V, \mathcal{H}, N) & \equiv-\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2} \chi_{m}(T, V / N) V \tag{88b}
\end{align*}
$$

[^23]that is, the magnetic pseudo-free energy of the magnetic medium is the sum of the free energy at null magnetic field and the magnetic part $\mathcal{F}_{\text {mag }}^{*}$.

The factorization property of the magnetic pseudo-free energy is transmitted to the non-magnetic state equations: the entropy, the pressure and the chemical potential (these are sums of the non-magnetic part, corresponding to null magnetic field, and the magnetic part):

$$
\begin{align*}
& \mathcal{S}(T, V, \mathcal{H}, N)=-\left(\frac{\partial \widetilde{\mathcal{F}}^{*}}{\partial T}\right)_{V, \mathcal{H}, N}=\mathcal{S}_{0}(T, V, N)+\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2}\left(\frac{\partial \chi_{m}}{\partial T}\right)_{V, N} V,  \tag{89a}\\
& \mathfrak{P}(T, V, \mathcal{H}, N)=-\left(\frac{\partial \widetilde{\mathcal{F}}^{*}}{\partial V}\right)_{T, \mathcal{H}, N}=\mathfrak{P}_{0}(T, V, N)+\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2}\left(\frac{\partial\left(\chi_{m} V\right)}{\partial V}\right)_{T, N},  \tag{89b}\\
& \mu(T, V, \mathcal{H}, N)=\left(\frac{\partial \widetilde{\mathcal{F}}^{*}}{\partial N}\right)_{T, V, \mathcal{H}}=\mu_{0}(T, V, N)-\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2}\left(\frac{\partial \chi_{m}}{\partial N}\right)_{T, V} V . \tag{89c}
\end{align*}
$$

a.2. The magnetic Gibbs pseudo-potential is defined, analogously to the previous case, as the Legendre transformation on the thermal, volumic and magnetic degrees of freedom ${ }^{27}$

$$
\begin{equation*}
\widetilde{\mathcal{G}}^{*} \equiv \widetilde{\mathcal{U}}-T \mathcal{S}+\mathfrak{P} V-\bar{\mu}_{0} \mathcal{H} \mathcal{M} \tag{90}
\end{equation*}
$$

having the differential form

$$
\begin{equation*}
\mathrm{d} \widetilde{\mathcal{G}}^{*}=-\mathcal{S} \mathrm{d} T+V \mathrm{~d} \mathfrak{P}-\mathcal{M} \mathrm{d}\left(\bar{\mu}_{0} \mathcal{H}\right)+\mu \mathrm{d} N, \tag{91}
\end{equation*}
$$

so that it allows the deduction of the state equations in the representation $(T, \mathfrak{P}, \mathcal{H}, N)$.
We consider the simplest case (analogously in the former case), when the magnetic medium behaves as a neutral fluid, having the proper Gibbs potential (the free enthalpy) $\mathcal{G}_{0}(T, \mathfrak{P}, N)$ in the absence of the magnetic field and when the magnetic susceptibility is $\bar{\chi}_{m}(T, \mathfrak{P})$; then, we can consider as known the magnetic state equation (the expression of the dipolar magnetic moment):

$$
\left(\frac{\partial \widetilde{\mathcal{G}}^{*}}{\partial \mathcal{H}}\right)_{T, \mathfrak{P}, N}=-\bar{\mu}_{0} \mathcal{M}(T, \mathfrak{P}, \mathcal{H}, N)=-\bar{\mu}_{0} \bar{\chi}_{m}(T, \mathfrak{P}) \mathcal{H} N .
$$

By partial integration, with respect to the magnetic field, and because at null magnetic field the magnetic Gibbs pseudo-potential reduces to the proper Gibbs potential:

$$
\left.\widetilde{\mathcal{G}}^{*}\right|_{\mathcal{H}=0}=\mathcal{U}_{0}-T \mathcal{S}_{0}+\mathfrak{P} V_{0}=\mathcal{G}_{0}(T, \mathfrak{P}, N),
$$

we obtain:

$$
\begin{align*}
\widetilde{\mathcal{G}}^{*}(T, \mathfrak{P}, \mathcal{H}, N) & =\mathcal{G}_{0}(T, \mathfrak{P}, N)+\mathcal{G}_{\text {mag }}^{*}(T, \mathfrak{P}, \mathcal{H}, N),  \tag{92a}\\
\mathcal{G}_{\text {mag }}^{*}(T, \mathfrak{P}, \mathcal{H}, N) & \equiv-\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2} \bar{\chi}_{m}(T, \mathfrak{P}) N, \tag{92b}
\end{align*}
$$

that is, the magnetic Gibbs pseudo-potential of the magnetic medium is the sum of the Gibbs potential at null magnetic field and the magnetic part $\mathcal{G}_{\text {mag }}^{*}$.

[^24]The additivity (factorization) property of the magnetic Gibbs pseudo-potential is transmitted to the non-magnetic state equations: the entropy, the volume and the chemical potential (these are sums of the non-magnetic part, corresponding to vanishing magnetic field, and the magnetic part):

$$
\begin{align*}
& \mathcal{S}(T, \mathfrak{P}, \mathcal{H}, N)=-\left(\frac{\partial \widetilde{\mathcal{G}}^{*}}{\partial T}\right)_{\mathfrak{P}, \mathcal{H}, N}=\mathcal{S}_{0}(T, \mathfrak{P}, N)+\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2}\left(\frac{\partial \bar{\chi}_{m}}{\partial T}\right)_{\mathfrak{P}} N,  \tag{93a}\\
& V(T, \mathfrak{P}, \mathcal{H}, N)=\left(\frac{\partial \widetilde{\mathcal{G}}^{*}}{\partial \mathfrak{P}}\right)_{T, \mathcal{H}, N}=V_{0}(T, \mathfrak{P}, N)-\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2}\left(\frac{\partial \bar{\chi}_{m}}{\partial \mathfrak{P}}\right)_{T} N,  \tag{93b}\\
& \mu(T, \mathfrak{P}, \mathcal{H}, N)=\left(\frac{\partial \widetilde{\mathcal{G}}^{*}}{\partial N}\right)_{T, \mathfrak{P}, \mathcal{H}}=\mu_{0}(T, \mathfrak{P})-\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2} \bar{\chi}_{m}(T, \mathfrak{P}) . \tag{93c}
\end{align*}
$$

We observe, in addition, that the magnetic Gibbs pseudo-potential is a maximal Legendre transformation, so that with the Euler relation we obtain

$$
\begin{equation*}
\widetilde{\mathcal{G}}^{*}(T, \mathfrak{P}, \mathcal{H}, N)=\mu(T, \mathfrak{P}, \mathcal{H}) N . \tag{94}
\end{equation*}
$$

### 3.2.2 The method of modified potentials

We use the expression (82) for the magnetic work, without to extract terms of the total exact differential type from the internal energy of the magnetic medium; then, the differential form (83) can be written in the following explicit manner:

$$
\begin{align*}
\mathrm{d} \mathcal{U} & =T \mathrm{~d} \mathcal{S}-\left(\mathfrak{P}+\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2}\right) \mathrm{d} V+\mathcal{H} \mathrm{d}(\mathcal{B} V)+\mu \mathrm{d} N \\
& =T \mathrm{~d} \mathcal{S}-\pi \mathrm{d} V+\mathcal{H} \mathrm{d} \mathfrak{B}+\mu \mathrm{d} N \tag{95}
\end{align*}
$$

We observe that in this case the magnetic work has contributions on two thermodynamic degrees of freedom, so that we must redefine the magnetic and volumic state parameters:

$$
\begin{array}{ll}
X_{V}=V, & P_{V}^{\prime}=-\pi \equiv-\left(\mathfrak{P}+\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2}\right), \\
X_{\mathcal{H}}^{\prime}=\mathfrak{B} \equiv \mathcal{B} V, & P_{\mathcal{H}}=\mathcal{H} . \tag{96b}
\end{array}
$$

In this last case it appears the following peculiarities:
$-V$ and $\mathfrak{B} \equiv \mathcal{B} V$ must be considered as independent variables,

- the effective pressure has an supplementary magnetic contribution $\bar{\mu}_{0} \mathcal{H}^{2} / 2$.

Although the modified potential method implies the employment of some unusual state parameters, however it has the major advantage that $\mathcal{U}(\mathcal{S}, V, \mathfrak{B}, N)$ is the true fundamental energetic thermodynamic equation, and it is a convex and homogeneous of degree 1 function; thus, it is valid the Euler equation:

$$
\begin{equation*}
\mathcal{U}=T \mathcal{S}-\pi V+\mathcal{H} \mathfrak{B}+\mu N \tag{97}
\end{equation*}
$$

and it is possible to define true thermodynamic potential with Legendre transformations. From the Euler relation (97) and passing to the common variables, it results

$$
\mathcal{U}=T \mathcal{S}-\mathfrak{P} V+\bar{\mu}_{0} \mathcal{H} M V+\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2} V+\mu N
$$

so that it is ensured that $\widetilde{\mathcal{U}} \equiv \mathcal{U}-W_{\mathcal{H}}$ is a homogeneous function of degree 1 with respect to the variables $(\mathcal{S}, V, \mathcal{M}, N)$.

In order to compare the results of the method of modified potentials with those of the method of the pseudo-potentials we shall present only the magnetic free energy and the magnetic Gibbs potential as energetic thermodynamic potentials.
b.1. The magnetic free energy is the Legendre transformation on the thermal and magnetic degrees of freedom

$$
\begin{equation*}
\mathcal{F}^{*}(T, V, \mathcal{H}, N) \equiv \inf _{\mathcal{S}, \mathfrak{B}}\{\mathcal{U}(\mathcal{S}, V, \mathfrak{B}, N)-T \mathcal{S}-\mathcal{H} \mathfrak{B}\} \tag{98}
\end{equation*}
$$

and it has the following differential form ${ }^{28}$ :

$$
\begin{equation*}
\mathrm{d} \mathcal{F}^{*}=-\mathcal{S} \mathrm{d} T-\pi \mathrm{d} V-\mathfrak{B} \mathrm{d} \mathcal{H}+\mu \mathrm{d} N . \tag{99}
\end{equation*}
$$

We shall emphasize some important properties of the magnetic free energy $\mathcal{F}^{*}(T, V, \mathcal{H}, N)$.

1. When the magnetic field vanishes it becomes the proper free energy (Helmholtz potential)

$$
\mathcal{F}^{*}(T, V, 0, N)=\mathcal{U}_{0}(T, V, N)-T \mathcal{S}_{0}(T, V, N)=\mathcal{F}_{0}(T, V, N) .
$$

2. The magnetic state equation is

$$
\left(\frac{\partial \mathcal{F}^{*}}{\partial \mathcal{H}}\right)_{T, V, N}=-\mathfrak{B}(T, V, \mathcal{H}, N)=-\bar{\mu}_{0}\left[1+\chi_{m}(T, V / N)\right] \mathcal{H} V .
$$

3. By partial integration with respect to the magnetic field and the use of the condition of null field, we obtain the general expression of the magnetic free energy (for a linear and homogeneous magnetic medium)

$$
\begin{equation*}
\mathcal{F}^{*}(T, V, \mathcal{H}, N)=\mathcal{F}_{0}(T, V, N)-\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2}\left[1+\chi_{m}(T, V / N)\right] V . \tag{100}
\end{equation*}
$$

4. $\mathcal{F}^{*}(T, V, \mathcal{H}, N)$ is a function concave in respect to the variables $T$ and $\mathcal{H}$; as a result we get the relation

$$
\left(\frac{\partial^{2} \mathcal{F}^{*}}{\partial \mathcal{H}^{2}}\right)_{T, V, N}=-\bar{\mu}_{0}\left[1+\chi_{m}\right] V<0,
$$

and it follows "the stability condition" $\chi_{m}>-1$. We observe that the thermodynamics allows the existence of negative values of the magnetic susceptibility, that is the diamagnetism; the minimum value $\chi_{m}=-1$ corresponds to the perfect diamagnetism.

[^25]5. The state equations, deduced from Eq. (100) are:
\[

$$
\begin{align*}
& \mathcal{S}(T, V, \mathcal{H}, N)=-\left(\frac{\partial \mathcal{F}^{*}}{\partial T}\right)_{V, \mathcal{H}, N}=\mathcal{S}_{0}(T, V, N)+\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2}\left(\frac{\partial \chi_{m}}{\partial T}\right)_{V, N} V,  \tag{101a}\\
& \pi(T, V, \mathcal{H}, N)=-\left(\frac{\partial \mathcal{F}^{*}}{\partial V}\right)_{T, \mathcal{H}, N}=\mathfrak{P}_{0}(T, V, N)+\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2}\left[1+\left(\frac{\partial\left(\chi_{m} V\right)}{\partial V}\right)_{T, N}\right]  \tag{101b}\\
& \mu(T, V, \mathcal{H}, N)=\left(\frac{\partial \mathcal{F}^{*}}{\partial N}\right)_{T, V, \mathcal{H}}=\mu_{0}(T, V, N)-\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2}\left(\frac{\partial \chi_{m}}{\partial N}\right)_{T, V} V . \tag{101c}
\end{align*}
$$
\]

Because $\pi=\mathfrak{P}+\bar{\mu}_{0} \mathcal{H}^{2} / 2$, it results that the state equations (101) are identical with Eqs. (89), and this shows that $\widetilde{\mathcal{F}}^{*}$ (the correspondent pseudo-potential to $\mathcal{F}^{*}$ ) gives correct state equations.
From Eq. (100) it result that the free energy (Helmholtz potential) is

$$
\mathcal{F}=\mathcal{F}^{*}+\mathcal{H} \mathfrak{B}=\mathcal{F}_{0}+\frac{\mathcal{H} \mathcal{B}}{2} V,
$$

so that the electric part of the volumic density of free energy is:

$$
f_{\operatorname{mag}} \equiv \frac{\mathcal{F}-\mathcal{F}_{0}}{V}=\frac{\mathcal{H B}}{2} .
$$

We emphasize that in many books the previous expression for the magnetic part of the free energy density is erroneously considered as magnetic part of the internal energy density.
Correctly, the internal energy has the expression

$$
\mathcal{U}=\mathcal{F}^{*}+T \mathcal{S}+\mathcal{H} \mathfrak{B}=\left(\mathcal{F}_{0}+T \mathcal{S}_{0}\right)+\left(\frac{\mathcal{H} \mathcal{B}}{2}+\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2} T \frac{\partial \chi_{m}}{\partial T}\right) V,
$$

so that the magnetic part of the volumic density of internal energy is

$$
\mathfrak{u}_{\text {mag }}=\frac{\mathcal{U}-\mathcal{U}_{0}}{V}=\frac{\mathcal{H} \mathcal{B}}{2}+\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2} T \frac{\partial \chi_{m}}{\partial T} \neq \frac{\mathcal{H B}}{2} .
$$

b.2. The magnetic Gibbs potential is defined analogously, as the Legendre transformation on the thermal, volumic and magnetic degrees of freedom

$$
\begin{equation*}
\mathcal{G}^{*}(T, \pi, \mathcal{H}, N) \equiv \inf _{\mathcal{S}, V, \mathfrak{B}}\{\mathcal{U}(\mathcal{S}, V, \mathfrak{B}, N)-T \mathcal{S}+\pi V-\mathcal{H} \mathfrak{B}\} \tag{102}
\end{equation*}
$$

and it has the differential form

$$
\begin{equation*}
\mathrm{d} \mathcal{G}^{*}=-\mathcal{S} \mathrm{d} T+V \mathrm{~d} \pi-\mathfrak{B} \mathrm{d} \mathcal{H}+\mu \mathrm{d} N \tag{103}
\end{equation*}
$$

According to the definition, $\mathcal{G}^{*}$ is a maximal Legendre transform, so that the Euler relation leads to:

$$
\begin{equation*}
\mathcal{G}^{*}=\mu N . \tag{104}
\end{equation*}
$$

On the other side, by replacing the variables $\pi$ and $\mathfrak{B}$, accordingly to the definitions (96), we obtain the the magnetic Gibbs potential is equal to the magnetic Gibbs pseudo-potential ${ }^{29}$ (but they have different variables):

$$
\begin{aligned}
\mathcal{G}^{*}(T, \pi, \mathcal{H}, N) & =\widetilde{\mathcal{G}}^{*}(T, \mathfrak{P}, \mathcal{H}, N) \\
\pi & =\mathfrak{P}+\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2} .
\end{aligned}
$$

From the preceding properties it follows that the equations deduced from the potential $\mathcal{G}^{*}$ are identical with Eqs. (93); we observe, however, that it is more convenient to use the pseudo-potential $\widetilde{\mathcal{G}}^{*}$, because this has more natural variables than the corresponding potential $\mathcal{G}^{*}$.

### 3.2.3 Thermodynamic potentials for open systems

Previously we have shown that the magnetic work implies two methods for treating the magnetic media: either as a closed subsystem of a compound system (this situation was discussed above), or as an open system located in a fixed volume (and the magnetic field is different from zero only inside the domain with fixed volume).

If we use the second method, then the magnetic work has the expression (78) and the magnetic medium system has only 3 thermodynamic degrees of freedom: thermal, magnetic and chemical (the volumic degree of freedom is frozen); then, the fundamental differential form is

$$
\begin{equation*}
\mathrm{d} \mathcal{U}=T \mathrm{~d} \mathcal{S}+\mathcal{H} \mathrm{d}\left(V_{0} \mathcal{B}\right)+\mu \mathrm{d} N . \tag{105}
\end{equation*}
$$

Among the thermodynamic potentials, obtained by Legendre transformations of the energetic fundamental thermodynamic equation, denoted as $\mathcal{U}\left(\mathcal{S}, V_{0} \mathcal{B}, N\right) \equiv \mathcal{U}\left(\mathcal{S}, \mathfrak{B}, N ; V_{0}\right)$, we shall present only the magnetic free energy:

$$
\begin{equation*}
\mathcal{F}^{*}\left(T, \mathcal{H}, N ; V_{0}\right) \equiv \inf _{\mathcal{S}, \mathfrak{B}}\left\{\mathcal{U}\left(\mathcal{S}, \mathfrak{B}, N ; V_{0}\right)-T \mathcal{S}-\mathcal{H} \mathfrak{B}\right\}, \tag{106}
\end{equation*}
$$

which has the following properties:

1. the differential form:

$$
\begin{equation*}
\mathrm{d} \mathcal{F}^{*}=-\mathcal{S} \mathrm{d} T-V_{0} \mathcal{B} \mathrm{~d} \mathcal{H}+\mu \mathrm{d} N \tag{107}
\end{equation*}
$$

2. it reduces to the free energy (the Helmholtz potential) at vanishing magnetic field

$$
\mathcal{F}^{*}\left(T, 0, N ; V_{0}\right)=\mathcal{U}_{0}\left(T, N ; V_{0}\right)-T \mathcal{S}_{0}\left(T, N ; V_{0}\right)=\mathcal{F}_{0}\left(T, N ; V_{0}\right) ;
$$

3. by integrating the magnetic state equation, that is written in the form $V_{0} \mathcal{B}(T, \mathcal{H}, N)=$ $V_{0}\left[1+\chi_{m}\right] \bar{\mu}_{0} \mathcal{H}$, we obtain

$$
\begin{equation*}
\mathcal{F}^{*}\left(T, \mathcal{H}, N ; V_{0}\right)=\mathcal{F}_{0}\left(T, N ; V_{0}\right)-V_{0} \frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2}\left[1+\chi_{m}(T, V / N)\right] . \tag{108}
\end{equation*}
$$

We note that the results are equivalent to those obtained by the previous method, but the situation is simpler because the volumic degree of freedom is frozen.
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### 3.3 Thermodynamic coefficients and processes

### 3.3.1 Definitions for the principal thermodynamic coefficients

Because the magnetic media has 4 thermodynamic degrees of freedom (in the simplest case, when it is fluid), there are a great number of simple thermodynamic coefficients; taking into account this complexity, we shall present only the common coefficients, corresponding to closed magnetic media systems ( $N=$ constant).
a.1. The sensible specific heats are defined for non-isothermal processes " $\varphi$ ":

$$
\begin{equation*}
c_{\varphi}=\frac{1}{N} T\left(\frac{\partial \mathcal{S}}{\partial T}\right)_{\varphi}=T\left(\frac{\partial s}{\partial T}\right)_{\varphi} . \tag{109}
\end{equation*}
$$

In the case, when the process $\varphi$ is simple, we obtain the following specific isobaric/isochoric and iso-magnetization/iso-field heats: $c_{V, \mathfrak{m}}, c_{V, \mathcal{H}}, c_{P, \mathfrak{m}}, c_{P, \mathcal{H}}$.
a.2. The latent specific heats are defined for isothermal processes " $\psi$ ":

$$
\begin{equation*}
\lambda_{\psi}^{(a)}=\frac{1}{N} T\left(\frac{\partial \mathcal{S}}{\partial a}\right)_{\psi}=T\left(\frac{\partial s}{\partial a}\right)_{\psi} . \tag{110}
\end{equation*}
$$

The most important cases (for " $\psi$ " and $a$ ) are the isothermal-isobaric process with $a=\mathcal{H}$ when we have the isobaric magnetic-caloric coefficient $\lambda$ and the conjugated isothermal-isofield process with $a=\mathfrak{P}$, when we have the iso-field piezo-caloric coefficient $\lambda_{\mathcal{H}}^{(P)}$ :

$$
\begin{equation*}
\lambda=T\left(\frac{\partial s}{\partial \mathcal{H}}\right)_{T, \mathfrak{P}}, \quad \lambda_{\mathcal{H}}^{(P)}=T\left(\frac{\partial s}{\partial \mathfrak{P}}\right)_{T, \mathcal{H}} . \tag{111}
\end{equation*}
$$

a.3. The thermodynamic susceptibilities are of two types: for the volumic degree of freedom (in this case they are called compressibility coefficients) and for the magnetic degree of freedom (these are called magnetic susceptibilities):

$$
\begin{align*}
\varkappa_{\varphi} & =\frac{-1}{V}\left(\frac{\partial V}{\partial \mathfrak{P}}\right)_{\varphi}=\frac{-1}{v}\left(\frac{\partial v}{\partial \mathfrak{P}}\right)_{\varphi}  \tag{112}\\
\chi_{\psi}^{(\mathrm{m})} & =\frac{1}{V}\left(\frac{\partial \mathcal{M}}{\partial\left(\bar{\mu}_{0} \mathcal{H}\right)}\right)_{\psi}=\frac{1}{\bar{\mu}_{0}}\left(\frac{\partial M}{\partial \mathcal{H}}\right)_{\psi} . \tag{113}
\end{align*}
$$

In the simple cases " $\varphi$ " is an isothermal/adiabatic and iso-magnetization/iso-field processes; it results the following simple compressibility coefficients: $\varkappa_{T, M}, \varkappa_{T, \mathcal{H}}, \varkappa_{s, M}$ and $\varkappa_{s, \mathcal{H}}$. Analogously " $\psi$ " as simple process can be isothermal/adiabatic and isobaric/isochoric, resulting the following simple magnetic susceptibilities: $\chi_{T, v}^{(\mathrm{m})}, \chi_{T, \mathfrak{P}^{\prime}}^{(\mathrm{m})} \chi_{s, v}^{(\mathrm{m})}$ and $\chi_{s, \mathfrak{P}}^{(\mathrm{m})}$.
From Eq. (71b) we observe that the isothermal magnetic susceptibility is proportional to the susceptibility used in the electrodynamics:

$$
\chi_{T, v}^{(\mathrm{m})}=\left(\frac{\partial M}{\partial \mathcal{H}}\right)_{T, v}=\frac{1}{\bar{\mu}_{0}} \chi_{m}(T, v) .
$$

a.4. The thermal coefficients are of two types, corresponding to the two non-thermal and non-chemical degrees of freedom (the volumic and the magnetic ones). If we consider only thermal coefficients for extensive parameters, then we can define the following types of simple coefficients:

- the isobaric thermal expansion coefficients (also iso-magnetization/iso-field)

$$
\begin{equation*}
\alpha_{y}=\frac{1}{V}\left(\frac{\partial V}{\partial T}\right)_{\mathfrak{P}, y, N}=\frac{1}{v}\left(\frac{\partial v}{\partial T}\right)_{\mathfrak{P}, y} \tag{114}
\end{equation*}
$$

where the index $y$ is $\mathcal{M}$ or $\mathcal{H}$;

- the pyro-magnetic coefficients (also isochoric/isobaric)

$$
\begin{equation*}
\pi_{a}=\frac{1}{N}\left(\frac{\partial \mathcal{M}}{\partial T}\right)_{\mathcal{H}, a, N}=\left(\frac{\partial \mathfrak{m}}{\partial T}\right)_{\mathcal{H}, a} \tag{115}
\end{equation*}
$$

where the index $a$ is $V$ (for the volume $V$ ) or $P$ (for the pressure $\mathfrak{P}$ ).
a.5. The mixed coefficients express correlations between the volumic and the magnetic degrees of freedom; we mention the following simple coefficients:

- the magnetic-strictive coefficient

$$
\begin{equation*}
\gamma=\frac{1}{V}\left(\frac{\partial V}{\partial \mathcal{H}}\right)_{T, \mathfrak{P}, N}=\frac{1}{v}\left(\frac{\partial v}{\partial \mathcal{H}}\right)_{T, \mathfrak{P}} \tag{116}
\end{equation*}
$$

- the piezo-magnetic coefficient

$$
\begin{equation*}
\varrho=\frac{1}{N}\left(\frac{\partial \mathcal{M}}{\partial \mathfrak{P}}\right)_{T, \mathcal{H}, N}=\left(\frac{\partial \mathfrak{m}}{\partial \mathfrak{P}}\right)_{T, \mathcal{H}} \tag{117}
\end{equation*}
$$

### 3.3.2 Relations between simple coefficients

Because the great number of thermodynamic coefficients, corresponding to the magnetic media, we must select among all possible relations between the simple coefficients; therefore, we shall present only the most important relations: the symmetry relations (consequences of some Maxwell relations) and special relations (of the type Reech or Mayer).

In order to emphasize symmetry relations expressed by the temperature, the pressure and the magnetic field intensity $(T, \mathfrak{P}, \mathcal{H})$, as variables, for an closed system ( $N=$ constant), we use the differential form of the reduced Gibbs pseudo-potential $\widetilde{g}^{*}(T, \mathfrak{P}, \mathcal{H})$, which is obtained with the general reduction formulae from Eqs. (90) - (91):

$$
\begin{equation*}
\mathrm{d} \widetilde{g}^{*}=-s \mathrm{~d} T+v \mathrm{~d} \mathfrak{P}-\mathfrak{m} \mathrm{d}\left(\bar{\mu}_{0} \mathcal{H}\right) . \tag{118}
\end{equation*}
$$

From the above differential form it results 3 Maxwell relations, which can be expressed by simple coefficients, resulting symmetry relations between these coefficients:

$$
\begin{equation*}
\left(\frac{\partial s}{\partial \mathfrak{P}}\right)_{T, \mathcal{H}}=-\left(\frac{\partial v}{\partial T}\right)_{\mathfrak{P}, \mathcal{H}} \quad \Longrightarrow \quad \lambda_{\mathcal{H}}^{(P)}=-T v \alpha_{\mathcal{H}} \tag{119a}
\end{equation*}
$$

(the relation between the iso-field piezo-caloric coefficient and the isobaric-isofield thermal expansion coefficient);

$$
\begin{equation*}
\left(\frac{\partial s}{\partial\left(\bar{\mu}_{0} \mathcal{H}\right)}\right)_{T, \mathfrak{P}}=\left(\frac{\partial \mathfrak{m}}{\partial T}\right)_{\mathfrak{P}, \mathcal{H}} \quad \Longrightarrow \quad \lambda=\bar{\mu}_{0} T \pi_{P} \tag{119b}
\end{equation*}
$$

(the relation between the isobaric magneto-caloric coefficient and the isobaric pyro-magnetic coefficient);

$$
\begin{equation*}
\left(\frac{\partial v}{\partial\left(\bar{\mu}_{0} \mathcal{H}\right)}\right)_{T, \mathfrak{P}}=-\left(\frac{\partial \mathfrak{m}}{\partial \mathfrak{P}}\right)_{T, \mathcal{H}} \quad \Longrightarrow \quad \frac{v}{\bar{\mu}_{0}} \gamma=-\varrho . \tag{119c}
\end{equation*}
$$

(the relation between the magnetic-strictive coefficient and the piezo-magnetic coefficient).
Relations of Reech type can be obtained from the general relation (see [16] Eq. (3.25)), resulting the equality between the ratios of the isobaric specific heats, of the compressibility coefficients, and of the magnetic susceptibilities (isothermal, and respectively adiabatic):

$$
\begin{equation*}
\frac{c_{P, \mathfrak{m}}}{c_{P, \mathcal{H}}}=\frac{\varkappa_{s, \mathcal{H}}}{\varkappa_{T, \mathcal{H}}}=\frac{\chi_{s, \mathfrak{P}}^{(\mathrm{m})}}{\chi_{T, \mathfrak{P}}^{(\mathrm{m})}} . \tag{120}
\end{equation*}
$$

Analogously, from the general Mayer relation for the specific heats (see [16] Eq. (3.28)) we obtain in this case

$$
\begin{equation*}
c_{P, \mathcal{H}}-c_{P, \mathfrak{m}}=T v \frac{\alpha_{\mathcal{H}}^{2}}{\chi_{T, \mathfrak{q}}^{(\mathrm{m})}} . \tag{121}
\end{equation*}
$$

Similar relations with Eqs. (120) - (121) can be obtained for the coefficients associated to another sets of simple processes (e.g. isochoric, iso-magnetization processes).

### 3.3.3 The factorization of some simple coefficients

An important characteristics of some thermodynamic coefficients is the factorization property: the expression of the considered coefficient is the sum of the part corresponding to the absence of the magnetic field (like for the neutral fluid) and the "magnetic part", and this result comes from the factorization of the state equations.

We shall present the factorization of some coefficients using the variables of the magnetic Gibbs representation ${ }^{30}(T, \mathfrak{P}, \mathcal{H}, N)$; in this case the state equations are Eqs. (93).

The entropy is given by Eq. (93a), and here we write it without the variables, for simplicity and for using later the convenient variables

$$
\begin{equation*}
\mathcal{S}=\mathcal{S}_{0}+\mathcal{S}_{\mathrm{mag}} \tag{122}
\end{equation*}
$$

where $\mathcal{S}_{0}$ is the entropy of the magnetic medium as a neutral fluid, in the absence of the magnetic field, and $\mathcal{S}_{\text {mag }}$ is the magnetic part of the entropy:

$$
\begin{equation*}
\mathcal{S}_{\text {mag }}=\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2}\left(\frac{\partial \bar{\chi}_{m}}{\partial T}\right)_{\mathfrak{P}} N=\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2}\left(\frac{\partial \chi_{m}}{\partial T}\right)_{v} V . \tag{123}
\end{equation*}
$$

Accordingly to the general definition (109), we obtain a factorization of the specific heats:

$$
\begin{equation*}
c_{\varphi}=c_{\varphi}^{(0)}+c_{\varphi}^{(\mathrm{mag})} \tag{124}
\end{equation*}
$$

[^27]where $c_{\varphi}^{(0)}=T\left(\partial s^{(0)} / \partial T\right)_{\varphi}$ is the specific heat of the magnetic medium in the absence of the magnetic field, and $c_{\varphi}^{(\mathrm{mag})}=T\left(\partial s^{(\mathrm{mag})} / \partial T\right)_{\varphi}$ is the magnetic part of the specific heat.

For the isobaric processes there are the specific heat at constant magnetic field or at constant magnetization. From Eq. (123) it results

$$
\begin{equation*}
c_{P, \mathcal{H}}^{(\mathrm{mag})}=T\left(\frac{\partial \bar{\chi}_{m}}{\partial T}\right)_{\mathfrak{P}} \frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2} \tag{125}
\end{equation*}
$$

To obtain $c_{P, m}^{(\mathrm{mag})}$ we express the magnetic entropy $\mathcal{S}_{\text {mag }}$ in terms of the dipolar magnetic moment (instead the magnetic field), using Eq. (71b):

$$
\mathcal{S}_{\mathrm{mag}}=\frac{\mathfrak{m}^{2}}{2 \bar{\mu}_{0} \bar{\chi}_{m}^{2}}\left(\frac{\partial \bar{\chi}_{m}}{\partial T}\right)_{\mathfrak{P}} N=\frac{-\mathfrak{m}^{2}}{2 \bar{\mu}_{0}}\left(\frac{\partial\left(\bar{\chi}_{m}\right)^{-1}}{\partial T}\right)_{\mathfrak{P}} N
$$

then it results for the magnetic part of the isobaric-isomagnetization specific heat the expression:

$$
\begin{equation*}
c_{P, \mathfrak{m}}^{(\mathrm{mag})}=\frac{-\mathfrak{m}^{2}}{2 \bar{\mu}_{0}} T\left(\frac{\partial^{2}\left(\bar{\chi}_{m}\right)^{-1}}{\partial T^{2}}\right)_{\mathfrak{P}} \tag{126}
\end{equation*}
$$

We observe that for an ideal paramagnet $\left(\bar{\chi}_{m}\right)^{-1} \sim T$, so that we obtain $c_{P, \mathfrak{m}}^{(\mathrm{mag})}=0$, that is $c_{P, \mathfrak{m}}=c_{P}^{(0)}$ (the iso-magnetization specific heat is independent of the magnetic field $)^{31}$.
It is interesting to emphasize that for the ideal para magnets the internal energy has also particular properties. The magnetic part of the volumic density of internal energy for an arbitrary magnetic medium has the expression

$$
\mathfrak{u}^{(\mathrm{mag})}=\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2}\left(1+\chi_{m}+T \frac{\partial \chi_{m}}{\partial T}\right)
$$

For an ideal paramagnet we obtain that this energy density is equal to the energy density of the magnetic field $\mathfrak{u}^{(\mathrm{mag})}=\bar{\mu}_{0} \mathcal{H}^{2} / 2=w_{\text {mag }}$, that is the whole magnetic energy is given only by the magnetic field, without any contribution from the processes of the magnetization. The behavior of the iso-magnetization specific heats and of the internal energy are similar to the neutral fluids which satisfy the Clapeyron - Mendeleev equations, so that it is justified the terminology "ideal" for the para-magnets which have Curie susceptibility.

We observe, in addition, that the diamagnetic systems, having a constant magnetic susceptibility (approximatively), have null magnetic entropy $\mathcal{S}_{\text {mag, }}$, accordingly to Eq. (123); therefore, the diamagnetic systems have caloric properties independent of the magnetic field (or of the magnetization).

In contrast with the specific heats, the isobaric magneto-caloric coefficient has contribution only from the magnetic part of the entropy:

$$
\lambda=\bar{\mu}_{0} \mathcal{H} T\left(\frac{\partial \bar{\chi}_{m}}{\partial T}\right)_{\mathfrak{P}}
$$

${ }^{31}$ For the corresponding isochoric specific heat we obtain the same result $c_{V, \mathfrak{P}}^{(\mathrm{mag})}=c_{V}^{(0)}$.

The volume is given by Eq. (93b), that is it can be expressed in the form:

$$
V=V_{0}+V_{\mathrm{mag}}
$$

where $V$ is the volume of the magnetic medium as neutral fluid, in the absence of the magnetic field, and $V_{\text {mag }}$ is the magnetic part of the volume:

$$
\begin{equation*}
V_{\mathrm{mag}}=-\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2}\left(\frac{\partial \bar{\chi}_{m}}{\partial \mathfrak{P}}\right)_{T} N . \tag{127}
\end{equation*}
$$

Accordingly to the general definitions (112) and respectively (114), the isothermal compressibility coefficients $\varkappa_{T, \mathcal{H}}$ and the isobaric thermal expansion coefficient $\alpha_{\mathcal{H}}$ (both of them at constant field) factorize in non-magnetic part (corresponding to null magnetic field, when the magnetic medium behaves as a neutral fluid) and magnetic part:

$$
\begin{align*}
\varkappa_{T, \mathcal{H}} & =\varkappa_{T}^{(0)}+\varkappa_{T, \mathcal{H}}^{(\mathrm{mag})}  \tag{128a}\\
\alpha_{\mathcal{H}} & =\alpha^{(0)}+\alpha_{\mathcal{H}}^{(\mathrm{mag})} \tag{128b}
\end{align*}
$$

where ${ }^{32}$

$$
\begin{align*}
\varkappa_{T, \mathcal{H}}^{(\mathrm{mag})} & =\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2 v_{0}}\left(\frac{\partial^{2} \bar{\chi}_{m}}{\partial \mathfrak{P}^{2}}\right)_{T}  \tag{129a}\\
\alpha_{\mathcal{H}}^{(\mathrm{mag})} & =-\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2 v_{0}} \frac{\partial^{2} \bar{\chi}_{m}}{\partial T \partial \mathfrak{P}} \tag{129b}
\end{align*}
$$

In contrast with the previous coefficients, the magneto-strictive coefficient is obtained only from the magnetic part of the volumic state equation ${ }^{33}$

$$
\begin{equation*}
\gamma \approx-\frac{\bar{\mu}_{0} \mathcal{H}}{v_{0}}\left(\frac{\partial \bar{\chi}_{m}}{\partial \mathfrak{P}}\right)_{T} . \tag{130}
\end{equation*}
$$

### 3.3.4 Thermodynamic process

Using the previous results we shall present the most significant thermodynamic processes for the magnetic media as closed system (we shall choose the variable set $T, \mathfrak{P}, \mathcal{H}, N=$ constant).
d.1. The isothermal magnetization: we consider that initially the magnetic medium in null magnetic field $\left(T, \mathfrak{P}, \mathcal{H}_{i}=0, N\right)$ and we apply the magnetic field with an isothermal-isobaric process, so that the final state has the parameters: $\left(T, \mathfrak{P}, \mathcal{H}_{f}=\mathcal{H}, N\right)$.

Using Eq. (93a) for the entropy, the heat transfered in this process is

$$
\begin{align*}
\mathcal{Q}_{i f}=T \Delta \mathcal{S}_{i f} & =T\{\mathcal{S}(T, \mathfrak{P}, \mathcal{H}, N)-\mathcal{S}(T, \mathfrak{P}, 0, N)\} \\
& =\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2} T\left(\frac{\partial \bar{\chi}_{m}}{\partial T}\right)_{\mathfrak{P}} N \tag{131}
\end{align*}
$$

[^28]Since $\bar{\chi}_{m}(T, \mathfrak{P})$ is in general a decreasing function with respect to the temperature, it results that in the magnetization process the magnetic medium yields heat: $\mathcal{Q}_{i f}<0$.
d.2. The adiabatic-isobaric demagnetization: we consider that initially the magnetic medium is in the presence of the magnetic field $\mathcal{H}$ and it has the temperature $T_{i}$; then, by a quasi-static adiabatic-isobaric process the magnetic field is decreasing to vanishing value.
Because the equation of this process is $\mathcal{S}(T, \mathfrak{P}, \mathcal{H}, N)=$ constant, with the supplementary conditions $\mathfrak{P}=$ constant and $N=$ constant, then by using Eq. (93a), we obtain the equation of the temperature:

$$
\mathcal{S}\left(T_{i}, \mathfrak{P}, \mathcal{H}, N\right)=\mathcal{S}\left(T_{f}, \mathfrak{P}, 0, N\right) ;
$$

that is, after simple algebraical operations, we get:

$$
\begin{equation*}
s^{0}\left(T_{i}, \mathfrak{P}\right)+\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2}\left(\frac{\partial \bar{\chi}_{m}}{\partial T}\right)_{\mathfrak{P}}=s^{0}\left(T_{f}, \mathfrak{P}\right) . \tag{132}
\end{equation*}
$$

Because the magnetic susceptibility is in general an decreasing function in respect to the temperature $\left(\partial \bar{\chi}_{m} / \partial T\right)_{\mathfrak{P}}<0$ and the entropy $s^{0}(T, \mathfrak{P})$ is an increasing function of temperature, it results $s_{i}<s_{f}$, that is the paramagnet gets cool during the adiabatic demagnetization: $T_{f}<T_{i}$.

## d.3. The magneto-strictive and piezo-magnetic effects

The magneto-strictive effect means the variation of the volume (of the magnetic medium) due to the variation of the magnetic field, in conditions isothermal-isobaric (also the magnetic medium is a closed system) ${ }^{34}$; and the magneto-strictive coefficient is defined by Eq. (116).
The piezo-magnetic effect means the variation of the dipolar magnetic moment (of the magnetic medium), due to the variation of the pressure, in conditions isothermal and at constant magnetic field (also the magnetic medium is a closed system) ${ }^{35}$ and the piezo-magnetic effect coefficient is defined by Eq. (117).
Between the coefficients of the two effects it is the symmetry relation (53), and the corresponding expressions can be put in explicit forms using the magnetic susceptibility:

$$
\begin{equation*}
\gamma=-\frac{1}{v} \varrho=\frac{-\bar{\mu}_{0} \mathcal{H}}{v}\left(\frac{\partial \bar{\chi}_{m}}{\partial \mathfrak{P}}\right)_{T} . \tag{133}
\end{equation*}
$$

We observe that the necessary condition to have an magneto-strictive effect and an piezo-magnetic effect is that $\bar{\chi}_{m}$ depends on the pressure; accordingly to Eqs. (76), it results that only the non-ideal para-magnets can have these effects.
Using the volumic equation of state (93b), we can evaluate the global magneto strictive effect, that is the variation of the volume (of the paramagnet) at the isothermal-isobaric magnetization:

$$
\begin{equation*}
\Delta V_{i f}(\mathcal{H})=V(T, \mathfrak{P}, \mathcal{H}, N)-V(T, \mathfrak{P}, 0, N)=-\frac{\bar{\mu}_{0} \mathcal{H}^{2}}{2}\left(\frac{\partial \bar{\chi}_{m}}{\partial \mathfrak{P}}\right)_{T} N . \tag{134}
\end{equation*}
$$

From the previous expression it results that when the magnetic susceptibility is a decreasing function of the pressure $\left(\partial \bar{\chi}_{m} / \partial \mathfrak{P}\right)_{T}<0$, then it follows a contraction (a reduction of the volume) at the magnetization of the diamagnet.
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## Part 3

Numerical Methods in Electromagnetism

# Fast Preconditioned Krylov Methods for Boundary Integral Equations in Electromagnetic Scattering 

Bruno Carpentieri<br>University of Groningen, Institute of Mathematics and Computing Science,<br>Groningen<br>The Netherlands

## 1. Introduction

An accurate numerical solution of Electromagnetic scattering problems is critically demanded in the simulation of many real-life applications, such as in the design of industrial processes and in the study of wave propagation phenomena. Electromagnetic (EM) scattering problems address the physical issue of computing the diffraction pattern of the EM radiation that is propagated by a complex body, illuminated by an incident wave. An explicit solution is possible only for simple targets, e.g. for spherical bodies; complicated geometries impose to use approximate numerical techniques.

Until the emergence of high-performance computing in the early eighties, the analysis of scattering problems was afforded by using approximate high frequency techniques such as the shooting and bouncing ray method (SBR) (Lee et al. (1988)). Ray-based asymptotic methods like SBR and the uniform theory of diffraction are based on the idea that EM scattering becomes a localized phenomenon as the size of the scatterer increases with respect to the wavelength. In the last decades, due to impressive advances in computer technology and the introduction of innovative algorithms with limited computational and memory requirement, a more rigorous numerical solution has become possible for many practical applications.
Finite-difference (FD) (Kunz \& Luebbers (1993); Taflove (1995)), finite-element (FE) (Silvester \& Ferrari (1990); Volakis et al. (1998)) and finite-volume (FV) methods (Bonnet et al. (1998); Botha (2006)) can be used to discretize the Maxwell's equations into a finite volume surrounding the scatterer, giving rise to sparse systems of linear equations. Upon inversion of the system, a solution is computed for all excitations. More recently, alternative approaches based on integral equations are becoming increasingly popular for solving high-frequency EM scattering problems. They reformulate the Maxwell's equations in the frequency domain and solve for the electric and the magnetic currents induced on the surface of the object. Thus integral methods require only a simple description of the surface of the target by means of triangular facets (see an example of discretization in Figure 1). This means that a 3D problem is reduced to solving a 2D surface problem, simplifying considerably the mesh generation especially in the case of moving objects. No artificial boundaries need to be imposed and boundary conditions are automatically satisfied in the case of perfectly conducting objects.
Another interest to use surface discretizations is that they noticeably reduce the effect of grid dispersion errors. Grid dispersion errors occur when a wave has a different phase velocity on


Fig. 1. Example of surface discretization in an integral equation context. Each unknown of the problem is associated to an edge in the mesh. Courtesy of the EMC-CERFACS Group in Toulouse.
the grid compared to the exact solution; they tend to accumulate in space and may introduce spurious solutions over large 3D simulation regions (Bayliss et al. (1985); Jr. (1994); Lee \& Cangellaris (1992)). For second-order accurate differential schemes, to alleviate this problem the grid density may grow up to $\mathcal{O}\left((k d)^{3}\right)$ unknowns in 2D and of $\mathcal{O}\left((k d)^{4.5}\right)$ in 3D, where $k$ is the wavenumber and $d$ is the approximate diameter of the simulation region. Therefore, the overall solution cost may increase considerably also for practical (i.e. finite) values of wavenumber (Chew et al. (1997)).

Boundary element discretizations are applied in many scientific and engineering areas beside electromagnetics and acoustics, e.g. in biomagnetic and bioelectric inverse modeling, magnetostatic and biomolecular problems, and many other applications (Forsman, Gropp, Kettunen \& Levine (1995); Yokota, Bardhan, Knepley, Barba \& Hamada (2011)). The potential drawback is that they lead, upon discretization, to large and dense linear systems to invert. Hence fast numerical linear algebra methods and efficient parallelization techniques are urged for solving large-scale boundary element equations efficiently on modern computers. In this chapter we overview some relevant techniques. In Section 2 we introduce the boundary integral formulation for EM scattering from perfectly conducting objects. In Section 4 we discuss fast iterative solution strategies based on preconditioned Krylov methods for solving the dense linear system arising from the discretization. In Section 5 we focus our attention on the design of the preconditioner, that is a critical component of Krylov methods in this context. We conclude our study in Section 5 with some final remarks.

## 2. The integral equation context

In an integral equation context, the standard EM scattering problem may be formulated in variational form as follows:
Find the surface current $\vec{j}$ such that for all tangential test functions $\vec{j}^{t}$, we have

$$
\begin{align*}
\int_{\Gamma} \int_{\Gamma} G(|y-x|)\left(\vec{j}(x) \cdot \vec{j}^{t}(y)-\frac{1}{k^{2}} \operatorname{div}_{\Gamma} \vec{j}(x) \cdot \operatorname{div}_{\Gamma} \vec{j}^{t}(y)\right) d x d y & = \\
& =\frac{i}{k Z_{0}} \int_{\Gamma} \vec{E}_{i n c}(x) \cdot \vec{j}^{t}(x) d x \tag{1}
\end{align*}
$$

Eqn. (1) is called Electric Field Integral Equation (EFIE) (see Bilotti \& Vegni (2003); Li et al. (2005)); we denote by $G(|y-x|)=\frac{e^{i k|y-x|}}{4 \pi|y-x|}$ the Green's function of Helmholtz equation, $\Gamma$ is the boundary of the object, $k$ the wave number and $Z_{0}=\sqrt{\mu_{0} / \varepsilon_{0}}$ the characteristic impedance of vacuum ( $\epsilon$ is the electric permittivity and $\mu$ the magnetic permeability). Given a continuously differentiable vector field $\vec{j}(x)$ represented in Cartesian coordinates on a 3D Euclidean space as $\vec{j}\left(x_{1}, x_{2}, x_{3}\right)=j_{x_{1}}\left(x_{1}, x_{2}, x_{3}\right) \vec{e}_{x_{1}}+j x_{x_{2}}\left(x_{1}, x_{2}, x_{3}\right) \vec{e}_{x_{2}}+j_{x_{3}}\left(x_{1}, x_{2}, x_{3}\right) \vec{e}_{x_{3}}$, where $\vec{e}_{x_{1}}, \vec{e}_{x_{2}}, \vec{e}_{x_{3}}$ are the unit basis vectors of the Euclidean space, we denote by $\operatorname{div} \vec{j}(x)$ the divergence operator defined as

$$
\operatorname{div} \vec{j}(x)=\frac{\partial j_{x_{1}}}{\partial x_{1}}+\frac{\partial j_{x_{2}}}{\partial x_{2}}+\frac{\partial j_{x_{3}}}{\partial x_{3}} .
$$

The EFIE formulation can be applied to arbitrary geometries such as those with cavities, disconnected parts, breaks on the surface; hence, it is very popular in industry.
For closed targets, the Magnetic Field Integral Equation (MFIE) can be used, which reads

$$
\int_{\Gamma}\left(\vec{R}_{e x t} j \wedge \vec{v}\right) \cdot \dot{j}^{t}+\frac{1}{2} \int_{\Gamma}{\vec{j} \cdot \vec{j}^{t}}=-\int_{\Gamma}\left(\vec{H}_{i n c} \wedge \vec{v}\right) \cdot \vec{j}^{t} .
$$

The operator $\vec{R}_{\text {ext }} j$ is defined as

$$
\vec{R}_{\text {ext }} j(y)=\int_{\Gamma} \operatorname{grad}_{y} G(|y-x|) \wedge \vec{j}(x) d x
$$

and is evaluated in the domain exterior to the object.
Both formulations suffer from interior resonances which make the numerical solution more problematic at some frequencies known as resonant frequencies, especially for large objects. The problem can be solved by combining linearly EFIE and MFIE. The resulting integral equation, known as Combined Field Integral Equation (CFIE), is the formulation of choice for closed targets. We point the reader to Gibson (2008) for a thorough presentation of integral equations in electromagnetism.
On discretizing Eqn. (1) in space by the Method of Moments (MoM) over a mesh containing $n$ edges, the surface current $\vec{j}$ is expanded into a set of basis functions $\left\{\vec{\varphi}_{i}\right\}_{1 \leq i \leq n}$ with compact support (the Rao-Wilton-Glisson basis, Rao et al. (1982), is a popular choice), then the integral equation is applied to a set of tangential test functions $\vec{j}^{t}$. Selecting $\vec{j}^{t}=\vec{\varphi}_{j}$, we are led to compute the set of coefficients $\left\{\lambda_{i}\right\}_{1 \leq i \leq n}$ such that

$$
\begin{align*}
& \sum_{1 \leq i \leq n} \lambda_{i}\left[\int_{\Gamma} \int_{\Gamma} G(|y-x|)\left(\vec{\varphi}_{i}(x) \cdot \vec{\varphi}_{j}(x)-\frac{1}{k^{2}} \operatorname{div}_{\Gamma} \vec{\varphi}_{i}(x) \cdot \operatorname{div}_{\Gamma} \vec{\varphi}_{j}(y)\right) d x d y\right]= \\
&=\frac{i}{k Z_{0}} \int_{\Gamma} \vec{E}_{i n c}(x) \cdot \vec{\varphi}_{j}(x) d x \tag{2}
\end{align*}
$$

for each $1 \leq i \leq n$. The set of equations (2) can be recast in matrix form as

$$
\begin{equation*}
A \lambda=b, \tag{3}
\end{equation*}
$$

where $A=\left[A_{i j}\right]$ and $b=\left[b_{i}\right]$ have elements, respectively,

$$
\begin{aligned}
& A_{i j}=\int_{\Gamma} \int_{\Gamma} G(|y-x|)\left(\vec{\varphi}_{i}(x) \cdot \vec{\varphi}_{j}(y)-\frac{1}{k^{2}} \operatorname{div}_{\Gamma} \vec{\varphi}_{i}(x) \cdot \operatorname{div} v_{\Gamma}(y)\right) d x d y \\
& b_{j}=\frac{i}{k Z_{0}} \int_{\Gamma} \vec{E}_{i n c}(x) \cdot \vec{\varphi}_{j}(y) d x .
\end{aligned}
$$

The set of unknowns are associated with the vectorial flux across an edge in the mesh. The right-hand side varies with the frequency and the direction of the illuminating wave.

## 3. Fast matrix solvers for boundary element equations

Linear systems issued from boundary element discretizations may be very large in applications, although their size is typically much smaller compared to those arising from FE or FV formulations of the same problem. The number of unknowns grows linearly with the size of the scatterer and quadratically with the frequency of the incoming radiation (Bendali (1984)). A target with size of a few tens of wavelength, illuminated at $\mathcal{O}(1) \mathrm{GHz}$ of frequency, may lead to meshes with several million points (Sylvand (2002)). Some efficient out-of-core dense direct solvers based on variants of Gaussian elimination have been proposed for solving blocks of right-hand sides, see e.g. Alléon, Amram, Durante, Homsi, Pogarieloff \& Farhat (1997); Chew \& Wang (1993). However, the memory requirements of direct methods are not affordable for solving such systems in realistic applications, even on modern parallel computers. Iterative methods can solve the problems of space of direct methods because they are based on matrix-vector (M-V) multiplications. In general terms, a modern integral equation solver is the mix of a robust iterative method, a fast algorithm for computing cheap approximate M-V products, and an efficient preconditioner to speed-up the convergence.

### 3.1 The choice of the iterative method

Krylov methods are among the most popular accelerators because of their ability to deliver good rates of convergence and to handle very large problems efficiently. They look for the solution of the system $A x=b$ in the $\operatorname{Krylov}$ space $K_{k}(A, b)=\operatorname{span}\left\{b, A b, A^{2} b, \ldots, A^{k-1} b\right\}$. This is a good space from which to construct approximate solutions for a nonsingular linear system because it is intimately related to $A^{-1}$. In fact the inverse of any nonsingular matrix $A$ can be written in terms of powers of $A$ with the help of the minimal polynomial $q(t)$ of $A$, which is the unique monic polynomial of minimal degree such that $q(A)=0$. If $\lambda_{1}, \ldots, \lambda_{d}$ are the distinct eigenvalues of $A, m_{j}$ is the index of $\lambda_{j}$, and we define $m$ as

$$
m=\sum_{j=1}^{d} m_{j}
$$

then

$$
\begin{equation*}
q(t)=\prod_{j=1}^{d}\left(t-\lambda_{j}\right)^{m_{j}} . \tag{4}
\end{equation*}
$$

Writing $q(t)$ in the form

$$
q(t)=\sum_{j=0}^{m} \alpha_{j} t^{j}
$$

| Solver | Iterations (CPU time) |
| :--- | :---: |
| CORS | $601\left(253^{*}\right)$ |
| BiCOR | $785(334)$ |
| GMRES(50) | $2191(469)$ |
| QMR | $878(548)$ |
| BiCGSTAB | $1065(444)$ |

Table 1. Number of iterations and CPU time (in seconds) required by Krylov methods to reduce the initial residual to $\mathcal{O}\left(10^{-8}\right)$. An asterisk "*" indicates the fastest run. The problem is shown in Figure 2
we have

$$
A^{-1}=-\frac{1}{\alpha_{0}} \sum_{j=0}^{m} \alpha_{j+1} A^{j} \quad, \quad \alpha_{0}=\prod_{j=1}^{d}\left(-\lambda_{j}\right)^{m_{j}} \neq 0
$$

This shows that, if the minimal polynomial of $A$ has degree $m$, then the solution of $A x=b$ lies in the space $K_{m}(A, b)$. The smaller the degree of the minimal polynomial, the faster the expected rate of convergence of a Krylov method (see Ipsen \& Meyer (1998)).

One issue is the choice of the suitable Krylov algorithm. Most integral formulations for surface and hybrid surface/volume scattering give rise to indefinite linear systems that cannot be solved using the Conjugate Gradient method (see discussions in Section 2). The GMRES method by Saad \& Schultz (1986) is virtually always used for solving dense non-Hermitian linear systems as it is an optimal iterative solver, in the sense that it minimizes the 2-norm of the residual over the corresponding Krylov space. It generally requires the least number of iterations to converge. However, the optimality of GMRES comes at a price. The cost of applying the method increases with the iterations, and it may sometimes become prohibitively expensive for solving practical applications. As an attempt to limit the costs of GMRES, the algorithm is often restarted. After a given number of steps $k$, the approximate solution is computed from the generated Krylov subspace. Then the Krylov subspace is destroyed, and a new space is reconstructed using the latest residual.

On the other hand, non-optimal methods attempt to limit the costs of GMRES while preserving its favourable convergence properties. In Table 1, we show the number of iterations required by Krylov methods to reduce the initial residual to $\mathcal{O}\left(10^{-8}\right)$ starting from the zero vector on the problem shown in Figure 2. For simplicity, the right-hand side of the linear system is set up so that the initial solution is the vector of all ones. We do not use preconditioning. In addition to restarted GMRES, we consider complex versions of iterative algorithms based on Lanczos biorthogonalization, such as BiCGSTAB (van der Vorst (1992)) and QMR (Freund \& Nachtigal (1994)) and on the recently developed Lanczos biconjugate $A$-orthonormalization, such as BiCOR and CORS (Carpentieri et al. (2011); Jing, Huang, Zhang, Li, Cheng, Ren, Duan, Sogabe \& Carpentieri (2009)). We clearly observe the importance of the choice of the iterative method. In our experiments, the CORS method is the fastest non-Hermitian solver with respect to CPU time on most selected examples except GMRES with large restart. Indeed, unrestarted GMRES may outperform all other Krylov methods and should be used when memory is not a concern. However, reorthogonalization costs may penalize the GMRES convergence in large-scale applications, so using high values of restart may not be convenient (or even not affordable for the memory) as shown in Carpentieri et al. (2005). In Table 1 we select a value of 50 for the restart parameter.

The BiCOR and CORS methods are introduced in Carpentieri et al. (2011); Jing, Huang, Zhang, Li, Cheng, Ren, Duan, Sogabe \& Carpentieri (2009). They search for the approximate


Fig. 2. Test problem: an open cylindric surface. Characteristics of the associated linear system: size $=6268$, frequency $=362 \mathrm{MHz}, \kappa_{1}(A)=\mathcal{O}\left(10^{5}\right)$. Courtesy of the EMC-CERFACS Group in Toulouse.
solution in the Krylov subspace $K_{m}\left(A, r_{0}\right)$ by applying a Petrov-Galerkin approach and imposing the residual be orthogonal to the constraints subspace $A^{H} K_{m}\left(A^{H}, r_{0}^{*}\right)$; the shadow residual $r_{0}^{*}$ is chosen to be equal to $r_{0}^{*}=A r_{0}$. The basis vector representations for the subspaces $K_{m}\left(A, r_{0}\right)$ and $A^{H} K_{m}\left(A^{H}, r_{0}^{*}\right)$ are computed by means of the biconjugate $A$-Orthonormalization procedure. Starting from two vectors $v_{1}$ and $w_{1}$ chosen to satisfy the condition $\omega_{1}^{H} A v_{1}$, the method ideally builds up a pair of biconjugate A-orthonormal bases $v_{j}, j=1,2, \ldots, m$ and $w_{i}, i=1,2, \ldots, m$, respectively for the dual Krylov subspaces $K_{m}\left(A ; v_{1}\right)$ and $K_{m}\left(A^{H} ; w_{1}\right)$, satisfying the condition $\omega_{i}^{H} A v_{j}=\delta_{i, j}, 1 \leq i, j \leq m$. We point the reader to Jing, Carpentieri \& Huang (2009) for further experiments with iterative Krylov methods for surface integral equations.

A significant amount of work has been devoted in the last years to design fast algorithms that can reduce the $\mathcal{O}\left(n^{2}\right)$ computational complexity for the $\mathrm{M}-\mathrm{V}$ product operation required at each step of a Krylov method, such as the Fast Multipole Method (FMM) (Greengard \& Rokhlin (1987); Rokhlin (1990)), the panel clustering method (Hackbush \& Nowak (1989)), the $\mathcal{H}$-matrix approach (Hackbush (1999)), wavelet techniques (Alpert et al. (1993); Bond \& Vavasis (1994)), the adaptive cross approximation method (Bebendorf (2000)), the impedance matrix localization method (Canning (1990)), the multilevel matrix decomposition algorithm (Michielssen \& Boag (1996)) and others. In particular, the combination of iterative Krylov subspace solvers and FMM is a popular approach for solving integral equations. For Helmholtz and Maxwell problems, FMM algorithms enable to speedup M-V multiplications with boundary element matrices down to $\mathcal{O}(n \log n)$ algorithmic and memory complexity depending on the problem and on the specific implementation, see e.g. Cheng et al. (2006); Darrigrand (2002); Darve \& Havé (2004); Dembart \& Epton (1994); Engheta et al. (1992); Song \& Chew (1995); Tausch (2004). Two-level implementations of FMM can reduce the cost of the M-V product operation from $\mathcal{O}\left(n^{2}\right)$ to $\mathcal{O}\left(n^{3 / 2}\right)$, a three level algorithm down to $\mathcal{O}\left(n^{4 / 3}\right)$ and the Multilevel Fast Multipole Algorithm (MLFMA) to $\mathcal{O}(n \log n)$.

Multipole techniques exploit the rapid decay of the Green's function and compute interactions amongst degrees of freedom in the mesh at different levels of accuracy depending on their physical distance. The 3D mesh of the object is partitioned recursively into boxes of roughly equal size until the size becomes small compared with the wavelength. The hierarchical partitioning of the object is typically represented using a tree-structured data called oct-tree
(see Figure 3). Multipole coefficients are computed for all boxes starting from the smallest


Level n (LEAVES)
Fig. 3. The oct-tree data structure representation in the FMM algorithm. Each cube has up to eight children and one parent box except for the largest cube which encloses the whole domain.
ones, that are the leaves, and recursively for each parent cube in the tree by summing together multipole coefficients of its children. Interactions of degrees of freedom within one observation box and its close neighboring boxes are computed exactly using MoM; depending on the frequency, they generate between $1 \%$ and $2 \%$ of the entries of $A$. Interactions with boxes that are not neighbors of the observation box but whose parent in the oct-tree is a neighbor of the box parent are computed using FMM (see Figure 4). All other interactions are computed


Fig. 4. Interactions in the multilevel FMM algorithm. Interactions for the gray boxes are computed directly. We denote by dashed lines cubes that are not neighbors of the cube itself but whose parent is a neighbor of the cube's parent. These interactions are computed using the FMM. All other interactions are computed hierarchically on a coarser level.
hierarchically on a coarser level by traversing the oct-tree. Multiple techniques have been efficiently implemented on distributed memory parallel computers proving to be scalable to several million discretization points, see for instance the FISC code developed at University of Illinois by Song \& Chew (1998); Song et al. (1997; 1998), the INRIA/EADS integral equation code AS_ELFIP by Sylvand (2002; 2003), the Bilkent University code by Ergül \& Gürel (2007; 2008) and others.

## 4. Algebraic preconditioning for boundary integral equations

Krylov methods may converge very slowly in practice, mainly due to bad spectral conditioning of the linear system. Relation (4) implies that the dimension of the solution space, and therefore the convergence properties, are mostly dictated by the eigenvalue distribution of $A$. The spectral properties may vary noticeably depending on the integral operator as well as on object shape and material. Problems with cavities or open surfaces typically require more iterations to converge than closed objects of the same physical size, and nonuniform meshes often produce ill-conditioned MoM matrices. On EFIE, the iteration count of Krylov solvers may increase as $\mathcal{O}\left(n^{0.5}\right)$ when the number of unknowns $n$ is related to the wavenumber, see for instance experiments reported in Song \& Chew (1998), whereas on CFIE the number of iterations typically increases as $\mathcal{O}\left(n^{0.25}\right)$.
On the other hand, if preconditioning $A$ by a nonsingular matrix $M$ the eigenvalues of $M^{-1} A$ fall into a few clusters, say $t$ of them, whose diameters are small enough, then $M^{-1} A$ behaves numerically like a matrix with $t$ distinct eigenvalues. As a result, we would expect $t$ iterations of a Krylov method to produce reasonably accurate approximations. The matrix $M$ is called the preconditioner matrix; preconditioning can be applied from the left as $M^{-1} A x=M^{-1} b$ as well as from the right as $A M^{-1} y=b$ with $x=M^{-1} y$.
Optimal analytic preconditioners have been proposed for surface integral equations, see e.g. Antoine et al. (2004); Christiansen \& Nédélec (2002); Steinbach \& Wendland (1998). But they are problem-dependent. In this study, we consider purely algebraic techniques which compute the preconditioner only using information contained in the coefficient matrix of the linear system. Although far from optimal for any specific problem, algebraic methods can be applied to different operators and to changes in the geometry only by tuning a few parameters, and may often be developed from existent public-domain software implementations.

We are interested to develop techniques that have $\mathcal{O}(n \log n)$ algorithmic and memory complexity in the construction and in the application phase like FMM, and may be implemented efficiently within multipole codes. For memory concerns, we compute the preconditioner by initially decomposing the linear system in the form

$$
\begin{equation*}
(S+B) x=b \tag{5}
\end{equation*}
$$

where $S$ is a sparse matrix retaining the most relevant contributions to the singular integrals and is easy to invert, while $B$ can be dense. If the continuous operator $\mathcal{S}$ underlying $S$ is bounded and the operator $\mathcal{B}$ underlying $B$ is compact, then $\mathcal{S}^{-1} \mathcal{B}$ is compact and

$$
\mathcal{S}^{-1}(\mathcal{S}+\mathcal{B})=\mathcal{I}+\mathcal{S}^{-1} \mathcal{B}
$$

We may expect that the preconditioned system $\left(I+S^{-1} B\right) x=S^{-1} b$ has a good clusterization of eigenvalues close to one, see e.g. Chen (1994) and (Chen, 2005, pp. 182-185).
The simplest approach to compute the local matrix $S$ is to drop the small entries of $A$ below a threshold (Cosnau (1996); Kolotilina (1988); Vavasis (1992)). When all the entries of $A$ are not explicitly available, it may be necessary to use information extracted from the physical mesh of the problem. In an integral equation context, the surface of the object is discretized using a triangular mesh; each degree of freedom (DOF), or equivalently each unknown of the linear system, is associated to an edge of the mesh. Therefore, the sparsity pattern of $S$ can be defined according to the concept of level $k$ neighbours (see Figure 5(a)). Level 1 neighbours of a DOF are the DOF plus the four DOFs belonging to the two triangles that share the edge corresponding to the DOF itself. Level 2 neighbours are all the level 1 neighbours plus the DOFs in the triangles that are neighbours of the two triangles considered at level 1 , and so forth. Due to the very localized nature of the Green's function, by retaining a few (two or three) levels of neighbours for each DOF an effective approximation may be constructed.
Comparative experiments show that there is little to choose. Both matrix- and mesh-based approaches can provide very good approximations $S$ to the dense coefficient matrix for low sparsity ratio between $1 \%$ and $2 \%$ (Carpentieri et al. (2000)). The mesh-based approach is straightforward to implement in FMM codes as the object is typically partitioned using geometric information (see Figure 5(b)). Multipole algorithms yield a matrix decomposition

$$
\begin{equation*}
A=A_{\text {diag }}+A_{\text {near }}+A_{\text {far }} \tag{6}
\end{equation*}
$$

where $A_{\text {diag }}$ is the block diagonal part of $A$ associated with interactions of basis functions belonging to the same box, $A_{\text {near }}$ is the block near-diagonal part of $A$ associated with interactions within one level of neighboring boxes (they are 8 in 2D and 26 in 3D), and $A_{f a r}$ is the far-field part of $A$. Therefore, in a multipole setting a suitable choice for the local matrix may be $S=A_{\text {diag }}+A_{\text {near }}$.


Fig. 5. Mesh-based pattern selection strategies to compute local interactions in an integral equation context.

### 4.1 Comparison of standard preconditioners

To illustrate the difficulty of finding a good preconditioner for this problem class, in Table 2 we report one experiments with the GMRES solver and various algebraic preconditioners applied to a scattering problem from an open cylindric surface illuminated at 200 MHz of frequency and modeled using EFIE. The system has $n=1299$ unknowns and is a low resolution testcase than the problem in Figure 2. In connection with GMRES, we consider preconditioners $M$ of either implicit type (which approximately factorize $S$ ) or of explicit type (which approximately invert $S$ ) at roughly the same number of nonzero entries in $M$. We adopt the following acronyms:

- None, means that no preconditioner is used;
- Diag, a simple diagonal scaling, i.e. $M$ is the diagonal of $S$;
- $\operatorname{SSOR}$, the symmetric successive overrelaxation method $M=\frac{(D+\omega E) D^{-1}\left(D+\omega E^{T}\right)}{\omega(2-\omega)}$, where we denote by $D$ the diagonal of $S$ and $E$ is the strict lower triangular part of $S$;
- $\operatorname{ILU}(0)$ by Saad (1996), the lower/upper incomplete $\operatorname{LU}$ factorization $M=\widetilde{L} \widetilde{U}, \widetilde{L} \approx$ $L, \widetilde{U} \approx U, S=L U$, where the sparsity pattern of $\widetilde{L}$ (resp. $\widetilde{U}$ ) is equal to that of the lower (resp. upper) triangular part of $S$;
- SPAI by Grote \& Huckle (1997), an approximate inverse preconditioner $M \approx S^{-1}$ computed by minimizing $\|I-S M\|_{F}$. The same pattern of $S$ is imposed to $M$.
- AINV by Benzi et al. (1996), a sparse approximate inverse computed in factorized form by applying an incomplete biconjugation process to $S$, and dropping small entries below a threshold in the inverse factors.

Density of $S=3.18 \%$ - Density of $M=1.99 \%{ }^{\circ}$

| Precond. | GMRES(30) | GMRES(80) | GMRES $(\infty)$ |
| :--- | :---: | :---: | :---: |
| None | - | - | 302 |
| Diag | - | - | 272 |
| SSOR | - | 717 | 184 |
| $\operatorname{ILU}(0)$ | - | 454 | 135 |
| SPAI | 308 | 70 | 70 |
| AINV | - | - | - |

Table 2. Number of iterations using GMRES and various preconditioners on a test problem, a cylinder with an open surface, discretized with $n=1299$ edges. The tolerance is set to $10^{-8}$. The symbol ' - ' means that no convergence was achieved after 1000 iterations. The results are for right preconditioning.

We see that many standard methods fail. Simple preconditioners, like the diagonal of $A$, diagonal blocks, or a band, may be effective when the coefficient matrix has some degree of diagonal dominance (Song et al. (1997)). For ill-conditioned and indefinite matrices, more robust methods are needed. Techniques that are successful for solving partial differential equations may be successfully adopted for integral equations; in the next section, we analyse some of these methods.

### 4.2 Sparse approximate inverses preconditioner

Approximate inverse methods are very attractive for parallelism. They explicitly compute and store an approximation of the inverse of the coefficient matrix $M \approx S^{-1}$, which may be used as preconditioner by performing one or more sparse $\mathrm{M}-\mathrm{V}$ products operations at each step of an iterative solver. As shown in Figure 6, due to the rapid decay of the Green's function the entries of $A^{-1}$ may have a very similar structure to those of $A$, so that a very sparse preconditioner $M$ may effectively capture the large contributions to the inverse.


Fig. 6. Structure of the large entries of $A$ (on the left) and of $A^{-1}$ (on the right). Large to small entries are depicted in different colors, from red to green, yellow and blue. The test problem is a small sphere.
The actual entries of $M$ may be computed by minimizing the error matrix $\|I-S M\|_{F}$ for right preconditioning ( $\|I-M S\|_{F}$ resp. left preconditioning). The Frobenius-norm allows to decouple the constrained minimization problem into $n$ independent linear least-squares problems, one for each column (resp. row) of $M$ when preconditioning from the right (resp. from the left). The independence of the least-squares problems can be immediately seen from the identity

$$
\begin{equation*}
\|I-S M\|_{F}^{2}=\sum_{j=1}^{n}\left\|e_{j}-S m_{\bullet j}\right\|_{2}^{2} \tag{7}
\end{equation*}
$$

where $e_{j}$ is the $j$ th canonical unit vector and $m_{\bullet j}$ is the column vector representing the $j$ th column of $M$. In the case of right preconditioning, the analogous relation

$$
\begin{equation*}
\|I-M S\|_{F}^{2}=\left\|I-S^{T} M^{T}\right\|_{F}^{2}=\sum_{j=1}^{n}\left\|e_{j}-S^{T} m_{j \bullet}\right\|_{2}^{2} \tag{8}
\end{equation*}
$$

holds, where $m_{j \bullet}$ is the column vector representing the $j$ th row of $M$. The preconditioner is not guaranteed to be nonsingular in general, and additionally it does not preserve any possible symmetry of $A$. The condition to ensure non-singularity of $M$ may be derived from the following estimates of the accuracy of the approximate inverse (Grote \& Huckle (1997)):

Theorem 1. Let $r_{j}=S m_{j}-e_{j}$ be the residual associated with column $m_{j}$ for $j=1,2, \ldots, n$, and

$$
\begin{gathered}
q=\max _{1 \leq j \leq n}\left\{n n z\left(r_{j}\right)\right\} \ll n \text {. Suppose that }\left\|r_{j}\right\|_{2}<t \text { for } j=1,2, \ldots, n, \text { then we have } \\
\|S M-I\|_{F} \leq \sqrt{n} t, \quad\left\|M-S^{-1}\right\|_{F} \leq\left\|S^{-1}\right\|_{2} \sqrt{n} t, \\
\|S M-I\|_{2} \leq \sqrt{n} t, \quad\left\|M-S^{-1}\right\|_{2} \leq\left\|S^{-1}\right\|_{2} \sqrt{n} t, \\
\|S M-I\|_{1} \leq \sqrt{q} t, \quad\left\|M-S^{-1}\right\|_{1} \leq\left\|S^{-1}\right\|_{1} \sqrt{q} t .
\end{gathered}
$$

Owing to this result, all the eigenvalues of $S M$ lie in the disk centered in 1 and of radius $\sqrt{q} t$; the value of $q$ is not known a priori, though, so that one might enforce the condition $\sqrt{n} t<1$ to prevent singularity or near-singularity of the preconditioned matrix. In practice it may be too costly to compute $M$ with such a small $t$. For some problems, it may be observed a lack of robustness of the approximate inverse due to the clustering of small eigenvalues in the spectrum of the preconditioned matrix. Stabilization techniques based on eigenvalue deflation may be used to enhance the robustness of $M$, see e.g. Carpentieri et al. (2003).

The most critical component is the computation of the nonzero structure of $M$. From Figure 6, we see that the sparse pattern of $S$ may be a suitable pattern for $M$. Denoting by

$$
\mathcal{P}=\left\{(i, j) \in[1, n]^{2} \text { s.t. } m_{i j} \neq 0\right\}
$$

the nonzero structure of the approximate inverse, we may automatically determine the pattern of the nonzero entries of the $j$ th column of $M$ as

$$
\mathcal{C}_{j}=\{i \in[1, n] \text { s.t. }(i, j) \in \mathcal{P}\} .
$$

and compute the associated entries by solving a small size dense least-squares problem. The least-squares solution involves only those columns of $S$ indexed by $\mathcal{C}_{j}$; we indicate this subset by $S\left(:, \mathcal{C}_{j}\right)$. Because $S$ is sparse, many rows in $S\left(:, \mathcal{C}_{j}\right)$ are usually null, not affecting the solution of the least-squares problems (7). Thus denoting by $\mathcal{R}_{j}$ the set of indices corresponding to the nonzero rows in $S\left(:, \mathcal{C}_{j}\right)$, by $\widehat{S}=S\left(\mathcal{R}_{j}, \mathcal{C}_{j}\right)$, by $\widehat{m}_{j}=m_{j}\left(\mathcal{C}_{j}\right)$, and by $\widehat{e}_{j}=e_{j}\left(\mathcal{C}_{j}\right)$, the actual "reduced" least-squares problems to solve are

$$
\begin{equation*}
\min \left\|\widehat{e}_{j}-\widehat{S} \widehat{m}_{j}\right\|_{2}, j=1, . ., n . \tag{9}
\end{equation*}
$$

Usually problems (9) have much smaller size than problems (7) and can be efficiently solved by dense QR factorization. The parallel implementation of the approximate inverse is highly scalable as shown in Table 3, while the numerical performance typically tend to deteriorate for increasing matrix size as can be seen in Table 4.

Approximate inverses may be also computed in factorized form as $M=\widetilde{G} \widetilde{Z}$, where $\widetilde{G} \approx U^{-1}$ and $\widetilde{Z} \approx U^{-1}$ are approximation of the inverse triangular factors of $S$, see for instance Alléon, Benzi \& Giraud (1997); Chen (1998); Rahola (1998); Samant et al. (1996). One example of such preconditioner is the AINV method by Benzi et al. (1996), a sparse approximate inverse computed in factorized form by applying an incomplete biconjugation process to $S$ and dropping small entries below a threshold in the inverse factors. However, disappointing results with factorized approximate inverses have been reported on this problem class, see e.g. Carpentieri et al. (2004). The reason of failure is that for many integral formulations like EFIE and CFIE, the inverse factors may be totally unstructured. In this case, selecting

| $n$ (procs) | Construction <br> time (sec) | Elapsed time <br> precond (sec) |
| :---: | :---: | :---: |
| $112908(8)$ | 513 | 0.39 |
| $221952(16)$ | 497 | 0.43 |
| $451632(32)$ | 509 | 0.48 |
| $900912(64)$ | 514 | 0.60 |

Table 3. Parallel scalability of the approximate inverse for solving large-scale boundary integral equations on a model problem.

| dof / freq | FROB |  | GMRES( $\infty$ ) |  | GMRES(120) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Density | Time | Iter | Time | Iter | Time |
| 23676 / 1.3 Ghz | 0.94 | 2 m | 438 | 20 m | +2000 | 55 m |
| 104793 / 2.6 " | 0.19 | 6 m | 234 | 20 m | 253 | 17 m |
| 419172 / 5.2 " | 0.05 | 21 m | 413 | 2h 44m | 571 | 2h 26 m |
| 943137 / 7.8 " | 0.02 | 49 m | 454 | $3 \mathrm{~h} \mathrm{35m}$ • | 589 | 5h 55m |

Table 4. Numerical scalability of the approximate inverse for solving large-scale boundary integral equations. The symbol $\bullet$ means run on 32 processors. Notation: $m$ means minutes, $h$ hours.
a priori the sparse pattern for the factors can be extremely hard and dynamic pattern selection strategies, that drop small entries below a user-defined threshold during the computation, may be very difficult to tune as they can easily discard relevant information and lead to a very poor preconditioner. For those problems, finding the appropriate threshold to enable a good trade-off between sparsity and numerical efficiency is challenging and very problem-dependent.

### 4.3 Incomplete LU factorization preconditioner

ILU-type methods compute an approximate triangular decomposition of $S$ by means of an incomplete Gaussian elimination process. The $I L U$ preconditioner writes as $M=\widetilde{L} \widetilde{U}, \widetilde{L} \approx L$, $\widetilde{U} \approx U$ where $L$ and $U$ denote respectively the lower and upper triangular factors of the standard $L U$ factorization of $S$. This class of methods is virtually always used for solving sparse linear systems. However, mixed success is reported on dense matrix problems, due to the indefiniteness of the systems arising from the discretization. The root of the problem is that small pivots often appear during the factorization, leading to highly ill-conditioned triangular factors and unstable triangular solves (Carpentieri et al. (2004)).

In Table 5 we show an experiment with an $I L U$ preconditioner computed from the sparse approximation $S$ to $A$, using different values of density for $S$. The test case is a sphere of 1 meter length illuminated at 300 MHz ; the problem is modeled using EFIE and the mesh is discretized with 2430 edges. The set $\mathcal{F}$ of fill-in entries to be kept for the approximate lower triangular factor $\widetilde{L}$ is defined by

$$
\mathcal{F}=\left\{(k, i) \mid \operatorname{lev}\left(l_{k, i}\right) \leq \ell\right\},
$$

where the integer $\ell$ denotes a user specified maximal fill-in level. The level $\operatorname{lev}\left(l_{k, i}\right)$ of the coefficient $l_{k, i}$ of $L$ is computed as follows:

## Initialization

$$
\operatorname{lev}\left(l_{k, i}\right)=\left\{\begin{array}{l}
0 \text { if } l_{k, i} \neq 0 \text { or } k=i \\
\infty \text { otherwise }
\end{array}\right.
$$

## Factorization

$$
\operatorname{lev}\left(l_{k, i}\right)=\min \left\{\operatorname{lev}\left(l_{k, i}\right), \operatorname{lev}\left(l_{i, j}\right)+\operatorname{lev}\left(l_{k, j}\right)+1\right\} .
$$

Observe that the larger $\ell$, the higher the density of the preconditioner. We denote the resulting preconditioner by $\operatorname{ILU}(\ell)$ Saad (1996).
In our results, increasing the fill-in parameter may produce much more robust preconditioners than $\operatorname{ILU}(0)$ applied to a denser sparse approximation of the original matrix; $\operatorname{ILU}(1)$ may deliver a good rate of convergence provided the coefficient matrix is not too sparse. However, the factorization of a very sparse approximation (up to $2 \%$ ) of the coefficient matrix can be stable and accelerate significantly the convergence, especially if at least one level of fill-in is retained. Then, for higher values of the density of $S$ the factors may become progressively ill-conditioned, the triangular solves unstable and consequently the preconditioner is useless. The table also shows that ill-conditioning of the factors is not related to ill-conditioning of $A$.

Density of $S=2 \%$

| IC(level) | Density of $L$ | $\kappa_{\infty}(L)$ | GMRES(30) | GMRES(50) |
| :---: | :---: | :---: | :---: | :---: |
| IC(0) | 2.0\% | $2 \cdot 10^{3}$ | 378 | 245 |
| IC(1) | 5.1\% | $1 \cdot 10^{3}$ | 79 | 68 |
| $I C(2)$ | 9.1\% | $9 \cdot 10^{2}$ | 58 | 48 |
| Density of $S=4 \%$ |  |  |  |  |
| IC(level) | Density of $L$ | $\kappa_{\infty}(L)$ | GMRES(30) | GMRES(50) |
| IC(0) | 4.0\% | $6 \cdot 10^{9}$ | - | - |
| IC(1) | 11.7\% | $2 \cdot 10^{5}$ | - | - |
| $I C(2)$ | 19.0\% | $7 \cdot 10^{3}$ | 40 | 38 |
| Density of $S=6 \%$ |  |  |  |  |
| IC(level) | Density of $L$ | $\kappa_{\infty}(L)$ | GMRES(30) | GMRES(50) |
| IC(0) | 6.0\% | $8 \cdot 10^{11}$ | - | - |
| IC(1) | 18.8\% | $5 \cdot 10^{11}$ | - | - |
| $I C(2)$ | 29.6\% | $7 \cdot 10^{4}$ | - | - |

Table 5. Number of iterations of GMRES varying the sparsity level of $S$ and the level of fill-in of the approximate factor $L$ on a spherical model
problem $\left(n=2430, \kappa_{\infty}(A)=\|A\|_{\infty}\left\|A^{-1}\right\|_{\infty} \approx \mathcal{O}\left(10^{2}\right)\right)$. The symbol ' - ' means that convergence was not obtained after 500 iterations.

A complex diagonal compensation can help to compute a more stable preconditioner, by shifting along the imaginary axis the eigenvalues close to zero in the spectrum of the coefficient matrix. However, the value of the shift is not easy to tune a priori and its effect
on the convergence is difficult to predict (Carpentieri et al. (2004)). Pivoting may be a more robust approach to overcome the problem according to reported experiment by Malas \& Gürel (2007); in this case, the $i$ th row of the factor is computed as soon as permtol $\times\left|s_{i j}\right|>\left|s_{i i}\right|$, where permtol is the permutation tolerance and $s_{i j}$ are the entries of $S$.
We follow a different approach. We report on experiments with multilevel inverse-based ILU factorization methods to possibly remedy numerical instabilities. Following Bollhöfer \& Saad (2006), we initially rescale and reorder the initial matrix $A$ as

$$
\begin{equation*}
P^{T} D_{l} A D_{r} Q=\hat{A}, \tag{10}
\end{equation*}
$$

which yields $\hat{A} \hat{x}=\hat{b}$ for appropriate $\hat{x}, \hat{b}$. The initial step may consist of an optional maximum weight matching (Duff \& Koster (1999)). By rescaling and a one-sided permutation, it attempts to improve the diagonal dominance. After that, a symmetric reordering is applied to reduce the fill-/bandwidth. The latter can also be used without an a priori matching step, only rescaling the entries and symmetrically permuting the rows and the columns. This is of particular interest for (almost) symmetrically structured problems. Next, an inverse-based ILU with static diagonal pivoting is computed. I.e., during the approximate incomplete factorization $\hat{A} \approx L D U$ such that $L, U^{H}$ are unit lower triangular factors and $D$ is block diagonal, the norms $\left\|L^{-1}\right\|,\left\|U^{-1}\right\|$ are estimated. If at factorization step $l$ a prescribed bound $\kappa$ is exceeded, the current row $l$ and column $l$ are permuted to the lower right end of the matrix. Otherwise the approximate factorization is continued. One single pass leads to an approximate partial factorization

$$
\Pi^{T} \hat{A} \Pi=\left(\begin{array}{ll}
B & F  \tag{11}\\
E & C
\end{array}\right) \approx\left(\begin{array}{ll}
L_{B} & 0 \\
L_{E} & I
\end{array}\right)\left(\begin{array}{cc}
D_{B} & 0 \\
0 & S_{C}
\end{array}\right)\left(\begin{array}{cc}
U_{B} & U_{F} \\
0 & I
\end{array}\right) \equiv L_{1} D_{1} U_{1}
$$

with a suitable leading block $B$ and a suitable permutation matrix $\Pi$, where $\left\|L_{1}^{-1}\right\| \leq \kappa$, $\left\|U_{1}^{-1}\right\| \leq \kappa$. The remaining system $S_{C}$ approximates $C-E B^{-1} F$. From the relations

$$
\left\{\begin{array} { r l } 
{ B \hat { x } _ { 1 } + F \hat { x } _ { 2 } } & { = \hat { b } _ { 1 } } \\
{ E \hat { x } _ { 1 } + C \hat { x } _ { 2 } } & { = \hat { b } _ { 2 } }
\end{array} \Rightarrow \left\{\begin{array}{rl}
\hat{x}_{1} & =B^{-1}\left(\hat{b}_{1}-F \hat{x}_{2}\right) \\
\left(C-E B^{-1} F\right) \hat{x}_{2} & =\hat{b}_{2}-E B^{-1} \hat{b}_{1}
\end{array},\right.\right.
$$

at each step of an iterative solver we need to store and invert only blocks with $B$ and $S_{C} \approx C-E B^{-1} F$ while for reasons of memory efficieny, $L_{E}, U_{F}$ are discarded and implicitly represented via $L_{E} \approx E U_{B}^{-1} D_{B}^{-1}$ (resp. $U_{F} \approx D_{B}^{-1} L_{B}^{-1} F$ ). When the scaling, preordering and the factorization is successively applied to $S_{C}$, a multilevel variant of (10) is computed. E.g., after a one additional level we obtain

$$
\tilde{P} \tilde{D}_{l} A \tilde{D}_{r} \tilde{Q}=\left[\begin{array}{cc|c}
B & F_{1} & F_{2} \\
E_{1} & C_{11} & C_{12} \\
\hline E_{2} & C_{21} & C_{22}
\end{array}\right] \approx\left[\begin{array}{cc|c}
L_{B} & 0 & 0 \\
L_{E_{1}} & I & 0 \\
\hline L_{E_{2}} & L_{C_{21}} & I
\end{array}\right]\left[\begin{array}{cc|c}
D_{B} & 0 & 0 \\
0 & D_{C_{11}} & 0 \\
\hline 0 & 0 & S_{22}
\end{array}\right]\left[\begin{array}{cc|c}
U_{B} & U_{F_{1}} & U_{F_{2}} \\
0 & I & U_{C_{12}} \\
\hline 0 & 0 & I
\end{array}\right] .
$$

The multilevel algorithm ends at some step $m$ when either $S_{C}$ is factored completely or it becomes considerably dense and switches to a dense LAPACK solver. After computing an $m$-step ILU decomposition, for preconditioning we have to apply $L_{m}^{-1} A U_{m}^{-1}$. From the error equation $E_{m}=A-L_{m} D_{m} U_{m}$, we see that $\left\|L_{m}^{-1}\right\|$ and $\left\|U_{m}^{-1}\right\|$ contribute to the inverse error $L_{m}^{-1} E_{m} U_{m}^{-1}$. Monitoring the growth of these two quantities during the partial factorization
is essential to preserve the numerical stability of the solver, as can be observed comparing results in Table 5 and Table 6.

| Density of $S=2 \%$ |  |  |  |
| :--- | :---: | :---: | :---: |
| threshold | Density of $L$ | GMRES(30) | GMRES(50) |
| $1.0 \mathrm{e}-3$ | 0.30 | 29 | 29 |
| Density of $S=4 \%$ |  |  |  |
| MILU | Density of $L$ | GMRES(30) | GMRES(50) |
| $1.0 \mathrm{e}-3$ | 0.39 | 26 | 26 |
| Density of $S=6 \%$ |  |  |  |
| MILU | Density of $L$ | GMRES(30) | GMRES(50) |
| $1.0 \mathrm{e}-3$ | 0.46 | 24 | 24 |

Table 6. Number of iterations of GMRES using a multilevel inverse-based ILU factorization as preconditioner. The model problem is the same as in Table 5.

## 5. Concluding remarks

We have discussed some fast iterative solution techniques for solving surface boundary integral equations. High-frequency simulations of large structures are extremely demanding for scalable solvers and large computing resources. We have reviewed recent advances for the class of Krylov subspace methods, sparse approximate inverses, incomplete $L U$ factorizations.
Other approach have been applied in this area of research. Multigrid methods are provably optimal algorithms for solving various classes of partial differential equations. Attempts to apply these techniques to dense linear systems have obtained mixed success. Early experiments on boundary element equations are reported with geometric versions on simple model problems, typically the hypersingular and single-layer potential integral operators arising from the Laplace equation (Bramble et al. (1994); Petersdorff \& Stephan (1992); Rjasanow (1987)). Multigrids require a hierarchy of nested meshes to setup the principal components of the algorithm, i.e. a coarsening strategy to decrease the number of unknowns, grid transfer operators to move from a grid to another one, coarse grid operators and smoothing procedure, see e.g. Hackbusch (1985). Thus they are difficult to implement. On the other hand, algebraic multigrid algorithms use only single grid information extracted from either the graph or the entries of the coefficient matrix and are nearly as effective as geometric algorithms in reducing the number of iterations, see e.g Braess (1995); Brandt (1999); Ruge \& Stüben (1987); Vanek et al. (1996). Langer et al. propose to apply an auxiliary sparse matrix reflecting the local topology of the mesh on the fine grid to setup all the components of the multigrid algorithm in a purely algebraic setting (Langer et al. (2003)). This gray-box approach is fairly robust on model problems and maintains the algorithmic and memory complexity of the M-V product operation (Langer \& Pusch (2005)), thus it is well suited to be combined with MLFMA. See also Carpentieri et al. (2007) for another multigrid-type solver.
Preconditioners based on wavelet techniques are also receiving interest. The wavelet compression of integral operators with smooth kernels yields nearly sparse matrices with at most $\mathcal{O}\left(n \log ^{a} n\right)$ nonzero entries, where $a$ is a small constant that depends on the operator and the wavelet used, see e.g. earlier work by Beylkin et al. (1991); Dahmen et al. (1993); Harbrecht \& Schneider (2004); Hawkins et al. (2007); Lage \& Schwab (1999). The compressed
matrix is spectrally equivalent to the original matrix and preconditioning is often needed (Chan \& Chen (2000; 2002); Chan et al. (1997); Chen (1999); Ford \& Chen (2001); Hawkins \& Chen (2005); Hawkins et al. (2005)). Some efficient wavelet preconditioning algorithms have been proposed, based on bordered block structure (Ford \& Chen (2001); Hawkins et al. (2005)), multi-level preconditioners (Chan \& Chen (2002)), and sparse approximate inverses. However, most experiments with wavelet preconditioners are reported for model problems, e.g. Calderon-Zygmund type matrix, single and double layer potentials, the hyper-singular operator. For oscillatory kernels the compressed matrix may be fairly dense and wavelet techniques are less useful. For Helmholtz problems, wavelet Galerkin schemes yield matrices with approximately $\mathcal{O}(k n)$ ( $k$ is the wavenumber) which becomes $O\left(n^{2}\right)$ when the number of unknowns is related to $k$.

Further investigations are necessary to identify the best class of methods for the given problem and the selected computer hardware. The use of more powerful (but also more complex) computing facilities should help in the search for additional speed, but it will also mean that there will be even more factors that need to be considered when attempting to identify the optimal approach in the future.
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## 1. Introduction

ElectroMagnetic Compatibility (EMC) is the branch of electromagnetism that studies generation, propagation and reception of involuntary electromagnetic energy in reference to the undesirable effect (electromagnetic interference) that this energy can induce. Since 1996, date of the directive 89/336/CEE (Directive 89/336/CEE, 1989) compulsory implementation concerning the electromagnetic compatibility (called CE) in Europe, and for much longer in United States, EMC has been playing an increasingly important role.

Most electrical and electronic equipment may be considered as sources of interference because it generates electromagnetic perturbations that pollute the environment and may disrupt the operation of other equipment (victims). The EMC is the ability of a device, equipment or system to operate satisfactorily within its electromagnetic environment and without producing itself an intolerable electromagnetic disturbance to anything in this environment. EMC hence controls the electromagnetic environment of the electronic equipment. To this end, EMC tackles several issues. Firstly, are the emission problems related to the generation of unwanted electromagnetic energy from a source and the measures that should be taken to reduce the generation of such disturbances and to prevent the escape of any remaining energy to the external environment. To verify that the perturbation level does not exceed a threshold value defined by standards, we measure the electric and/or magnetic fields radiated at a certain distance in the case of electromagnetic emissions, the voltage and/or current in the case of conducted disturbances. Secondly the susceptibility problems refer to the proper functioning of electrical equipment in presence of unplanned electromagnetic field. In the tests, we inject perturbation (conducting/radiating mode) on a device and check its good operation. Thirdly, for interference/noise disturbances, the EMC solutions are mainly obtained by addressing both the emissions and the vulnerability problems. This means minimizing the interference source levels and hardening the potential victims (shielding for example).

For measurements, EMC provides as test facilities different tools, the most popular are: the Anechoic Chamber (AC) (Emerson, 1973) and the Mode Stirred Reverberation Chamber (MSRC) (Corona et al., 2002; Hill, 1998). The AC is a cavity whose aim is to simulate the free space. Its walls are covered with ferrite tiles and/or polyurethane pyramids loaded with carbon absorbing electromagnetic waves and preventing their reflection. The second tool has grown in popularity over the past twenty years due to its ability to provide a
statistically uniform and homogeneous electromagnetic field on a relatively large domain (called Working Volume: WV). In addition, high field's levels could be generated in the Reverberation Chamber (RC) for relatively low injected power. For mechanical stirring, the "statistical" uniformity is mainly based on the number $N$ of the available independent configurations (i.e. the number $N$ of the stirrer independent positions) for the RC and the studied frequency. When the number $N$ tends to infinity, the intern electromagnetic field proprieties are statistically identical from one point to another in the WV. A statistically uniform and homogeneous distribution of the field in the MSRC signifies that the same energy attacks the Equipment Under Test (EUT) from all directions and with the same polarization, when averaged over the number $N$ of the stirrer positions. A disadvantage of the AC is the high injected power needed, thus powerful amplifier are required, in addition to the high cost of the absorbers. In comparison with the AC case, low power in MSRC is needed.
Based on the principle of reciprocity, Time Reversal (TR) is a technique that allows focusing a field in time and space. Recently, it has been applied for EMC where better results have been reported in strongly reverberant or diffracting environments. Indeed, different studies (de Rosny, 2000; Moussa et al., 2009b) in acoustics and electromagnetics have verified how RC can provide an appropriate environment for TR. One of the main advantages of the MSRC is to provide the most critical illumination of the EUT. Paradoxically, this benefit may be considered as a disadvantage, since in this case it becomes impossible to know precisely the characteristics of the electromagnetic excitation. On the one hand, recent TR studies (Cozza \& Moussa, 2009; Moussa et al., 2009a) have demonstrated how to make benefit of the re-focusing to control the wave incidence and polarization attacking the EUT. On the other hand, for the same input power, the TR enables to increase the achievable field levels in the MSRC. These promising applications of TR justify its characterization in MSRC.
During susceptibility tests of electronic equipments a problem may occur when the EUT is composed of several components with different field/current threshold values that cannot be exceeded. Indeed, various immunity levels can coexist on an electronic device (power supply, components, signal integrity, etc.) or on different zones of a complex structure (automobile, aircraft, etc.) since the expected reliability might be different from an area or device to another. But, in a classical susceptibility EMC MSRC test, the illumination is statistically the same for the whole EUT placed in the working volume and it may damage components that have a smaller threshold value than the incident field. A solution consists in performing the susceptibility test independently for each component. Unfortunately, "on table" tests are not always possible and also might not represent the reality. An alternative approach can be given via TR technique and selective focusing. As a matter of fact, at the focusing time, only one component can be illuminated by a desired field level while others parts of the system are aggressed by lower noise.

In this chapter, after presenting TR basis and theoretical principles, characteristic parameters of TR are numerically studied in free space and reverberating environment before introducing an original way for performing impulsive susceptibility testing.

## 2. Time reversal basis

### 2.1 Preamble

Originally developed in acoustics (Fink, 1992) by Mathias Fink team in the early 1990 at the ESPCI (Ecole Supérieure de Physique et de Chimie Industrielles) in Paris, TR is
a physical process that is based on the principle of reciprocity. This technique allows a wave to propagate backward to its source. This retro-propagation is based on the reversibility of the wave equation in time. One of the results is to offer the possibility to focus a given wave both in time and space. Many studies have been led based on the acoustic wave equation, for applications concerning the detection and selective focusing (Prada \& Fink, 1994), submarine telecommunications (Edelmann, 2005), and ultrasound and medical imaging (Quieffin, 2004) domains. More recently successful tests have been achieved in electromagnetics (de Rosny et al., 2007), mainly in telecommunications (Lerosey et al., 2004), detection and imaging (Liu et al., 2005; Maaref et al., 2008; Neyrat et al., 2008), and EMC (Davy et al., 2009; El Baba et al., 2009; 2010) fields.


Fig. 1. (a) First and (b) second phase of time reversal process with a time reversal cavity.
In practice, the TR technique needs two phases. During the first (Fig. 1a), a source located at ( $R_{0}$ ) emits an electromagnetic pulse that spreads in the medium. The source can be either active (transmission mode) or passive as a source of diffraction (in detection problems targets or diffusers act as passive sources). The electromagnetic radiation is recorded for a period $\Delta t$ through an array of probes in reception $\left(R_{i}\right)$ surrounding the source into a closed entity and forming a Time Reversal Cavity (TRC). Indeed, the data that arrive first in time travels a shorter distance than the data that arrive later. During the second phase (Fig. 1b), each probe retransmits its received signal in reversed time order, so the data that travel a longer distance are emitted earlier and the data that travel a shorter distance are emitted later (Last In First Out). Consequently, a returned wave propagates and acts as if it relives exactly its past life and this leads to a temporal and spatial focusing of the field at the original source location $\left(R_{0}\right)$ where the focusing moment is considered as the time origin.

Unfortunately, from an experimental point of view and because of the large number of probes required for such operation, the TRC is not feasible. That's why classical TR experiments are conducted through a limited opening array forming the Time Reversal Mirror (TRM) (de Rosny \& Fink, 2002).

In the case of a TRM, the focusing protocol by TR remains the same as in the TRC case (Fig. 2). The decrease in the angular aperture allows the convenient realization of such a mirror, but in the reemission step (Fig. 2b) only a part of the wave is time reversed leading to a loss of information reducing the focusing quality.


Fig. 2. (a) First and (b) second phase of time reversal process with a time reversal mirror.
This loss of information can be partially avoided if the scene takes place in a reverberant cavity. Different studies have shown that, in the case of a reverberant environment, the probe array can be replaced by a single probe (Fig. 3). Therefore, the first experiments in electromagnetism were realized in a RC. The properties of the cavity allow us to benefit from the different reflections suffered by the wave on the metal walls of the chamber, which ensures that a single probe collecting these echoes is sufficient to record necessary information for TR experiment.


Fig. 3. TRM can be replaced by a single probe in a reverberant cavity.

### 2.2 Time reversal of electromagnetic waves

A propagation medium is called reversible if a field and its time reversed version can propagate in such an environment, i.e., if $\Phi(t)$ and $\Phi(-t)$ are solutions of the same propagation equation. In electromagnetism, the wave equation in a uniform and non-dissipative medium is given by

$$
\begin{equation*}
\frac{1}{c^{2}} \frac{\partial^{2} \Phi}{\partial t^{2}}=\Delta \Phi \tag{1}
\end{equation*}
$$

where $\Phi$ stands for the electric $E$ or magnetic $H$ field, and $c$ is the propagation celerity of the electromagnetic waves in the medium.

Assuming that $\Phi_{0}(t)$ is a solution of (1), the absence of first time derivative in the left-hand side leads to the existence of another solution chronologically reversed $\Phi_{1}(t)=\Phi_{0}(-t)$.

Therefore (1) is invariant under the TR action, and theoretically, an electromagnetic scene may be replayed in reverse from time $t=\Delta t$ to $t=0$ s.

Defining the electric field estimated at the position $r$ (given by TRM or TRC devices) and time $t$ by $E(r, t)$, the TR data are first recorded during the experiment time $T=\Delta t$. Then, fields are returned and reemitted following a reverse chronology, for example, an electric field $E(r, t)$ is retransmitted during the reversal phase as $E(r, T-t), t \in[0 ; T]$.

An electromagnetic wave is described by four field vectors, the electric field $E$, the magnetic field $H$, the electric induction $D$, and the magnetic induction $B$. It has been shown in (Jackson, 1998) that $E$ and $D$ are even vectors; however $H$ and $B$ are odd pseudovectors under the time reversal action. Therefore if we consider $T_{T R}$ the time inversion operator given by $T_{T R}\{\Phi(r, t)\}=\Phi(r,-t)$, we can write

$$
\begin{gather*}
T_{T R}\{E(r, t)\}=E(r,-t) ; \quad T_{T R}\{D(r, t)\}=D(r,-t) ; \\
T_{T R}\{H(r, t)\}=-H(r,-t) ; T_{T R}\{B(r, t)\}=-B(r,-t) . \tag{2}
\end{gather*}
$$

## 3. Theoretical principles

An illustration of the electromagnetic TR in a reverberant environment can be obtained from Fig. 4, where $R_{0}$ is a point source representing the emission antenna, and $R_{i}$ corresponds to the array of probes in reception (TRM).
The excitation pulse used is a Gaussian modulated sine pattern (Fig. 4a) emitted from the point $R_{0}$. Probes of the TRM $\left(R_{i}\right)$ record the six components of the electromagnetic fields, these signals are returned by time reversal or by the phase conjugate of their Fourier transforms (method explained in section 3.1 below) and reemitted by $R_{i}$ to obtain a time and space focusing at $R_{0}$ position.


Fig. 4. TR set up, (a): excitation pulse, (b): received signal, (c): reversed received signal, (d) and (e): time and space focusing.

### 3.1 Time reversal and phase conjugate

Let $\tilde{\Phi}(r, \omega)$ the Fourier transform of the field $\Phi(r, t)$. It was verified that time reversing a signal corresponds to the inverse Fourier transform ( $F T_{\text {inv }}$ ) of the phase conjugate of its Fourier transform

$$
\begin{equation*}
T_{T R}\{\Phi(r, t)\}=\Phi(r,-t)=F T_{i n v}\left\{\tilde{\Phi}^{*}(r, \omega)\right\} \tag{3}
\end{equation*}
$$

In Fig. 5a we plot the evolution of a signal with respect to time, and in Fig. 5b we verify that we can reverse a signal in time indifferently by the phase conjugate of its Fourier transform or by time reversal.


Fig. 5. (a) Temporal signal $\Phi(t)$. (b) $\Phi(-t)$ by time reversal (plain blue curve) and by inverse Fourier transform of its phase conjugate (red markers).

### 3.2 Mathematical foundation

The received signal (Fig. 4b) by a TRM probe (following a pulse $x(t)$ (Fig. 4a) emitted from $R_{0}$ ) can be written

$$
\begin{equation*}
y_{i}(t)=k\left(t, R_{0} \rightarrow R_{i}\right) \otimes x(t) \tag{4}
\end{equation*}
$$

where $\otimes$ is the convolution product, and $1 \leq i \leq M$ with $M$ the number of probes of the TRM, and $k\left(t, R_{0} \rightarrow R_{i}\right)$ is the impulse response of the medium at a point $R_{i}$ for a pulse emitted from $R_{0}$. After time reversal of $y_{i}(t)$ (Fig. 4c) and the reemission from $R_{i}$, the focused signal on $R_{0}$ (Fig. 4d) can be written as follows:

$$
\begin{equation*}
E_{T R}\left(t, R_{0}\right)=\sum_{i=1}^{M} k\left(t, R_{i} \rightarrow R_{0}\right) \otimes y_{i}(-t)=\sum_{i=1}^{M} k\left(t, R_{i} \rightarrow R_{0}\right) \otimes k\left(-t, R_{0} \rightarrow R_{i}\right) \otimes x(-t) \tag{5}
\end{equation*}
$$

The advantage of working in the frequency domain is to replace the convolution product by an ordinary product. Since reversing a signal versus time corresponds to the phase conjugate of its Fourier transform, the above equation (5) takes the following form in the frequency domain

$$
\begin{equation*}
E_{T R}\left(\omega, R_{0}\right)=\sum_{i=1}^{M} k\left(\omega, R_{i} \rightarrow R_{0}\right) \cdot k^{*}\left(\omega, R_{0} \rightarrow R_{i}\right) \cdot x^{*}(\omega) \tag{6}
\end{equation*}
$$

Switching into matrix notation, (6) takes the following form

$$
\begin{equation*}
E_{T R}\left(\omega, R_{0}\right)=K\left(\omega, R_{i} \rightarrow R_{0}\right) \cdot K^{*}\left(\omega, R_{0} \rightarrow R_{i}\right) \cdot x^{*}(\omega) \tag{7}
\end{equation*}
$$

Now, if the medium is reversible, thanks to the reciprocity theorem, the position of a point source and a probe can be reversed without altering the field. Consequently, the impulse response from $R_{0}$ to $R_{i}$ is equal to the one from $R_{i}$ to $R_{0}$, and therefore the matrix $K\left(\omega, R_{0} \rightarrow\right.$ $\left.R_{i}\right)$ is equal to the matrix $K\left(\omega, R_{i} \rightarrow R_{0}\right)$, in other words the matrix $K$ is symmetric. In (7), the propagation matrix $K$ is the Fourier transform of different impulse responses between one transmitter and $M$ receivers.

### 3.3 Time reversal operator

One can build the so-called Time Reversal Operator (TRO) by considering the case where we have $M \times M$ transmitter receivers. The $M$ transmitters emit successively $M$ pulses $x_{i}(t)(i=1, \ldots, M)$ that can be described in the frequency domain by a vector $X$ containing $M$ components for each frequency. The $M$ components given by the receivers can be written by a matrix product $K X$. When signals are reversed (phase conjugate in the frequency domain) and retransmitted, the resulting vector is $K^{t} K^{*} X^{*}$, with $K$ the $M \times M$ propagation matrix and $K^{t}$ its matrix transpose. Therefore (7) can be written

$$
\begin{equation*}
\operatorname{Foc}(\omega)=K^{t}(\omega) K^{*}(\omega) X^{*}(\omega) \tag{8}
\end{equation*}
$$

with Foc the vector containing the $M$ focused signals for each frequency. It is interesting to note that $T(\omega)=K^{h}(\omega) K(\omega)$, defined as the TRO (Derode et al., 2003), is a symmetrical square matrix where $h$ is the Hermitian conjugate (conjugate-transpose). By performing a singular value decomposition of the propagation matrix we get $K(\omega)=U(\omega) \Lambda(\omega) V^{t}(\omega)$, where $U$ and $V$ are unitary matrices and $\Lambda$ is a diagonal matrix whose elements are the singular values $\Lambda_{i}$. On the other hand, the eigenvalue decomposition of the TRO gives $T(\omega)=V(\omega) S(\omega) V^{t}(\omega)$, with $S(\omega)=\Lambda^{t}(\omega) \Lambda(\omega)$ the diagonal matrix of eigenvalues that are the propagation matrix singular values square, and $V$ the unit matrix of eigenvectors. This decomposition of the TRO gives us information on the propagation medium. In the detection field, Decomposition of the Time Reversal Operator (DORT) (Yavuz \& Teixeira, 2006) provides information on the diffraction strength of the target via the eigenvalues and information on the position via the eigenvector of the TRO.

## 4. Definitions, numerical methodologies and outputs

In this study, TR is applied in a numerical way in order to facilitate its characterization in different configurations. From a practical point of view, it is easier to carry out a parametric study numerically than experimentally. For instance, a numerical study offers the flexibility to choose between a TRC and a TRM, to vary the number of probes, their positions in many test cases, etc. The proposed methodology needs to gather from the TR principles and MSRC studies. This is why the chosen method must take into account the characteristics of each domain. Indeed, it is important to consider all elements present in the experimental RC device: cavity, stirrer, equipment (Corona et al., 2002). From a numerical point of view, the influence of the metallic elements must be considered in time simulation. Consequently, the fields temporal distribution must be numerically implemented with special care given to metal facets (i.e., considered as Perfect Electric Conductor, PEC). For all the above reasons, the numerical simulations were carried out using an own-made Finite Difference Time Domain (FDTD) electromagnetic code (Bonnet et al., 2005) with $E / H$ formulation and later for more complex cases the commercial software CST MICROWAVE STUDIO® without neglecting the fact that we can use any numerical tool that solves Maxwell's equations.

### 4.1 Focusing quality

To characterize time and space focusing after the TR process, we will define multiple criteria and parameters.

### 4.1.1 Maximum magnitude of focusing

The first idea about the quality of focusing is obtained by considering the useful part of the reconstructed signal (see duration $\tau_{u}$, Fig. 4d) and implementing the absolute maximum of the focused signal.

$$
\begin{equation*}
\operatorname{Max}\left(R_{0}\right)=\max _{t \in \tau_{u}}\left(\left|E_{T R}\left(t, R_{0}\right)\right|\right) \tag{9}
\end{equation*}
$$

### 4.1.2 Focal spot

The second criterion characterizing spatial focusing around $R_{0}$ is the focal spot dimension $(\delta)$ which is described in two dimensions by distance along the $x$ and $y$ directions for which the total electric field focused at time $t=0$ (which is the focusing time) is between $E_{T R}\left(R_{0}\right)$ and $E_{T R}\left(R_{0}\right) / 2$ (in other words where $E_{T R}\left(R_{0}\right) / \operatorname{Max}\left(R_{0}\right)$ belongs to [ $-6 \mathrm{~dB} ; 0 \mathrm{~dB}$ ]). The Fig. 6 illustrates this criterion in two dimensions (2-D), the principle can be extended to three dimensions (3-D). According to Fig. 6, we may write


Fig. 6. Definition of the focal spot around the focusing point.

$$
\begin{align*}
\delta_{x} & =u_{x 2}-u_{x 1} \\
\delta_{y} & =u_{y 2}-u_{y 1} \tag{10}
\end{align*}
$$

where $u_{x 1}, u_{x 2}, u_{y 1}$, and $u_{y 2}$ are the positions of both sides of $R_{0}$ at the focusing time $(t=0)$ along $x$ and $y$ directions. Note that the width of the focal spot in a reverberating environment, depending on the diffraction limit, is about $\lambda / 2$ where $\lambda$ is the wavelength corresponding to the frequency of the excitation pulse. On the other hand, in free space the focal spot is given by the following formula

$$
\begin{equation*}
\delta=\frac{\lambda F}{D} \tag{11}
\end{equation*}
$$

with $F$ the distance between the focusing point $\left(R_{0}\right)$ and the TRM $\left(R_{i}\right)$, and $D$ the size of the TRM.

### 4.1.3 Signal to noise ratio

An important criterion to characterize focusing in a reverberation chamber is the Signal To Noise (STN) ratio, which was theoretically introduced in (de Rosny, 2000) as follows:

$$
\begin{equation*}
S T N \cong \frac{4 \sqrt{\pi} \Delta H \Delta \Omega}{\frac{\langle\alpha\rangle^{4}}{\left\langle\alpha^{2}\right\rangle^{2}}+\frac{\Delta H}{\Delta t}} \tag{12}
\end{equation*}
$$

where we have: $\Delta \Omega$, the frequency bandwidth of the excitation pulse; $\alpha$, the ensemble average of the eigenmodes magnitude of the chamber; $\Delta H$, the Heisenberg's time given by the following formula

$$
\begin{equation*}
\Delta H=2 \pi n(\omega) \tag{13}
\end{equation*}
$$

with $n(\omega)$, the average modal density of the reverberation chamber assumed constant over the entire bandwidth $\Delta \Omega$.

Numerically, this ratio can be calculated from the temporally focused signal in $R_{0}$, and it is known as the temporal $S T N$ ratio $\left(S T N_{t}\right)$ which is the ratio between the squared magnitude of the focused signal peak (Fig. 4d, $t=0$ ) and the temporal noise around the peak. It is defined as the square of the focused field RMS on a part of the simulation time apart the useful signal (Fig. $4 \mathrm{~d}, t \notin \tau_{u}$ ).

The ratio is given by

$$
\begin{equation*}
\operatorname{STN}_{t}=\frac{\left\langle E_{T R}\left(r=R_{0}, t=0\right)\right\rangle^{2}}{\left\langle\overline{E_{T R}^{2}\left(r=R_{0}, t \notin \tau_{u}\right)}\right\rangle} \tag{14}
\end{equation*}
$$

where $E_{T R}\left(R_{0}, t\right)$ represents the focused total electric field in $R_{0}$.
Similarly to (14), we can also calculate the spatial STN ratio $\left(S T N_{S}\right)$ which is the ratio of the squared magnitude of the focused signal peak in $R_{0}$ on the square of the field RMS value calculated over the rest of the studied domain at the focusing time $(t=0)$, this one can be considered as "spatial noise". So we have

$$
\begin{equation*}
\operatorname{STN}_{s}=\frac{\left\langle E_{T R}\left(r=R_{0}, t=0\right)\right\rangle^{2}}{\left\langle\overline{E_{T R}^{2}\left(r \neq R_{0}, t=0\right)}\right\rangle} \tag{15}
\end{equation*}
$$

It has been proved in (Moussa et al., 2009a) that for whole averages and as RC are ergodic systems, temporal STN ratio is equivalent to spatial one. In what follows, for the sake of simplicity, both temporal and spatial signal to noise ratios are denoted STN.

### 4.1.4 Delay spread

To characterize the temporal focusing (and linked to spatial aspects) in reverberation chamber, the delay spread parameter is defined as in (Ziadé et al., 2008). Indeed, the impulse response shown in Fig. 4b shows that a pulse emitted from a source will be received as a series of pulses (with different arrival times). This parameter stands for time separating last echo and straightforward way. The root mean square of the delay spread parameter (linking the standard deviation of time with the mean value) can be written for the $E$ fields by

$$
\begin{equation*}
\tau_{R M S}=\sqrt{\frac{\int\left(\tau-\tau_{m}\right)^{2}\left|E_{T R}(\boldsymbol{r}, \tau)\right|^{2} d \tau}{\int\left|E_{T R}(\boldsymbol{r}, \tau)\right|^{2} d \tau}} \tag{16}
\end{equation*}
$$

with $\tau_{m}$ : mean value of $E$ delays. Electric fields $E_{T R}$ are given at location $r$ and time $\tau$. Thus, the average delay $\tau_{m}$ is given by

$$
\begin{equation*}
\tau_{m}=\frac{\int \tau\left|E_{T R}(\boldsymbol{r}, \tau)\right|^{2} d \tau}{\int\left|E_{T R}(\boldsymbol{r}, \tau)\right|^{2} d \tau} . \tag{17}
\end{equation*}
$$

### 4.2 FDTD method for time reversal

In the FDTD method, Maxwell's equations are discretized following the Yee algorithm (Yee, 1966), these equations are invariant to time reversal transformation (Jackson, 1998). For more simplicity, we will consider here a 2-D formulation; the 3-D case can be straightforward extended by simple modifications. In the FDTD method, electric and magnetic fields are calculated by an explicit "leapfrog" scheme for time intervals separated by a half time step, in other words from the electric field at time $t=n-1 / 2$ and the magnetic field at time $t=n$, the electric field at time $t=n+1 / 2$ is calculated as we can see in the discretized Maxwell's equation below (18) (2-D TM mode)

$$
\begin{align*}
& E_{z}^{n+\frac{1}{2}}\left(i+\frac{1}{2}, j+\frac{1}{2}\right)=\frac{2 \epsilon-\sigma d t}{2 \epsilon+\sigma d t} E_{z}^{n-\frac{1}{2}}\left(i+\frac{1}{2}, j+\frac{1}{2}\right)+\frac{2 d t}{2 \epsilon+\sigma d t} \times \\
& {\left[\frac{H_{y}^{n}\left(i+1, j+\frac{1}{2}\right)-H_{y}^{n}\left(i, j+\frac{1}{2}\right)}{d x}-\frac{H_{x}^{n}\left(i+\frac{1}{2}, j+1\right)-H_{x}^{n}\left(i+\frac{1}{2}, j\right)}{d y}\right]} \tag{18}
\end{align*}
$$

where $d x, d y$ and $d z$ are the space steps in Cartesian directions ( $O x$ ), ( $O y$ ), and ( $O z$ ), while $d t$ is the time step. $\sigma$ and $\epsilon$ represent conductivity and permittivity of the medium.
Regarding time reversal, we need to reverse the calculation sequence. In fact, the electric field at time $t=n-1 / 2$ is calculated from the electric field at time $t=n+1 / 2$ and the magnetic field at time $t=n$. To do that, we only need to take the discretized Maxwell's equations and rewrite them under the desired shape (Sorrentino et al., 1993)

$$
\begin{align*}
& E_{z}^{n-\frac{1}{2}}\left(i+\frac{1}{2}, j+\frac{1}{2}\right)=\frac{2 \epsilon+\sigma d t}{2 \epsilon-\sigma d t} E_{z}^{n+\frac{1}{2}}\left(i+\frac{1}{2}, j+\frac{1}{2}\right)-\frac{2 d t}{2 \epsilon-\sigma d t} \times \\
& {\left[\frac{H_{y}^{n}\left(i+1, j+\frac{1}{2}\right)-H_{y}^{n}\left(i, j+\frac{1}{2}\right)}{d x}-\frac{H_{x}^{n}\left(i+\frac{1}{2}, j+1\right)-H_{x}^{n}\left(i+\frac{1}{2}, j\right)}{d y}\right]} \tag{19}
\end{align*}
$$

The above relation (19) should be applied to calculate fields at earlier moments from the later instants. To check the validity of this TR algorithm, consider a 2-D domain whose boundaries are simulated by PEC. An excitation point source emitting a Gaussian pulse is located in the middle of the Computational Domain ( $C D$ ). The field propagates in the domain for a time $t=t_{1}$. Fig. 7a shows the distribution of the electric field $E_{z}$ at time $t=t_{1}$. For $t>t_{1}$, time is reversed and we consider the field distribution $E_{z}$ at time $t=t_{1}$ (Fig. 7a) as initial condition. After this time, and from the modified FDTD equations, we come to rebuild the field distribution of the source and found its position (Fig. 7b). This TR algorithm was effectively applied in (Neyrat, 2009) for buried object detection.


Fig. 7. (a) Electric field $E_{z}$ distribution at time $t=t_{1}$. (b) Reconstructed pulse obtained by inverse FDTD simulation.

The technique described above may only have numerical applications since fields have to be recorded for each discretisation point. In our case (applying TR in EMC), our objective is not detection, but focusing field numerically in a given place and time, and for instance, extending to experimental developments in further works. To avoid field registration throughout the whole domain which should be impossible experimentally, we will focus on the technique briefly described on Fig. 4. In this case, the field is recorded on probes during the first phase using the FDTD discretization (18), and in the second it is time reversed and retransmitted without changing the Maxwell's equations in the FDTD code. This alternative is the one used in most of TR experiments and TR numerical simulations.

### 4.3 Numerical configurations

Already mentioned, simulations were performed using an own-made code based on the FDTD method. Two CDs were considered: the first one is a 2-D TM mode given by $C D_{1}=3.3 \times 3.3 \mathrm{~m}^{2}$, the second is a 3-D $C D_{2}=2.2 \times 1.5 \times 1 \mathrm{~m}^{3}$ volume. The excitation signal used for the first phase of the TR process is a Gaussian modulated sine pattern (Fig. 8a)

$$
\begin{equation*}
x(t)=E_{0} e^{-\left(\frac{t+\frac{z-z_{0}}{c}-t_{0}}{\ell}\right)^{2}} \sin \left(2 \pi f_{c} t\right) \tag{20}
\end{equation*}
$$

where $E_{0}$ is the Gaussian magnitude, $z_{0}$ and $t_{0}$ are respectively the delays with respect to the origins of space and time, $\ell$ is the mid-height width of the pulse, and $f_{c}$ is the central frequency.

The bandwidth $\Delta \Omega$ of this pulse is the frequency distance (Fig. 8 b ) of both sides of the central frequency with respect to the attenuation $(A t t)$ of the maximum amplitude (the amplitude corresponding to $f_{c}$ ). To calculate $\Delta \Omega$, we consider successively different attenuation levels. For instance, in the case of $A t t=2$ (corresponding to a $-6 d B$ decrease) we divide the amplitude corresponding to $f_{c}$ by 2 and calculate $f_{2}$ and $f_{1}$, and the bandwidth is given by $\Delta \Omega=f_{2}-f_{1}$.

For all FDTD simulations in this chapter, we used a Gaussian modulated at a central frequency $f_{c}=600 \mathrm{MHz}$ and bandwidth $\Delta \Omega=350 \mathrm{MHz}$ calculated at $-6 d B$. Simulations are performed with an uniform spatial discretization $d x=d y=3.3 \mathrm{~cm}$ for the 2-D domain, and $d x=d y=d z=3.3 \mathrm{~cm}$ for the 3-D domain (corresponding to $\lambda_{f_{c}} / 15, \lambda_{f_{c}}$ : wavelength corresponding to the central frequency $f_{c}$ ).


Fig. 8. (a) Time response of the excitation signal used for the first phase of TR and (b) its spectrum.

## 5. Numerical results

In this section, we investigate the impact of various parameters on the TR process. These will be studied initially in free space, then we will see how the complexity of the environment can improve the focusing quality, and finally we will check how reverberant media are ideal environments to work with TR.

### 5.1 Preliminary study in free space

The first numerical example treated helps to qualify focusing relatively to the number of probes in the TRC. For this, we consider the 2-D $C D_{1}$ domain (Fig. 9) where the excitation source is located in the middle of the area and a TRC composed of 320 probes completely surrounding the point source. Free space is simulated by Mur absorbing boundary conditions (Mur, 1981).


Fig. 9. $C D_{1}$ domain: (0) absorbing conditions, (1) source $R_{0}$, (2) TRC probes $R_{i}$.
A $7 n s$ pulse (Fig. 8a) is emitted from the point source and the TRC probes record the evolution of the electric field component $E_{z}$ and the magnetic field components $H_{x}$ and $H_{y}$ (TM mode). After time reversal and reemission of the recorded signals by the TRC probes, we can find the position of the excitation source as shown in the spatio-temporal evolution of the absolute value of the electric field $E_{z}$ on Fig. 10.

The returned excitation signals $x(-t)$ and the normalized temporal focusing signal $E_{T R}$ at the point source are plotted on Fig. 11a. The original shape of the excitation signal and the position of the emission point are observed (here it is an active source but it can also be a diffracting object).


Fig. 10. Electric field spatio-temporal evolution around focusing point (focusing time set as time origin).


Fig. 11. (a) Temporal and (b) spatial focus on the point source at focusing time $(t=0)$.
The number of probes used in the previous example ( 320 probes) is the maximum number allowed by the used FDTD discretization. In Fig. 12a, curves (1), (2) and (3) demonstrate the importance of the probes number in the TRC on the maximum magnitude of focusing criterion. In addition, we note (Fig. 12b) that this criterion increases linearly with the number of probes.

For a 3-D domain $\left(C D_{2}\right)$, two cases were treated. The first one deals with an excitation emitted by the point source along the three components of the electric field $E_{x}, E_{y}$ and $E_{z}$, and the second one only $E_{x}$ component is considered. The Fig. 13 shows the treated numerical configuration where the excitation point is in the middle of the $C D_{2}$ (Cartesian coordinates $(0,0,0)$ which corresponds to the mesh $(34,23,15)$, and the TRC is composed of 6114 probes corresponding to the maximum number allowed by the used FDTD discretization.


Fig. 12. (a) Focused signals $\left(E_{T R}\left(t, R_{0}\right)\right)$ for different number of probes uniformly distributed on the TRC. (b) Maximum magnitude of focusing criterion with respect to the TRC probes number.


Fig. 13. $C D_{2}$ domain: (0) absorbing conditions, (1) source $R_{0}$, (2) TRC.
In the first case, we can see that the focused signal after TR is along the three polarizations $x, y$ and $z$ (Fig. 14a), and we can focus on the spatial distribution of the total electric field at focusing time (Fig. 14b) where an energy concentration appears around the point source.


Fig. 14. (a) Time focusing for emitted excitation along $E_{x}, E_{y}$, and $E_{z}$. (b) Total electric field cartography at focusing time $(t=0)$.

In the second case (where the excitation is along $E_{x}$ ), we see that the electric field is focused only along the $x$ component (Fig. 15) and this can be verified if we extract $E$-field over a plan corresponding to $z=0$ and we look to the field cartography at focusing time for all polarizations (Fig. 16). We clearly note that the electric field corresponding to $E_{y}$ and $E_{z}$ is almost zero compared to $E_{x}$.


Fig. 15. Time focusing for excitation emitted along $E_{x}$.


Fig. 16. $E$-field slice plan corresponding to (a) $E_{x}$, (b) $E_{y}$, and (c) $E_{z}$ components at the focusing time $(t=0)$.

We deduce that it is theoretically possible to control the polarization of the wave attacking the EUT without changing the antenna polarization. This application can be very interesting especially in a reverberant environment, as we shall see later in this chapter.

Given the huge number of probes needed for the TRC and the inability to achieve such an experimental configuration, in the following simulations TRC is replaced by a TRM with limited opening (Fig. 17).


Fig. 17. (a) $C D_{1}$ and (b) $C D_{2}$ domains: (0) absorbing conditions, (1) source $R_{0}$, (2) TRM probes $R_{i}$.

The previous simulations are repeated with a TRM of 41 probes for 2-D domain and 54 probes for 3-D domain, comparing temporal focusing (Figs. 18a, 19a) with those obtained with a TRC (Figs. 12a, 14a), we note that the maximum magnitude of focusing is greatly reduced. Moreover we note a spatial focusing damage. The Figs. 18 b and 19 b show that focusing is of weaker quality comparatively to TRC cases (Figs.11b, 14b).

So, unlike the previous case, recording fields on one side of the domain can not reconstruct the exact propagation of the wave as it spread, from the fact that the information is reduced


Fig. 18. $C D_{1}$ : (a) Temporal and (b) spatial focusing on the point source at the focusing time $(t=0)$ using a TRM.


Fig. 19. $C D_{2}$ : (a) Temporal and (b) spatial focusing on the point source at the focusing time $(t=0)$ for an excitation along $E_{x}, E_{y}$, and $E_{z}$ using a TRM.
especially for 3-D. This loss of information can be solved by making the domain more complex, which will allow recording more information without increasing the number of TRM probes. In the following, we will only consider the 3-D domain $\left(C D_{2}\right)$.

### 5.2 Introducing multiple reflections

To collect more information on the wave propagation in the first phase of TR, it is better to increase the TRM angular opening or make the environment more complex. To achieve this, a metal plate modeled by PEC is added in the domain (Fig. 20).


Fig. 20. $C D_{2}$ domain: (0) absorbing conditions, (1) source $R_{0}$, (2) TRM probes $R_{i}$, (3) metallic plate.

The goal here is to take advantage of reflections due to the presence of the metal plate. The Fig. 21a confirms the expectation about the presence of a diffracting object: we see that the signal received by a probe of the TRM (component $x$ of the electric field $E_{x}$ ) in a complex environment contains more information. Indeed, the waves due to the PEC reflections improve the maximum magnitude of focusing (Fig. 21b).


Fig. 21. (a) Electric field $E_{x}$ received by a TRM. (b) The temporal focusing on the source point in both cases (free space + metallic plate and free space) for an excitation along $E_{x}, E_{y}$, and $E_{z}$ using a TRM.

Following this idea, we can easily imagine that suitable media to apply the TR are the reverberating environments, supporting the interests of its application in the MSRC. Indeed, the multiple reflections suffered by the wave on the metal walls of the chamber will allow us to replace the TRM by a limited number of probes.

### 5.3 Time reversal in a reverberant environment (reverberation chamber)

In this section, the previous configuration $C D_{2}$ is preserved with a 8-probes TRM and excitations along $E_{x}, E_{y}$ and $E_{z}$. The purpose of this part is to show the benefits of TR application in the MSRC across different test cases:

- the "free space" data will be compared to a reverberant environment,
- the duration of the TR window, in other words duration of the reversed signal, is studied looking the $S T N$ ratio and the link with the modal density of the chamber,
- intrinsic properties of the wave propagation in the cavity will be treated by focusing on the randomness of the probes location,
- and finally, we will study the influence of the excitation source parameters in terms of the focal spot size.


### 5.3.1 Comparison with free space

The presence of perfectly metallic boundary conditions replacing absorbing conditions implies that the impulse response (Fig. 22a) received by one of the 8 probes of the TRM is composed of several reflections that never decrease, unlike free space case (Fig. 21a). It is important to note that real losses are not included in this section. As a result, the numerical energy injected after time reversal appears comparatively higher in RC than with absorbing conditions. This improves the focusing quality in terms of maximum focusing magnitude: $6.10^{-4} \mathrm{~V} / \mathrm{m}$ with 51 probes as TRM in free space (Fig. 19a) and $0.04 \mathrm{~V} / \mathrm{m}$ with a TRM of 8 probes in RC (Fig. 22b).


Fig. 22. (a) Electric field $E_{x}$ received by a probe of the TRM in RC. (b) Temporal focusing by TR in RC.

To investigate the spatial focusing by studying the focal spot size in all directions and check the temporal focusing using the delay spread criterion ( $\tau_{R M S}$ ), we recorded the total electric field around the focusing point along $x, y$ and $z$ axis. On the one hand, results given in Fig. 23a show that focusing is symmetrical and is $\lambda_{f_{c}} / 2$ order (dimension of the focal spot $=0.25 \mathrm{~m}=$ $\left.\lambda_{f_{c}} / 2\right)$.


Fig. 23. (a) Total electric field $\left(E_{T R}(r, t=0)\right)$ and (b) delay spread $\left(\tau_{R M S}\right)$ with respect to the distance to the focusing point.
On the other hand in Fig. 23b, the delay spread criterion is implemented. Indeed, the signals are sent back on the principle of first wave arrived last broadcast, so that all waves arrive simultaneously at the focusing point. The criterion $\tau_{R M S}$ measures the arrival time between first and last wave. Therefore, the smaller this parameter is over a given point in space, better the focusing is (in terms of agreement between time and space). For this we can see in Fig. 23b the smallest value of $\tau_{R M S}$ (along $x, y$, and $z$ axis around $R_{0}$ ) corresponds to the point source. This means that TR has reduced the echoes and the excitation pulse was reconstructed even if we are in a reverberant environment.

The last studied parameter in this section is the propagation matrix $K$ (section 3.3). This matrix can be constructed numerically in a simple way. To do this, an array of 24 point sources ( $i=1$ to 24 ) separated by 23 cm from each other is placed on one side of the domain and the same number of probes $(j=1$ to 24$)$ is used on the other side. We measure the 576 inter-element impulse responses $\left(k_{i j}(t)\right)$ in both free space and RC. After a Fourier transform of each $k_{i j}(t)$, the propagation matrix $K$ is known to the whole spectrum of the excitation pulse. For each frequency a singular value decomposition is applied. The singular values
of $K$ in both cases are shown in Fig. 24. Note that in the case of RC the number of singular values is much more representative than the free space case so the matrix $K$ has a higher rank. For the central frequency $f_{c}=600 \mathrm{MHz}$, we see that we have 20 singular values for the RC case and only 5 in free space (with a $-32 d B$ threshold relatively to the first singular value). Physically the number of significant singular values is approximately the number of independent probes whose recorded impulse responses are not correlated, which is a crucial point in the application of TR in a reverberant environment, as we will see later in this chapter.


Fig. 24. Singular value decomposition of the propagation matrix $K$ in (a) free space and (b) RC.

### 5.3.2 Influence of simulation duration

To study the influence of the reversed signal duration, in other words, the influence of the simulation duration on the STN ratio, different numerical tests were processed by varying the duration $\Delta t$ and conserving one probe as TRM. To see more representative average data, each simulation of the second phase of TR is repeated nine times and at each time the receiving probe is placed in a different position of the chamber.


Fig. 25. STN ratio with respect to simulation duration (case 1:
$f_{c}=400 \mathrm{MHz} / \Delta \Omega=260 \mathrm{MHz}$ : blue circles markers, case 2:
$f_{c}=800 \mathrm{MHz} / \Delta \Omega=260 \mathrm{MHz}$ : red squares markers).
On Fig. 25, we plotted for each studied case the $S T N$ ratio, numerically calculated from (14), averaged over the nine positions of the TRM probe, with respect to the simulation duration $\Delta t$. We note that the STN ratio increases with the central frequency of the excitation signal, also this ratio becomes stable after a given time called Heisenberg time $(\Delta H)$. From (13), where $n(\omega)$ is deduced numerically by counting the resonant modes in the bandwidth (see later
in this section), we obtain the Heisenberg time value. These results are verified numerically in Fig. 25 (e.g. in case 1, the Heisenberg time value $\Delta H=0.3 \mu$ s given by (13) is verified numerically).


Fig. 26. Impulse response spectrum.
This behavior of $S T N$ saturation has been experimentally explained in terms of "information grains" and used in (de Rosny, 2000). In this model the impulse response of the system with $1 / \tau$ as frequency width ( $\tau$ : time duration of the modulated Gaussian), can be linked to a succession of uncorrelated information grains whose frequency width is around $1 / \Delta t$. From Fig. 26, we see that the STN saturation seems to be a consequence of the existence of a finite number of resonant frequencies in the impulse response spectrum. Thus, for short time simulation durations, one information grain covers several frequencies (eigenmodes of the chamber). In this case, the number of information grains is equal to $\Delta t / \tau$, and the STN ratio increases with time. However, for longer durations, the number of information grains that can not be set only on the resonance frequencies stabilizes (number of information grains is equal to $1 /(\tau \delta f)$ with $\delta f$ : average distance between two successive eigenmodes); all the frequencies of the chamber are being resolved. The STN ratio becomes independent of the simulation duration (Fig. 25). This was predicted by the theoretical formula of STN ratio (12).


Fig. 27. Eigenmodes number with respect to simulation duration (case 1:
$f_{c}=400 \mathrm{MHz} / \Delta \Omega=260 \mathrm{MHz}$ : blue circles markers, case 2:
$f_{c}=800 \mathrm{MHz} / \Delta \Omega=260 \mathrm{MHz}$ : red squares markers).
This ratio depends on the product $\Delta H \Delta \Omega$ which is simply the number of eigenmodes. Thus Fig. 27 illustrates this saturation phenomenon: the evolution of the eigenmodes number of the RC in the bandwidth $\Delta \Omega$ is plotted as a function of simulation duration. The direct
estimation of the number of resonance modes from Weyl theoretical formula (Liu et al., 1983) does not take into account the numerical characteristics of temporal simulation. As such, the eigenmodes number is defined from the mean total electric field spectrum recorded by the nine positions of the receiving probe: numerical calculation is achieved by counting the resonance peaks in the spectrum (Fig. 27). Note that the eigenmodes number stabilizes for duration greater than the corresponding Heisenberg time, which verifies the saturation of the STN ratio (Fig. 25).

### 5.3.3 Contribution of random receivers locations and number

Arnaud Derode has proved in (Derode et al., 1999) that the STN ratio increases with the root of the number of used probes, and this is caused by the fact that each supplementary probe brings an additional information uncorrelated with known information. In the RC case, uncorrelated information are the eigenmodes of the chamber. To study the influence of probe number in the TRM on the STN ratio, Various FDTD simulations are achieved for the case where $f_{c}=400 \mathrm{MHz}$ and $\Delta \Omega=260 \mathrm{MHz}$ using different numbers of probes (from 1 to 20) located randomly inside the CD (except on source and PEC boundaries). In order to compute mean values of outputs, each previous experiment is repeated 50 times for each number of probes (i.e. 50 random draws following a uniform law for 1 probe, then 50 for 2 probes, ...). We chose a TR window $\Delta t=65 n s$ much smaller than the corresponding Heisenberg time ( $\Delta H=300 n s$ ).

The Fig. 28a shows that the maximum magnitude of focusing increases linearly with the number of probes. Contrary to maximum output, the use of STN criterion (more representative for a RC studies according to multiple reflections on PEC and thus to multiple sources) seems more relevant to characterize the quality of focusing. From the Fig. 28b (results obtained from the temporal $S T N$ ratio) and assuming a given number $n p$ of receiving probes ( $n p \cong 8$ or 9 ), focusing may appear independent from the probes number and the $S T N$ ratio stabilizes and does not follow the root law observed in (Derode et al., 1999). Indeed, after an increase, the STN ratio shows a level of saturation and the mean trend seems to reach a limit as a function of the probes number (from 10 to 20 probes in this case). This is due to the fact that the new probes do not provide any additional information since the eigenmodes of the RC are already resolved. To a weaker extent, the positions of the receiving probes need particular care. This result may provide great interests for MSRC studies since it is far more convenient to repeat some measurements using less probes for a given time than multiplying the number of field sensors for a shorter duration. Obviously, taking advantage of multiple scattering in RC, the use of a single TR probe needs a sufficient time of experiment to provide enough information (in comparison with a multi-probes setup).

### 5.3.4 Spatial resolution

In EMC tests, sometimes we need to obtain a field distribution following a focal spot as small as possible. In order to study the influence of the excitation pulse parameters in the focal spot, we computed the normalized total electric field as a function of the distance to $R_{0}$ along $x$ axis by varying the central frequency and the bandwidth of the modulated Gaussian. We note (Fig. 29) that the size of the focal spot (as defined in section 4.1.2) decreases by increasing the central frequency and the bandwidth of the excitation pulse. Our interest is, for TR experiences in RC, to increase $f_{c}$ and $\Delta \Omega$ to excite more resonant modes in the RC and influence the $S T N$ ratio quality.


Fig. 28. (a) Maximum magnitude of focusing. (b) STN ratio, importance of focusing from 1 to 20 probes: regarding 50 random draws of probes locations each time (stars markers) and mean trend (plain line).


Fig. 29. Normalized total electric field as a function of the distance to $R_{0}$ along $x$ : variations around (a) $f_{c}$ and (b) $\Delta \Omega$.

In the final part of this chapter, the TR is numerically applied in the LASMEA (LAboratoire des Sciences et Matériaux pour l'Électronique et d'Automatique, Clermont Université) MSRC (for impulsive susceptibility test and selective focusing).

## 6. EMC application and selective focusing

Since 2001, a MSRC has been available for the EMC research \& applications of LASMEA. Its dimensions and an internal view are given on Fig. 30. Historically, studies and tests in
the MSRC were made in the frequency domain to provide an internal volume (WV) where the characteristics of the electromagnetic field illuminating the EUT are given with the same probability. A statistically uniform and homogeneous distribution of the electromagnetic field in MSRC means that the same part of energy attacks the EUT from all directions and with all polarizations (when averaged over the number of stirrer positions, i.e. over a full rotation of it). Nevertheless, this means that the illumination is statistically the same for the whole EUT, which can be a disadvantage, especially if the reliability is not the same for all components of the EUT.


Fig. 30. Inner view of LASMEA MSRC ( $6.7 \times 8.4 \times 3.5 \mathrm{~m}^{3}$ ). Characteristics: (0) walls, (1) emitting and (2) receiving antennas, (3) field's probe, (4) mechanical stirrer, (5) working volume.

The application of the TR technique allows us to bring time techniques for EMC studies in MSRC. One of these intended applications is the impulsive susceptibility test and selective focusing that will be considered as a solution of the problem described above. To do this, we will use the commercial software CST MICROWAVE STUDIO® to numerically treat this case. In the next section, we will point to this software and the numerical set up used.

### 6.1 Numerical configuration

CST MICROWAVE STUDIO® is a specialist tool for the 3-D electromagnetic simulation. Inspired by the characteristics of LASMEA MSRC, the Fig. 31 shows the configuration of our example. Simulations are performed with a spatial discretization of 0.65 cm and 4 cm respectively corresponding to the smallest and largest mesh, and a time step of 24.4 ps .

The walls of the MSRC are modeled with a conductivity of $S_{c}=1.110^{6} \mathrm{~S} / \mathrm{m}$, furthermore the stirrer has a conductivity of $2.7410^{7} \mathrm{~S} / \mathrm{m}$. The support table and the EUT are made respectively of wood and aluminum ( $S_{c}=3.5610^{7} \mathrm{~S} / \mathrm{m}$ ). In this application, we wish to focus separately on the three components of the EUT modeled by dipoles (1,2, and 3 in Fig. 31). The excitation signal is a Gaussian modulated sine pattern with a central frequency of 250 MHz and a bandwidth of 300 MHz calculated at -20 dB . The TRM is composed of two 60 cm half-wavelength antennas.


Fig. 31. LASMEA MSRC modeled by CST MICROWAVE STUDIO® : (a) walls, (b) mechanical stirrer, (c) EUT, (1)(2)(3) EUT three components.

### 6.2 Preliminary study

To justify the choice of the TRM antenna number, the duration of the TR window $(\Delta t)$, and the ability to choose the polarization of the focused signal, a preliminary study is carried out maintaining the configuration of the Fig. 31 without the table and the EUT; but, here, an isotropic probe will be used to check focusing properties. Based upon TR principles, and because the simulator does not allow exciting probes and there are not designated to broadcast, necessary signals for the second phase of TR may be obtained directly by injecting excitation signal straightforward on the TRM antennas one by one. The three Cartesians components of these impulse responses are recorded by an isotropic field probe, and then back propagated from the TRM. Indeed, during the first phase, the isotropic probe records the electric field $E_{\alpha}$ (with $\alpha=x, y$ or $z$ : Cartesian component of the field). We can choose the polarization $\alpha$ of the focused signal ( $E_{T R \alpha}$ ) from back-propagating by the TRM recorded signal corresponding either to $x, y$ or $z$ without changing the polarization of the TRM antennas (Fig. 32).


Fig. 32. Polarization control of the focused signal.

To determine the TR window duration $(\Delta t)$, we need to calculate the Heisenberg time. Thus, we plotted on Fig. 33a the evolution of the STN ratio as a function of $\Delta t$ for a TRM composed of a single antenna. Already mentioned above, we note that the STN ratio stabilizes after a certain duration, we can deduce that the Heisenberg time is about $8 \mu \mathrm{~s}$. However an $8 \mu s$ simulation in comparison with the large dimensions of the LASMEA MSRC is disadvantageous in terms of computing time, so we chose to reduce simulation time by increasing the TRM antenna number. Fig. 33b shows that for $\Delta t=0.75 \mu$ s the $S T N$ ratio stabilizes for a number of antenna greater than 8.


Fig. 33. STN ratio evolution: (a) as a function of the TR window for a TRM composed of 1 antenna, (b) as a function of the TRM antenna number with a TR windows of $\Delta t=0.75 \mu \mathrm{~s}$.

The number of antennas needed for a TR experience is given by the ratio $\Delta H / \Delta t$, hence we chose the duration $\Delta t=4 \mu$ sith 2 antennas as TRM.

### 6.3 Selective focusing

In this section, we will check the possibility to focus the electric field on one of the three components of the EUT, while others are aggressed by lower levels (noise). To do this, we consider the example where the values $15 \mathrm{~V} / \mathrm{m}, 70 \mathrm{~V} / \mathrm{m}$ and $40 \mathrm{~V} / \mathrm{m}$ correspond respectively to the three components threshold that should not be exceeded by the electric field. After recording the impulse responses $k_{i j}(t)$ with $1 \leq i \leq 2$ : number of TRM antennas and $1 \leq j \leq 3$ : number of components of the EUT, and given the linearity of the system, we can focus on any component with any desired focusing magnitude by a simple post-processing. Indeed, if for example we want to focus on the component number 2 (Figs. 34c, 34d), we will back-propagate through the first antenna of the TRM the signal $p k_{12}(-t)$ and the signal $p k_{22}(-t)$ by the second antenna, where $p$ is the weight corresponding to the needed amplification. The $p$ coefficient stands for the focusing magnitude control offered by TR (the focusing peak may be increased or decreased throughout the number of TRM antennas, the TR window duration, or an external amplification weight). We plotted in Fig. 34 temporal and spatial focusing corresponding to the "on demand" desired peak magnitude separately on each of the three components. The spatial focusing of the field corresponds to the absolute maximum value recorded over the entire simulation for each cell of the slice plan).

We note that for the different cases, the maximum of the field corresponds to the desired spatial location of each component. In addition, we note that for the second case, for example, we have focused on the component 2 (Figs. 34c, 34d) while respecting the threshold of the first component (component 1 was aggressed by a field whose numerical value is smaller than $15 \mathrm{~V} / \mathrm{m})$, same for the third case. To achieve this desired focusing magnitude on component 2


Fig. 34. Temporal focusing of the electric field on: (a) component 1 with $p=1$, (c) component 2 with $p=5$, (e) component 3 with $p=3$. Spatial focusing corresponding to the absolute maximum value of the electric field: (b) component 1 with $p=1$, (d) component 2 with $p=5$, (f) component 3 with $p=3$.
( $64 \mathrm{~V} / \mathrm{m}$ ) smaller than the corresponding threshold $(70 \mathrm{~V} / \mathrm{m})$, the impulse responses $k_{12}(-t)$ and $k_{22}(-t)$ were multiplied by the weight $p=5$; so we notice that following this way we can control the time, location, and magnitude of focusing (by the weight $p$ ).
Finally, if we wish, for example, to focus on the first and third components with respective magnitude of $13 \mathrm{~V} / \mathrm{m}$ and $35 \mathrm{~V} / \mathrm{m}$, we sum and back-propagate the needed impulse responses (on the first TRM antenna we back-propagate the signal $p_{1} k_{11}(-t)+p_{3} k_{13}(-t)$ with $p_{1}=1$ and $p_{3}=3$, on the second TRM antenna we back-propagate the signal $\left.p_{1} k_{21}(-t)+p_{3} k_{23}(-t)\right)$. The Fig. 35 justifies this approach and shows the ability of selective focusing by TR.


Fig. 35. Cutting plan $(z=1.4 m)$ of the absolute maximum value of the electric field obtained on the: (a) component 1 with $p=1$, (b) component 3 with $p=3$, (c) two components togother, 1 with $p=1$ and 3 with $p=3$.

## 7. Conclusions

In this chapter, the TR method was presented in electromagnetism for applications concerning the EMC domain in a reverberating environment. Based upon the equivalence between backward propagation and reversibility of the wave equation, many TR experiments were led successfully in acoustics. In this chapter, after an introduction explaining the physical context, the theoretical principles of TR were described and illustrated numerically using the FDTD method. The use of the CST MICROWAVE STUDIO® commercial software laid emphasis on the industrial interest of TR for EMC test devices. First, the TR technique was applied in free space using a TRC and a TRM, and then the importance of the complexity of the medium was demonstrated. Relying on intrinsic RC behavior and due to multiple reflections, the results obtained by applying TR in a reverberating cavity were clearly improved; the aim was to accurately describe the influence of various parameters above focusing. Thus, a link between the modal density in a cavity and the TR focusing quality was clearly established through the STN ratio. A particular interest relies on the number and locations of TR probes and the excitation pulse parameters impact. Finally we introduced an original way to perform an impulsive susceptibility test study based on the MSRC use. We presented the possibility to choose the polarization of the wave aggressing the EUT, and to perform an "on demand" selective focusing. In further works, it would be interesting to experimentally confirm our numerical results, so one may expect to proceed to experimental analysis in LASMEA MSRC. At last, considering the characteristics of EMC applications in MSRC, a closer look might be set to the advantages of TR numerical tools for innovating studies in reverberation chambers.
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# Three-Dimensional Numerical Analyses on Liquid-Metal Magnetohydrodynamic Flow Through Circular Pipe in Magnetic-Field Outlet-Region 
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## 1. Introduction

In conceptual design examples of a fusion reactor power plant, a lithium-bearing blanket in which a great amount of heat is produced is cooled mainly by helium gas, water or liquidmetal lithium (Asada et al. Ed., 2007). The liquid-metal lithium is an excellent coolant having high heat capacity and thermal conductivity and also can breed tritium that is used as fuel of a deuterium-tritium (D-T) fusion reactor. In cooling the blanket, however, the liquidmetal lithium needs to pass through a strong magnetic field that is used to magnetically confine high-temperature reacting plasma in a fusion reactor core. There exists a large magnetohydrodynamic (MHD) pressure drop arising from the interaction between the liquid-metal flow and the magnetic field. In particular, the MHD pressure drop becomes considerably larger in the inlet region or outlet region of the magnetic field than in the fullydeveloped region inside the magnetic field for the reason mentioned later in this chapter.

A three-dimensional calculation is indispensable for the exact calculation of MHD channel flow in the inlet region or outlet region of magnetic field, also as described later in this chapter. There exist a few three-dimensional numerical calculations on the MHD flows in rectangular channels with a rectangular obstacle (Kalis and Tsinober, 1973), with abrupt widening (Itov et al., 1983), or with turbulence promoter such as conducting strips (Leboucher, 1999). All these calculations, however, were carried out for low Hartmann numbers (corresponding to low strength of the applied magnetic field) and low Reynolds number, because of instability problems in numerical calculations.

As to the MHD channel flow in the magnetic-field inlet-region, three-dimensional numerical calculations were conducted for the cases of Hartmann number of $\sim 10$ and Reynolds number of $\sim 100$ (Khan and Davidson, 1979). The calculations were based on what is called the parabolic approximation, in which the flow and magnetic field effects are assumed to transfer only in the main flow direction. However, the calculations based on parabolic approximation cannot predict exactly the MHD flow in the magnetic-field inlet-region. Were performed full three-dimensional calculations (without any assumptions) on the MHD rectangular-channel flow in the magnetic-field inlet-region (Sterl, 1990). The calculations
were conducted mainly for the ranges of Hartmann numbers from 50 to 70 and Reynolds numbers from 2.5 to 5 , and for a smoothly-increasing applied magnetic field. However, these ranges of Reynolds numbers and Hartmann numbers are unrealistic as conditions that appear even in laboratory conditions. The laboratory conditions reach Reynolds numbers up to $\sim 1000$ and Hartmann numbers up to $\sim 100$ simultaneously.

In fusion reactor conditions, the Reynolds number and the Hartmann number reach $\sim 10^{4}$ and $\sim 10^{4}$, respectively, the channel walls are electrically-conducting, the magnetic field changes in steps at the inlet or the outlet, and the flow changes from non-MHD turbulent flow to MHD laminar flow. However, because of instability problems in numerical calculations, it is quite difficult to obtain three-dimensional numerical solutions on MHD flows in the magnetic-field inlet-region or outlet-region even in the laboratory conditions that reach Reynolds numbers up to $\sim 1000$ and Hartmann numbers up to $\sim 100$ simultaneously.

Within the present limit of computer performance, the authors have already performed full three-dimensional calculations on the MHD flow through a circular pipe in the magneticfield inlet-region, in simulating typical laboratory conditions (Kumamaru et al., 2007). In the calculations, the Hartmann number and the Reynolds number are $\sim 100$ and $\sim 1000$, respectively, the channel walls are electrically-insulating, the applied magnetic field changes in steps, and a laminar non-MHD flow enters the calculation domain. In this study, full three-dimensional calculations are performed on the MHD flow through a circular pipe in the magnetic-field outlet-region for the same conditions as for the magnetic-field inletregion.

Figure 1 shows schematically the coordinate system, the applied magnetic field and the induced electric currents, together with the directions of Lorentz force, in the outlet region of the magnetic field. The applied magnetic field is imposed in the $y$ direction, having a constant value for $z=0 \sim z 1$, a linear decrease from $z=z 1 \sim z 2$, and a value of zero for $z=z 2 \sim z 0$, as shown in Fig. 1(a).

In the region of fully-developed MHD flow near $z=0$, the induced electric current which is produced by the vector product of flow velocity and applied magnetic field flows in the negative $x$ direction as shown in Figs. 1(b) and 1(c1). The induced current returns by passing through regions very near the walls (in an $x-y$ plane at the same $z$ ) where the flow velocity is nearly zero, in the case of insulating walls. (The induced current can also pass through the walls in the case of conducting walls.) The induced current loop has a relatively large electrical resistance, since the current needs to flow in the thin regions near the walls. The Lorentz force which is caused by the vector product of induced current and applied magnetic field acts in the negative $z$ direction and produces a large pressure drop.

In the outlet region of magnetic field from $z \approx z 1$ to $z \approx z 2$, the induced electric current flows in the negative $x$ direction, as was the case of fully-developed region, as shown in Fig. 1(b).

However, the induced current can pass through the large region downstream the magnetic field section (in an $x-z$ plane with the same $y$ ) where no magnetic field or small magnetic field is applied. The electric resistance in this region is much smaller than the resistance in the thin region near the walls mentioned above. Hence, the induced current becomes larger in the outlet region than in the fully-developed region. The Lorentz force and thus the
pressure drop also may become considerably larger in the outlet region than in the fullydeveloped region (Moreau, 1990).


Fig. 1. Coordinate system for magnetic-field outlet-region.
On the other hand, the induced current in the last section of the outlet region near $z=z 2$ can flow in the positive $x$ direction as shown in Fig. 1(b). Thus, a smaller Lorentz force may act in the flow direction and thus a small pressure recovery may occur in this section of the outlet region (Moreau, 1990).

The induced electric currents in the outlet region, flowing in both $x$ - and $z$-directions and in $y$-direction, cannot be calculated by a two-dimensional model. It is also important that a sufficiently large fluid region downstream the magnetic field section is included in a calculation domain. For these reasons, in this study, in order to obtaine mainly the pressure drop quantitatively, the authors have performed three-dimensional numerical calculations on the MHD flow through a circular pipe in the outlet region of the magnetic field, including the region of no magnetic field downstream the magnetic field region. To the authors' knowledge, there have been no numerical calculations or experimental studies on
the MHD flow through a circular pipe in the magnetic-field outlet-region. In this study, calculation results on the magnetic-field outlet-region have also been compared with authors' calculation results on the magnetic-field inlet-region.

## 2. Numerical analyses

Numerical calculations are performed for an MHD flow in a circular pipe with an inner radius of $a$, shown in Fig. 1. A fully-developed MHD laminar flow enters the calculation domain at $z=0$, and a fully-developed non-MHD flow leaves the domain at $z=z 0$. The applied magnetic field is imposed in the $y$ direction as shown in Fig. 1(a), as was stated previously.

The basic equations which describe a liquid-metal MHD flow are the continuity equation, the momentum equation and the induction equation. The equations are expressed respectively by:

$$
\begin{gather*}
\nabla \cdot \boldsymbol{v}=0,  \tag{1}\\
\rho\left[\frac{\partial v}{\partial t}+(\boldsymbol{v} \cdot \nabla) \boldsymbol{v}\right]=-\nabla p+\eta \nabla^{2} \boldsymbol{v}+\frac{1}{\mu}(\nabla \times \boldsymbol{B}) \times \boldsymbol{B}_{\boldsymbol{O}},  \tag{2}\\
\frac{\partial \boldsymbol{B}}{\partial t}=\nabla \times\left(\boldsymbol{v} \times \boldsymbol{B}_{\boldsymbol{o}}\right)+\frac{1}{\sigma \mu} \nabla^{2} \boldsymbol{B} . \tag{3}
\end{gather*}
$$

Here, $v$ is velocity vector, $p$ pressure, $\boldsymbol{B}$ induced magnetic field vector and $t$ time; $\boldsymbol{B}_{\boldsymbol{0}}$ is applied magnetic field vector, and $\rho$ is density, $\eta$ viscosity, $\mu$ magnetic permeability and $\sigma$ electric conductivity. The vector $\boldsymbol{B}$ is an induced magnetic field produced by the induced electric current, and is treated as an unknown variable together with the velocity $v$ and the pressure $p$. The induced electric current $j$ can be calculated by the Ampere equation $j=(1 / \mu)(\nabla \times \boldsymbol{B})$ from $\boldsymbol{B}$. The third term in the right-hand side of Eq. (2) represents the Lorentz force. The induction equation, i.e. Eq. (3), is derived from Maxwell's equations and Ohm's law in electromagnetism.

The basic equations are expressed in nondimensional forms by introducing the following nondimensional variables (indicated by superscript *) and nondimentional numbers:

$$
\begin{gather*}
t^{*}=\frac{t}{a / \bar{v}_{z}}, r^{*}=\frac{r}{a}, z^{*}=\frac{z}{a}, \\
v_{r}^{*}=\frac{v_{r}}{\bar{v}_{z}}, v_{\theta}^{*}=\frac{v_{\theta}}{\bar{v}_{z}}, v_{z}^{*}=\frac{v_{z}}{\bar{v}_{z}}, p^{*}=\frac{p}{\rho \bar{v}_{z}^{2}}, \\
B_{r}^{*}=\frac{B_{r}}{\bar{v}_{z} \mu \sqrt{\sigma \eta}}, B_{\theta}^{*}=\frac{B_{\theta}}{\bar{v}_{z} \mu \sqrt{\sigma \eta}}, B_{z}^{*}=\frac{B_{z}}{\bar{v}_{z} \mu \sqrt{\sigma \eta}}, \tag{4}
\end{gather*}
$$

$$
\begin{equation*}
R e=\frac{\bar{v}_{z} a}{v}, H a=B_{0} a \sqrt{\frac{\sigma}{\eta}}, \quad R m=\frac{\bar{v}_{z} a}{v_{m}} . \tag{5}
\end{equation*}
$$

Here, $r, \theta, z$ are coordinates in the cylindrical coordinate systen; $\bar{v}_{z}$ mean velocity in $z$ direction, $v$ kinematic viscosity and $v_{m}(=1 / \sigma \mu)$ magnetic kinematic viscosity. Nondimensional numbers Re, Ha and Rm are Reynolds number, Hartmann number and magnetic Reynolds number, respectively. The final nondimensional basic equations become respectively:

$$
\begin{gather*}
\nabla \cdot v=0,  \tag{6}\\
\frac{\partial v}{\partial t}+(v \cdot \nabla) v=-\nabla p+\frac{1}{R e} \nabla^{2} v+\frac{1}{R e}(\nabla \times \boldsymbol{B}) \times \boldsymbol{H} \boldsymbol{a},  \tag{7}\\
\frac{\partial \boldsymbol{B}}{\partial t}=\frac{1}{R m} \nabla \times(\boldsymbol{v} \times \boldsymbol{H} \boldsymbol{a})+\frac{1}{R m} \nabla^{2} \boldsymbol{B} . \tag{8}
\end{gather*}
$$

Superscript * is omitted to simplify the description in Eqs. (6) through (8) and in the following description. Note that the Hartmann number Ha is a given (known) vector having only $y$-component as a given function of $z$, i.e. $\mathrm{Ha}(z)$.
The coordinate system is transformed from the Cartesian coordinate system $(x, y, z)$ to the curvilinear coordinate system $(\xi, \eta, \zeta)$ in order to deal with a channel with an arbitrary flow cross-section in the future, and is thereafter transformed into the cylindrical coordinate system ( $r, \theta, z$ ) as a special case of the curvilinear coordinate system. Considering the symmetry, the numerical calculations are carried out for the region of $0<r<1$ and $0<\theta<\pi / 2$. (Note that the inner surface of the wall corresponds to $r=1 \quad(x=1$ or $y=1)$ in the nondimensional coordinates.)

As the boundary condition on the flow velocities, the inflow boundary condition is adopted at the flow inlet, i.e. at $z=0$, by fixing a fully-developed MHD flow velocity (Kumamaru \& Fujiwara, 1999). The outflow boundary condition is given at the flow outlet, i.e. at $z=z 0$, by fixing the reference pressure. No-slip condition is given at the wall and the symmetry condition is adopted at $\theta=0$ and $\theta=\pi / 2$. As the boundary condition on the induced magnetic fields, $\partial B / \partial z=0$ and $B=0$ are specified at the flow inlet and the flow outlet, respectively. The former reflects the situation that the induced current does not change in the $z$-direction at the flow inlet in a fully-developed MHD flow region, and the latter represents that no induced current exists at the flow outlet in a fully-developed non-MHD flow region. At the wall, $B=0$ is specified assuming that the walls are electrically insulating (nonconducting). The boundary conditions on the induced magnetic fields at the symmetry plane of $\theta=0$ and $\theta=\pi / 2$ are not intuitively clear. Hence, by performing a calculation for the whole cross section in the case of small Hartmann numbers, it has been confirmed that the conditions are given by:

$$
\begin{gather*}
\theta=0: A(-\theta)=-A(\theta), B(-\theta)=B(\theta), C(-\theta)=-C(\theta),  \tag{9a}\\
\theta=\pi / 2: \\
A(\pi / 2-\theta)=-A(\pi / 2+\theta), B(\pi / 2-\theta)=B(\pi / 2+\theta), C(\pi / 2-\theta)=C(\pi / 2+\theta)^{\prime} \tag{9b}
\end{gather*}
$$

where $A, B$ and $C$ are the $x, y$ and $z$ components of $B$, respectively.
The discretization of the equations is carried out by the finite difference method. The calculations are performed using a non-uniform expanding $15 \times 15 \times 30$ grid with grid elements closely spaced near the channel wall of $r=1$ and the region between or around $z=z 1$ and $z=z 2$. The first-order accurate upwind differencing is adopted for the fluid convection terms in Eq. (7). The solution procedure follows the MAC method that is widely used in numerical calculations.

Even for the fully-developed region, it is difficult to obtain a stable numerical solution for large Hartmann numbers (Kumamaru \& Fujiwara, 1999). In the present three-dimensional calculations, stable numerical solutions have been obtained for Hartmann numbers up to 100 and Reynolds numbers up to 1000 by applying the following means or procedures. (1) The grids are arranged closely near the wall of $r=1$, i.e. at $r=0.0, \ldots, 0.95,0.97,0.99,0.995,1.0$, on referring to a velocity profile of the classical Hartmann flow, i.e. fully-developed MHD flow in infinite parallel plates (Kumamaru and Fujiwara, 1999). (2) Simultaneous linear equations on the pressure, i.e. Poisson equation, are solved not by the iterative method but by the elimination method. (3) First, a solution is obtained for $\operatorname{Re}$ (Reynolds number) of 0.01, and thereafter $R e$ is increased gradually to a final value, i.e. 1000.

## 3. Analysis results

### 3.1 Pressure along flow axis

Numerical calculations have been performed for a circular pipe with insulating wall under the conditions of a Reynolds number ( $R e$ ) of 1000, a Hartmann number ( $H a$ ) of 100 (for the fully-developed MHD region) and a magnetic Reynolds number ( Rm ) of 0.001 . The Hartmann number (relating to the applied magnetic field) is 100 from $z=0$ to $z 1$, decreases linearly from $z=z 1$ to $z 2$, and is zero from $z=z 2$ to $z 0$ (See Fig. 1(a)). The values of $z 1 / z 2$ are changed from 10/20 to 10/10.05. (Note that both $z 1$ and $z 0-z 2$ are fixed to 10 in all the cases.) These values for the nondimensional numbers and parameters are selected in order to simulate those typical to laboratory scales and conditions.

Figure 2 shows calculated pressures along the flow axis, i.e. the $z$-axis, for the cases of $z 1 / z 2$ from $10 / 20$ to $10 / 10.05$. Figure 3 presents a calculated result only for the case of $z 1 / z 2=10 / 12$ as a standard case, indicated by a solid line, together with a corresponding result for the magnetic-field inlet-region, indicated by a dotted line, which will be explained in Sec. 3.4. From $z=0$ to $z \approx z 1$, the pressure decreases steeply following the pressure drop of a fully-developed MHD flow. From $z \approx z 1$ to $z \approx z 2$, the pressure decreases more sharply than in the region of $z<z 1$, since a large Lorentz force is produced in the negative $z$ direction as was mentioned in Chap. 1 and again will be explained in Sec. 3.2. In $z>z 2$, the pressure decreases slowly, representing the frictional pressure drop as a non-MHD laminar flow.

The steeper the gradient of the applied magnetic field becomes, the more sharply the pressure decreases from $z \approx z 1$ to $z \approx z 2$. However, the pressure drop through the magneticfield outlet-region becomes saturated for the steeper gradient of the magnetic field (See the cases of $z 1 / z 2=10 / 10.1$ and $10 / 10.05)$. For the slower gradient of the magnetic field, the effect of the length along the flow axis (i.e. $z$-axis) contributes more to the pressure drop through the outlet region than the effect of the outlet region (Compare the cases of $z 1 / z 2=10 / 20$ and 10/15).


Fig. 2. Pressures along $z$-axis for $z 1 / z 2=10 / 20$ to $10 / 10.05$.


Fig. 3. Pressures along $z$-axis for $z 1 / z 2=10 / 12$.
The small pressure recovery, which was also pointed out in Chap. 1 and again will be expained in Sec. 3.2, is observed in the region near $z \approx z 2$ for the cases of $z 1 / z 2=10 / 12 \sim 10 / 10.05$. The pressure drop appears again outside the magnetic-field region. This may be due to rapid change in velocity distibution in this region, which will be explained in Sec. 3.4.

The pressure drops in the fully-developed region of $z<z 1,-\Delta p / \Delta z$, are almost the same for all the cases. The pressure drops agree with a value calculated numerically by the authors for the fully-developed MHD flow, $-\Delta p / \Delta z \approx 0.123$ (Kumamaru and Fujiwara, 1999), and also agree nearly with a value predicted by Schercliff's theoretical approximate equation, $\Delta p / \Delta z \approx 0.118$ (Schercliff, 1956; Lielausis, 1975), for the case of $H a=100$ and $R e=1000$. As
mentioned in Chap. 1, no experimental data on the pressure drop through the magneticfield outlet-region have been reported. However, pressure drops through the magnetic-field inlet-region calculated numerically by the authers agreed nearly with those estimated by an existing equation based on experimental data (Kumamaru 2007; Lielausis, 1975).


Fig. 4. Induced currents in $x-z$ plane at $y=0$ for $z 1 / z 2=10 / 12$.

### 3.2 Induced current distribution

Figure 4 illustrates induced electric current distribution in the $x-z$ plane at $y=0$ for the case of $z 1 / z 2=10 / 12$, i.e. the standard case. Figures $5(\mathrm{a})$, (b) and (c) give induced current distributions in the $x-y$ planes at $z=4.5,10$ and 12 , respectively, for the same case. On the right side of each figure, is shown the magnitude of the (nondimensional) induced current vector in the each coordinate direction. In Figs. 5(a) through (c), the induced current vector is reduced by a factor of 4 for two vectors from the wall at each circumferential angle, in order to make the figures compact.

In the fully-developed region from $z=0$ to $z \approx 8$, the induced current, flowing mainly in the negative $x$-direction, does not change in the $z$-direction, as shown in Fig. 4. This constant induced current produces constant Lorentz force (acting in the negative $z$ direction) and results in constant pressure drop along the $z$-axis as shown in Fig. 3. The induced current returns by passing in an extremely thin region very near the wall, as shown in Fig. 5(a). Almost no induced current (less than $10^{-2}$ ) flows in the region from $z \approx 14$ to $z=22$, as shown in Fig. 4, since no magnetic field is applied.

In the magnetic-field outlet-region from $z \approx 8$ to $z \approx 14$, the induced current forms a loop mainly in the $x-z$ plane, as shown in Fig. 4. The induced current is larger in the outlet region than in the fully-developed region. This is because the electric resistance of the induced current loop in the outlet region is much smaller than the resistance of the loop in the fullydeveloped region. The induced current can return in the large downstream region in the outlet region, although the current needs to return only in the extremely thin region near the wall in the fully-developed region.


Fig. 5. Induced currents in $x-y$ plane for $z 1 / z 2=10 / 12$.
The induced current flows mainly in the negative $x$-direction from $z \approx 8$ to $z \approx 11$. Hence, in this region, a larger Lorentz force than in the fully-developed region acts in the negative $z$ direction, and a larger pressure drop is produced along the $z$-axis as shown in Fig. 3. On the other hand, the induced current flows mainly in the positive $x$-direction from $z \approx 11.5$ to $z \approx 13$. Thus, the Lorentz force is exerted in the positive $z$-direction, and a small pressure recovery along the $z$-axis happens from $z \approx 11.5$ to $z \approx 12$ as shown in Fig. 3. (No external magnetic field is applied from $z \approx 12$ to $z \approx 13$.) Also in the outlet region, there exists an induced current loop which returns in an extremely thin region near the wall, as shown in Fig. 5(b).

### 3.3 Velocity distribution

Figures 6(a), (b), (c), (d) and (e) show calculated velocity $v_{z}$ distributions at $\mathrm{z}=4.5,10,11,12$ and 17.5 , respectively, for the case of $z 1 / z 2=10 / 12$, i.e. the standard case. There is no significant difference among velocity distributions from $z=0$ to $z=8$. The velocity profile is a

flat one, particularly in the direction of applied magnetic field, having a peak value of $\sim 1.1$, as shown in Fig. 6(a). The velocity distribution in this region agrees nearly with a profile calculated by the authors for the fully-developed MHD flow (Kumamaru, 1999).

The velocity distribution at $z=10$, shown in Fig. 6(b), is still nearly flat. The velocity profile changes sharply at $z \approx 11$ and shows what is called an M-shape distribution having a peak near the wall, as shown in Fig. 6(c). This is because the Lorentz force acting in the negative $z$ direction suppresses the flow in the $z$-direction in the fluid bulk region, though small Lorentz force acts in the negative z-direction in the region near the wall of $x=1$. The velocity distribution at $\mathrm{z}=12$, at the outlet of applied magnetic field, shown in Fig. 6(d), is still nearly the same as that at $z=11$, shown in Fig. 6(c).

The velocity profile changes sharply, from $z=12$ to $z \approx 13$, from the M-shape distribution, shown in Fig. 6(d), to a parabolic distribution typical to a non-MHD flow, shown in Fig. 6(e). The pressure decrease from $z=12$ to $z \approx 13$, shown in Fig. 3, is attributable to this sharp change in velosity distribution. It is considered that the pressure decreases largely since the velocity increases quickly in the fluid bulk region. No significant difference exists among velocity profiles from $z \approx 13$ to $z=22$. The velocity profile is a parabolic one of a non-MHD laminar flow with a peak value of $\sim 2$.

### 3.4 Comparison with magnetic-field inlet-region

Figure 7 shows schematically the applied magnetic field in the $y$-direction, the induced currents in the $x-z$ plane including the directions of Lorentz force and the pressure along the $z$-axis, in the inlet region and the outlet region of the magnetic field. The larger Lorentz force acts and thus the larger pressure drop occurs in the inlet and outlet regions than in the fullydeveloped MHD region for the reason mentioned in Chap. 1. On the other hand, a smaller Lorentz force may act in the flow direction and thus a small pressure recovery may occur in the first section of the inlet region and in the last section of the outlet region also for the reason mentioned in Chap. 1. The pressure drop behavior is not completely symmetric, since the fully- developed non-MHD flow enters the calculation domain in the inlet-region while the fully-developed MHD flow enters the domain in the outlet-region.

Figure 8 presents pressures along $z$-axis for the magnetic-field inlet-region, calculated by the authors and presnted in a previous paper (Kumamaru et al, 2007). The calculation parameters for Fig. 8 are the same as for Fig. 2, except for the Hartmann number change along z-axis. The Hartmann number (relating to the applied magnetic field) is 0 from $z=0$ to $z 1$, increases linearly from $z=z 1$ to $z 2$, and is 100 from $z=z 2$ to $z 0$. The pressure change for the case of $z 1 / z 2=10 / 12$, i.e. a standard case, in the inlet region, indicated by a dotted line, is also compared with the corresponding case in the outlet region in Fig. 3.

The pressure decreases slowly following the drop in a non-MHD laminar flow from $z=0$ to $z \approx z 1$. The pressure recovery appears clearly in the region near $z \approx z 1$. The pressure decreases more rapidly in the region from $z \approx z 1$ to $z \approx z 2$ than in the fully-developed MHD region of $z>z 2$. The pressure decreases rapidly following the drop of a fully-developed MHD flow in the region of $z>z 2$.

Figure 9 illustrates induced electric current distribution in the $x-z$ plane at $y=0$ for the case of $z 1 / z 2=10 / 12$, i.e. the standard case, in the magnetic-field inlet-region. The distribution in the


Fig. 7. Inlet and outlet regions of magnetic field.


Fig. 8. Pressures along z-axis for magnetic-field inlet-region.


Fig. 9. Induced currents for magnetic-field inlet-region.
inlet region, Fig. 9, and that in the outlet region, Fig. 4, are nearly symmetric. For this reason, the sharp pressure drop in the inlet region from $z \approx 11$ to $z \approx 13$, i.e. $-\Delta p \approx 0.9$, agrees nearly with that in the outlet region from $z \approx 9$ to $z \approx 11.5$, i.e. $-\Delta p \approx 0.9$. However, the pressure recovery in the inlet region from $z \approx 9.5$ to $z \approx 11$, i.e. $-\Delta p \approx 0.4$ is larger than that in the outlet region from $z \approx 11.5$ to $z \approx 12$, i.e. $-\Delta p \approx 0.2$. The reason is examined later.

Figures 10(a), (b) and (c) show calculated velocity $v_{z}$ distributions at $z=10,11$ and 12 , respectively, for the case of $z 1 / z 2=10 / 12$, i.e. the standard case, in the magnetic-field inletregion. The velocity profile at $z=10$, shown in Fig. 10(a), still keeps nearly a distribution typical to a non-MHD fully-developed laminar flow with a peak value of $\sim 2$. Hereafter, the velocity distribution becoms flatter along the channel axis, i.e. the $z$-axis, as shown in Figs. 10(b) (at $z=11$ ) and 10(c) (at $z=12$ ). However, the M-shape profile with extreme flow suppression in the fluid bulk region observed in the outlet region, as shown in Figs. 6(c) and (d), is not seen in the inlet region, as shown in Figs. 10(b) and (c). The reason may be that the non-MHD fully-develloped flow with the parabolic plofile enters the inlet region though the MHD fully-developed flow with the flat profile comes into the outlet region.
It is considered that, in addition to the pressure recovery due to the induced current in the positive $x$-direction, the velocity decrease in the fluid central region results in the pressure increase of $\Delta p \approx 0.4$ in $9.5<z<11$ of the magnetic-field inlet-region. On the other hand, it can be considered that after the pressure recovery of $\Delta p \approx 0.4$ due to the induced current in the positive x-direction, the pressure decreases by $-\Delta p \approx 0.3$ due to the velocity increase in $11.5<z<12$ of the magnetic-field outlet-region. From these differences, the pressure drop through the inlet region may become smaller than that through the outlet region.


Fig. 10. Velocity distribution for magnetic-field inlet-region.

## 4. Conclusion

Three-dimensional numerical analyses have been performed on liquid-metal magnetohydrodynamic (MHD) flow through a circular pipe in the outlet region of magnetic field. The following conclusions have been obtained from the calculation results.
a. Along the flow axis, i.e. the circular pipe axis, the pressure decreases steeply as a fullydeveloped MHD flow, drops more sharply in the magnetic-field outlet-region, and finally decreases slowly as a normal fully-developed non-MHD flow.
b. If examined in detail, in the magnetic-field outlet-region, after the pressure drops most sharply, it recovers once and thereafter it drops sharply again outside the magneticfield region.
c. The first sharp pressure drop and temporary pressure recovery are due to the formation of induced current loop which circulates in passing in the region downstream the magnetic-field region. The second sharp pressure drop is attributable to the change in velosity distribution outside the magnetic-field region.
d. The distribution of velocity in main flow direction changes from a flat profile of a fullydeveloped MHD flow, to an M-shaped profile and finally to a parabolic profile of a fully-developed non-MHD flow.
e. The total pressure drop through the magnetic-field outlet-region becomes larger than the corresponding drop through the magnetic-field inlet-region. The main reason may be that the difference in velocity profile change between the outlet region and the inlet region.
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## 1. Introduction

Modern society largely depends on readily available refrigeration methods. Up till now, the conventional vapor compression refrigerators have been mainly used for refrigeration applications. Nonetheless, the conventional refrigerators - based on gas compression and expansion - are not very efficient because the refrigeration accounts for $25 \%$ of residential and $15 \%$ of commercial power consumption (Tishin, 1999). Moreover, using gases such as chlorofluorocarbons (CFCs) and hydrochlorofluorocarbons (HCFCs) have detrimental effects on our environment. Recently, the development of new technologies - such as magnetic refrigeration - has brought an alternative to the conventional gas compression technique (Manh, 2007).
The magnetic refrigeration at room temperature is an emerging technology that has attracted the interest of researchers around the world (Bouchekara, 2008). Such a technology applies the magnetocaloric effect which was first discovered by Warburg (Bohigas, 2000; Zimm, 2007). In 1881, Warburg noticed an increase of temperature when an iron sample was brought into a magnetic field and a decrease of temperature when the sample was removed out of it. Thus, the magnetocaloric effect is an intrinsic property of magnetic materials; where it is defined as the response of a solid to an applied magnetic field which appears as a change in its temperature (Bohigas, 2000; Zimm, 2007). Such materials are called magnetocaloric materials. The magnetocaloric effect is present in all transition metals and lanthanide-series elements, which may have ferromagnetic behaviour. When a magnetic field is applied, the magnetic moments of these metals tend to align parralel to it, and the thermal energy released in this process produces the heating of the sample. The magnetic moments become randomly oriented when the magnetic field is removed, thus the ferromagnet cools down (Gschneidner, 1998).

The ultimate goal of this technology would be to develop a standard refrigerator for home use. The use of magnetic refrigeration has the potential to reduce operating and maintenance costs when compared to the conventional method of compressor-based refrigeration. By eliminating the high capital cost of the compressor and the high cost of
electricity to operate the compressor, magnetic refrigeration can efficiently (and economically) replace compressor-based refrigeration technology. Some potential advantages of the magnetic refrigeration technology over the compressor-based refrigeration are: [1] green technology (no toxic or antagonistic gas emission); [2] noiseless technology (no compressor); [3] higher energy efficiency; [4] simple design of machines; [5] low maintenance cost; and [6] low (atmospheric) pressure (this is an advantage in certain applications such as in air-conditioning and refrigeration units in automobiles).

This chapter is concerned with the magnetic refrigeration technology form the material-level to the system-level. It provides a detailed review of the magnetic refrigeration prototypes available until now. The operational principle of this technology is explained in depth by making analogy between this technology and the conventional one. The chapter also investigates the study of the magnetocaloric materials using the molecular field theory. The thermal and magnetic study of the magnetic refrigeration process using the finite difference method (FDM) is also explained and are presented and discussed in detail.

The chapter is organized as follows. Section 2 introduces the magnetocaloric effect and its application to produce cold. It also introduces active magnetic regenerative refrigeration. Section 3 reviews ten various magnetic refrigeration systems and highlights their pros and cons. In Section 4 and 5, the thermal and magnetic study of the magnetic refrigeration process using the finite difference method are explained and the results from the thermal study are also presented and discussed in detail. Finally, the conclusions are drawn in Section 6.

## 2. The magnetocaloric effect

### 2.1 Definition

The magnetocaloric effect (MCE) is an intrinsic property of magnetic materials; it consists of absorbing or emitting heat by the action of an external magnetic field (Tishin, 1999). This results in warming or cooling (both reversible) the material as shown in Fig. 1.


Fig. 1. Magnetocaloric effect (the arrows symbolize the direction of the magnetic moments).

### 2.2 Thermodynamic approach

The absolute entropy, which is a function of temperature and induction in the magnetocaloric material is a combination of the magnetic entropy, the entropy of the lattice and the entropy of the conduction electrons (assumed negligible). It is given by the following equation:

$$
\begin{equation*}
S(T, B)=S_{m}+S_{l} \tag{1}
\end{equation*}
$$

where $S\left(\mathrm{~J} \mathrm{~K}^{-1}\right)$ is the entropy (subscripts m and 1 are respectively for magnetic and lattice entropies), $\mathrm{T}(\mathrm{K})$ is the temperature and $\mathrm{B}(\mathrm{T})$ is the magnetic filed induction.
In magnetocaloric materials, a significant variation of the entropy can be observed by the application or removal of an external magnetic field. For a given material, MCE depends only on its initial temperature and the magnetic field. The MCE can be interpreted as the isothermal entropy change or the adiabatic temperature change.
The separation of entropy into three terms given in (1) is valid only for second order phase transition materials characterized by a smooth variation of the magnetization as a function of temperature. For first order transitions (abrupt change of magnetization around the transition temperature), this separation is not accurate (Kitanovski, 2005). For most applications, it is sufficient to work with the total entropy which - in its differential form can be given as:

$$
\begin{equation*}
d S(T, B)=\left(\frac{\partial S}{\partial T}\right)_{B} d T+\left(\frac{\partial S}{\partial B}\right)_{T} d B \tag{2}
\end{equation*}
$$

The specific heat capacity $C_{B}\left(\mathrm{~J} \mathrm{~m}^{-3} \mathrm{~K}\right)$ of the material is given as:

$$
\begin{equation*}
C_{B}=\left(\frac{\partial S}{\partial T}\right)_{B} T \tag{3}
\end{equation*}
$$

This gives:

$$
\begin{equation*}
\left(\frac{\partial S}{\partial T}\right)_{B}=\frac{C_{B}}{T} \tag{4}
\end{equation*}
$$

From (2) and (4) we can write:

$$
\begin{equation*}
d S(T, B)=\frac{C_{\mathbf{B}}}{T} d T+\left(\frac{\partial S}{\partial B}\right)_{T} d B \tag{5}
\end{equation*}
$$

In the case of an adiabatic process (no entropy change $\Delta S=0$ ) the temperature variation can be written as:

$$
\begin{equation*}
d T=-\frac{T}{C_{B}}\left(\frac{\partial S}{\partial B}\right)_{T} d B \tag{6}
\end{equation*}
$$

Using the Maxwell relation given as:

$$
\begin{equation*}
\left(\frac{\partial S}{\partial B}\right)_{T}=\left(\frac{\partial M}{\partial T}\right)_{B} \tag{7}
\end{equation*}
$$

where $M\left(\mathrm{~A} \mathrm{~m}^{-1}\right)$ is the magnetization.
We can write:

$$
\begin{equation*}
d T=-\frac{T}{C_{B}}\left(\frac{\partial M}{\partial T}\right)_{B} d B \tag{8}
\end{equation*}
$$

The magnetocaloric effect (the adiabatic variation in temperature) can then be expressed as follows:

$$
\begin{equation*}
\Delta T_{a d}=-\int_{B_{i}}^{B_{f}} \frac{T}{C_{B}}\left(\frac{\partial M}{\partial T}\right)_{B} d B=M C E \tag{9}
\end{equation*}
$$

In the case of an isothermal process, the temperature does not change during the magnetization and we can express the entropy as:

$$
\begin{equation*}
d S(T, B)=\left(\frac{\partial S}{\partial B}\right)_{T} d B \tag{10}
\end{equation*}
$$

Using the Maxwell relation given by (7), the magnetic entropy change can be expressed as:

$$
\begin{equation*}
\Delta S=\int_{B_{i}}^{B_{f}}\left(\frac{\partial M}{\partial T}\right)_{B} d B \tag{11}
\end{equation*}
$$

and the heat saved in this way is transferred to the lattice thermal motion.

### 2.3 Theoretical approach of MCE: molecular field theory

The theoretical calculation of the MCE is based on the model of Weiss (MFT: Molecular Field Theory) and the thermodynamic relations (Huang, 2004). To interpret quantitatively the ferromagnetism, Weiss proposed a phenomenological model in which the action of the applied magnetic field $\mathbf{B}$ was increased from that of an additional magnetic field proportional to the volume magnetization density $B_{v}$ as:

$$
\begin{equation*}
B_{v}=\lambda \mu_{0} M \tag{12}
\end{equation*}
$$

The energy of a magnetic moment is then:

$$
\begin{equation*}
E=-\mu\left(B+B_{v}\right) \tag{13}
\end{equation*}
$$

The magnetic moments will tend to move in the direction of this new field. Adapting the classical Weiss-Langevin classical calculations to a system of quantum magnetic moments, one finds:

$$
\begin{equation*}
M(x)=n g_{J} \mu_{B} B_{J}(x) \tag{14}
\end{equation*}
$$

where:

$$
\begin{equation*}
x=\frac{J g_{J} \mu_{B}\left(B+\lambda \mu_{0} M(x)\right)}{k_{B} T} \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{J}(x)=\frac{2 J+1}{2 J} \operatorname{coth}\left(\frac{2 J+1}{2 J} x\right)-\frac{1}{2 J} \operatorname{coth}\left(\frac{1}{2 J} x\right) \tag{16}
\end{equation*}
$$

where: $J(\mathrm{~N} \mathrm{~m} \mathrm{~s})$ is the total angular momentum, $n\left(\mathrm{~mol}^{-1}\right)$ is the Avogadro number, $g_{J}$ is the Lande factor, $\mu_{B}\left(\mathrm{~J} \mathrm{~T}^{-1}\right)$ is the Bohr magnetron, $k_{B}(\mathrm{~J} \mathrm{~K}-1)$ is the Boltzmann constant, $B_{J}(x)$ is the Brillouin function, $\lambda$ is the Weiss molecular field coefficient and $\mu_{0}\left(\mathrm{~T} \mathrm{~m} \mathrm{~A}^{-1}\right)$ is the Permeability of vacuum.

The magnetic entropy is given by the relationship of Smart (Allab, 2008):

$$
\begin{equation*}
S_{m}(x)=R\left(\ln \left(\sinh \left(\frac{2 J+1}{2 J} x\right) / \sinh \left(\frac{1}{2 J} x\right)\right)-x B_{J}(x)\right) \tag{17}
\end{equation*}
$$

The lattice contribution can be obtained using the Debye model of phonons (Allab, 2008). It is given by the following equation:

$$
\begin{equation*}
S_{r}=R\left(-3 \ln \left(1-e^{\frac{-T_{D}}{T}}\right)+12\left(\frac{T}{T_{D}}\right)^{\frac{T_{D}}{T}} \int_{0}^{T} \frac{y^{3}}{e^{y}-1} d y\right) \tag{18}
\end{equation*}
$$

where: $T_{D}(\mathrm{~K})$ is the Temperature of Debye and $R\left(\mathrm{~J} \mathrm{~K}^{-1} \mathrm{~mol}^{-1}\right)$ is the universal gas constant.

### 2.3.1 Application of MFT to gadolinium (Gd)

In this section the theoretical study based on the MFT developed in the previous section is applied to the gadolinium. Table 1 gives the parameters used to calculate the magnetocaloric properties.

| $J$ | $n$ | $g_{J}$ | $\mu_{B}$ | $k_{B}$ | $\mu_{0}$ | $T_{C}$ | $T_{D}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3.5 | $6.02310^{23}$ | 2 | $9.274015410^{-24}$ | $1.38066210^{-23}$ | $4 \pi 10^{-7}$ | 293 | 184 |

Table 1. Parameters used for applying MFT to the gadolinium.
The numerical solution of equations (14), (15) and (16) allows getting the isotherms of magnetization and its evolution as a function of temperature calculated by the method of Weiss as shown in Fig. 2 (a) and Fig. 2 (b). Fig. 2 (c) represents the total heat capacity calculated from the equation (3) for different levels of induction. The magnetic entropy and its variation with temperature are shown respectively in Fig. 2 (d) and Fig. 2 (e). Finally, Fig. 2 (f) shows the magnetocaloric effect calculated by the MFT.


Fig. 2. Results of the theoretical study applied to Gd.

### 2.4 Application of MCE to produce cold

The magnetic cycles are generally composed of the process of magnetization and demagnetization, in which heat is discharged or absorbed in four steps as depicted by Fig. 3. From thermodynamic point of view, the magnetic cooling can be realized by: Carnot, Stirling, Ericsson and Brayton, where the Ericsson and Brayton cycles are believed to be the most suitable for such medium or room temperature cooling. Such cycles are predisposed to yield high cooling efficiency of the magnetic materials (Bouchekara, 2008).

Fig. 3(a) shows the conventional gas compression process that is driven by continuously repeating the four different basic processes shown while Fig. 3 (b) shows the magnetic refrigeration cycle comparison. The steps of the magnetic refrigeration process are analogous to those of the conventional refrigeration. By comparing (a) with (b) in Fig. 3, one can see that the compression and expansion are replaced by adiabatic magnetization and demagnetization, respectively. These processes change the temperature of the material and heat may be extracted and injected just as in the conventional process.


Fig. 3. Analogy between magnetic refrigeration and conventional refrigeration.

### 2.5 The Active Magnetic Regenerative Refrigeration (AMRR)

The direct exploitation of the giant MCE around the room temperature is limited by the fact that existing MCE materials do not achieve high temperature differences (Lebouc, 2005). For example, a sample of gadolinium around room temperature produces an MCE of approximately 10 K in a magnetic field of 5 T .


Step 1: Magnetization of the material from an initial state where the entire system is at temperature $\mathrm{T}_{\mathrm{a}}$. Each point of the regenerator material sees its temperature increase by $\Delta \mathrm{T}$ following the application of the magnetic field.


Step 2: Flow of the fluid from the cold source to the hot source. The heat produced by the magnetization step is removed by the fluid flowing from the cold source $T_{c}$ to the hot source $T_{h}$. This creates a temperature gradient along the bed.


Step 3: demagnetization of the material. The temperature of Each point of the regenerator decreases by $\Delta \mathrm{T}$ due to the demagnetization.



Step 4: Flow of fluid from the hot source to cold source. The flow of the fluid from the hot source $T_{h}$ to the cold source $\mathrm{T}_{\mathrm{f}}$ transfers its heat to the regenerator. The temperature gradient is amplified.

Fig. 4. Representation of AMRR cycle and temperature profile along the MCE material.
Since the gadolinium is considered as one of the best magnetocaloric materials currently available (Lebouc, 2005), the MCE corresponds to the absolute maximum value that can be obtained between the hot tank and cold tank. Thus it is obviously hard to imagine the exploitation of the MCE in most refrigeration applications (Engelbrecht, 2005).

This technical barrier has been overcome by the application of the Active Magnetic Regenerative Refrigeration (AMRR) (Engelbrecht, 2005; Lebouc, 2005; Tura, 2002). Regeneration in magnetic refrigeration systems allows the heat rejected by the network in any step of the cycle to be restored and returned to the network in another step in the same cycle ( $\mathrm{Yu}, 2003$ ). Thus, the capacity used for cooling the network load can be used effectively to increase the actual change of entropy and the obtained temperature difference ( Yu, 2003).

AMRR cycles are illustrated in Fig. 4. The regenerative bed consists of plates of MCE material that initially have a quasi-linear temperature profile between the hot and cold tanks.

The bed itself acts as a regenerator. The different solid parts of the regenerator are connected by the fluid, so the heat does not need to be transferred between two solid parts separated, but on the same block.

Each particle of the bed undergoes a regenerative Brayton cycle and the entire bed undergoes a cascade Brayton cycle ( $\mathrm{Yu}, 2003$ ). This cycle is repeated ' $n$ ' times and the $\Delta T$ generated is amplified at each cycle to reach the temperatures limits of hot and cold sources (steady state). This $\Delta T$ is higher than the adiabatic temperature change of refrigerant material (MCE). In addition, the regenerator bed can be achieved by superposing different materials of different composition to expand the temperature's range of variation and thus to extend the utilization range of the system.

## 3. Magnetic refrigeration systems

Since the first magnetic refrigeration system manufactured by Brown in 1976, many researchers around the world have paid considerable attention to the magnetic refrigeration around room temperature and consecutively developed some interesting systems (Bouchekara, 2008) (Yu, 2010) (Bjørk, 2010). This section reviews - in detail - some of the magnetic refrigeration systems available until now.

### 3.1 The magnetic system of Brown

The system of Brown is a rotating system and employs an Ericsson cycle (Yu, 2003). The magnetic field is produced by an electromagnet (water cooled) with a maximum magnetic field of 7 T . The MCE material used is the Gd in the form of plates with 1 mm thickness, separated by stainless steel wires with 1 mm intervals to allow the regenerator fluid to flow vertically. The fluid is composed of $80 \%$ of water and $20 \%$ of alcohol. Without load and after 50 cycles, the temperatures reached were $46^{\circ} \mathrm{C}$ for the heat source and $-1^{\circ} \mathrm{C}$ for the cold source, thus $\Delta T=47^{\circ} \mathrm{C}$. However, the cooling power obtained was not rely important, this is due to the large $\Delta T$ obtained. Moreover, the cycle can operate only at low frequencies; the temperature gradient is reduced because both warm and cold sides have time to interact.

### 3.2 The magnetic system of Steyert

An alternative system with a rotating refrigerant, implementing a Brayton's cycle has been designed by Steyert ( $\mathrm{Yu}, 2003$ ). In this system, the porous magnetocaloric material has a form of rings. This wheel (the regenerator with a ring form) rotates through a first area of
low magnetic field and a second area of high magnetic field as shown in Fig. 5. The exchange fluid enters the wheel (regenerator) at the temperature $T_{\text {hot }}$ and exits at the temperature $T_{\text {cold }}$, having transferred its heat to the coolant located in the area of weak field. After receiving the heat of the load to cool $Q_{\text {cold }}$ the fluid enters the wheel again at a temperature $T_{\text {cold }}+\Delta$ due to heat exchange with the wheel which is at this instant at the temperature $T_{\text {hot }}+\Delta$. The temperature of the fluid increases to $T_{h o t}+\Delta$. Finally, the fluid transfers heat $Q_{h o t}$ to the reservoir of the hot source completing one cycle at the same time. Fig. 5 describes schematically the magnetic system of Steyert.


Fig. 5. Schematic representation of the Steyert's magnetic system.

### 3.3 The magnetic system of Kirol

This system was designed by $\operatorname{Kirol}(\mathrm{Yu}, 2003)$ on the principle of a rotating machine and Ericsson's cycle. The magnetic field is produced by permanent magnets NdFeB and reaches a maximum value of 0.9 T in the air-gap. The refrigerant rotor is composed of a flat disk of 270 g of gadolinium as magnetocaloric material. During one rotation of the rotor, the four thermodynamic cycles are operated and a $\Delta T$ of 11 K is obtained.

### 3.4 The Spanish device

The device shown in Fig. 6 was developed by the team of the Polytechnic University of Catalonia in Barcelona (Allab, 2008). The magnetocaloric material is a ribbon of gadolinium (Gd $99.9 \%$ ) fixed on a plastic disc and immersed in a fluid (olive oil). The magnetic cycle of magnetization / demagnetization is provided by the rotation of the plastic disc and its interaction with a magnet. The temperature span is obtained respectively: 1.6 and 5 K for a magnetic field of 0.3 T and 0.95 T . This corresponds to 2.5 times the MCE of Gd. Even if obtained performances of this system were weak, this device is the first that has shown the feasibility of magnetic refrigeration with fields accessible by permanent magnets.


Fig. 6. The Magnetic device made in Spain (Bohigas, 2000).

### 3.5 Japanese system

Okamura et al. have constructed a magnetic refrigeration system, as shown in Fig. 7-a (Okamura, 2006). The yoke has an outer diameter of 27 cm and a length of 40 cm . The magnetic field is produced by rotating permanent magnets, producing a maximum field of 0.77 T. The bed regenerator is composed of 4 blocks. Each block is composed of a different alloy GdDy (sphere shaped) to enhance the range of variation of temperature. The fluid circulation is ensured by a pump and a rotary valve. The power obtained is about 60 W . The initial system has been improved as shown in Fig. 7-b (Okamura, 2007). The stator used was a laminated yoke and the magnetic field source was improved (the maximum field is 0.9 T ). This helped to obtain a power of 100 W (using Gd as MCE material).

(a)

(b)

Fig. 7. The Japanese Device: (a) The initial one, (b) The improved one (Hirano et al., 2007; Okamura et al., 2006, 2007).

### 3.6 The magnetic system of Zimm

The ACM (Astronautics Corporation in Madison) has led many researches on magnetic refrigeration and achieved several patents in this field (Engelbrecht, 2005). In this corporation, an AMRR system was designed; it consists of a wheel with 6-bed regenerators composed of gadolinium powder. This wheel is rotating inside an area of high magnetic field of 1.5 T . The regenerative beds exchange with the fluid. The flow of the fluid is adjusted according to the relative position of each bed inside the magnetic field. Fig. 8 shows the photography of this prototype.

For cycles rotating with a frequency varying from 0.16 to 2 Hz and water rate flows varying from 0.4 to $0.8 \mathrm{l} / \mathrm{min}$, the temperature spans obtained between the heat source and the cold source are from 4 to $20^{\circ} \mathrm{C}$ and the cooling power values are from 50 to 100 W .


Fig. 8. ACM prototype (Zimm, 2002).

### 3.7 Canadian system

At the University of Victoria in Canada, Tura and Rowe (2007) constructed a magnetic refrigerator containing permanent magnets for a testing of all sorts of magnetic refrigerants in different configurations. This machine is shown in Fig. 9. A nested Halbach array of NbFeB permanent magnets was applied and led to a magnetic field of 0.1-1.47 T strength. Water was the heat transfer fluid with a heat rejection temperature range of 253-311 K, and the operation frequency was between 0 Hz and 4 Hz . The prototype showed cylindrical magnetocaloric regenerators (with a porosity of $57 \%$ ) whose volume, diameter and length were $20 \mathrm{~cm}^{3}, 16 \mathrm{~mm}$, and 110 mm , respectively. The void in the regenerator of the hot heat exchanger and the cold heat exchanger was $0.83 \mathrm{~cm}^{3}$ and $0.4 \mathrm{~cm}^{3}$, and the parallel flow paths in the heat exchangers were optimized with a computational fluid dynamics (CFD) approach. The system which is designed to be flexible showed many advantages: for example, a simple design, easy accessibility to all the components and very low heat leakages. This machine reached a maximum temperature span of $13.2 \mathrm{~K}(\mathrm{Yu}, 2010)$.


HALBACH ARRAY PERMANENT MAGNET - STATIC PART
Fig. 9. Rotary magnetic refrigerator with permanent magnets as presented by researchers of the University of Victoria in Canada (Tura and Rowe, 2007).

### 3.8 Cooltech systems

The company Cooltech Applications in France built a rotary magnetic refrigerator composed of eight pieces of supporting discs positioned in synthetic material (see Fig. 10), which were mechanically stable and thermally isolated (Vasile and Muller, 2005, 2006).. These inserts were interchangeable for the test of different magnetocaloric materials, different sensors for temperature, pressure, air velocity, hydrometry and electrical power. Each insert was packed with 165 g Gd . The rotating axes were made of stainless steel, where four pieces of NdFeB permanent magnets were rotating to provide a magnetic field of 1 T . However, the authors reported on a new type (open Halbach) magnetic assembly, which yielded a magnetic field between 1 to 2.4 T . The flow of fluid was controlled to improve the cooling capacity, which was obtained in the range of 100 W to $360 \mathrm{~W}(\mathrm{Yu}, 2010)$.


Fig. 10.3D structure form of the Cooltech magnetic refrigerator, some details in further pictures, photography of the assembly and the open Halbach type of magnet (Vasile and Muller, 2005, 2006).

A rotary magnetic refrigerator prototype was developed in collaboration between the National Institute of Applied Sciences INSA of Strasbourg and the company Cooltech Applications in France (Muller et al., 2007). The system was composed by a rotary magnet assembly and of four static blocks of magnetocaloric material performed by gadolinium. The maximum magnetic field was 1.3 T and water was the working fluid. Unfortunately, there is no more information available. However, from Fig. 11, one may easily verify the manner how the magnetic field is produced in the magnetocaloric material ( $\mathrm{Yu}, 2010$ ).


Fig. 11. A rotary magnetic refrigerator of the joint collaboration action between Cooltech Applications and INSA in France (Muller et al., 2007).

In France at Cooltech Applications, Bour et al. built a reciprocating prototype as it is shown in Fig. 12. The AMR bed was composed of 37 parallel plates of Gadolinium of 0.6 mm thickness, showing a spacing of the heat transfer fluid channels of 0.1 mm and 0.2 mm , respectively. The Halbach arrays, which produced a magnetic field intensity between 0.8 T and 1.1 T in the air gap, consisted of an assembly of three sets of NdFeB magnets of 50 mm thickness. The French experts obtained experimentally the evolutions of the average temperatures at the hot end and the cold end reservoirs for different initial temperatures and operation frequencies. The device led to a maximum temperature span of $16.1 \mathrm{~K}(\mathrm{Yu}, 2010)$.


Fig. 12. The reciprocating prototype built at Cooltech Application in France (Bour et al., 2009).

### 3.9 The G2Elab prototypes

The first device constructed at G2Elab (Grenoble Electrical Engineering Laboratory) is an alternating device type as shown in Fig. 13. The regenerator is composed of parallel plates of gadolinium with 1 mm in thickness and 50 mm in length. The magnetic field is produced by a permanent magnet (Halbach cylinder) creating a magnetic field of 0.8 T . The fluid used is water. Its circulation is ensured by a peristaltic pump operating in both directions (Clot, 2002). The pneumatic actuator produces the movement of the refrigerant blocs and provides magnetization / demagnetization phases. The controller is programmed to manage the Halbach cylinder and the flow of fluid to perform the four phases of the cycle. The system is closed and there is no exchange with the outside. It was designed to study the Active Magnetic Regenerative Refrigeration (AMRR) cycles and exploit different materials.


Fig. 13. The G2Elab first device (Clot, 2002).
A second prototype was developed at G2Elab (Allab, 2008), (Bouchekara, 2008), (Dupuis, 2009). This structure is quite similar to a rotating machine. It is also similar to some existing prototypes (Okamura, 2005, 2007). It consists of a permanent magnet which forms the rotor and of a stator made of magnetic yoke and four refrigerant beds (see Fig. 14).

The yoke is composed of four poles which are aimed to better conduct the magnetic flux within the refrigerant bed. The magnetization and demagnetization phases are obtained by a simple rotation of the permanent magnet. The beds undergo an active magnetic regenerative refrigeration AMRR cycle and operate two by two in the opposite way.


Fig. 14. The second prototype of the G2Elab, Components of the prototype (left) and the Prototype in its actual environment (right) (Bouchekara, 2008).

### 3.10 The Slovenian system

An interesting prototype of a rotary magnetic refrigerator (Tusek et al., 2009) has been built on the basis of permanent magnets at the University of Ljubljana in Slovenia. Their rotary magnetic refrigerator consisted of a rotating drum (cylinder) that rotated around an internally positioned stationary soft iron core and externally positioned stationary permanent magnets. As shown in Fig. 15, the magnetic structure was composed of four NdFeB permanent magnets and low carbon 1010 steel used as a soft ferromagnetic material, and two magnetic circuits existed to allow the rotary movement of the AMR's. After optimization of the magnet structure geometry, a range of magnetic field intensities from 0.05 T to 0.98 T was obtained in the air gaps. There were 34 AMR's in the rotary drum and each AMR had the dimensions $10 \mathrm{~mm} \times 10 \mathrm{~mm} \times 50 \mathrm{~mm}$. Gd plates, with a thickness of 0.3 mm , were filled in the AMR's and the total mass of Gd was approximately 600 g . The prototype could operate up to a frequency of 4 Hz . This reference mainly focused on the experience in development of such a rotary magnetic refrigeration prototype and no experimental results were reported. However, first predictions according to the researchers are that approximately a 7 K temperature difference will be achieved ( $\mathrm{Yu}, 2010$ ).


Fig. 15. The rotary magnetic refrigerator developed at the University of Ljubljana in Slovenia (Tusek et al., 2009).

## 4. Thermal study

Heat exchanges play an important role in magnetic refrigeration systems, both in the cold production cycles, and in the interaction with external environments, including the substance to be cooled. Thus, a thermal study is needed to determine the performance of a magnetic refrigeration system and optimize it. The aim of this section is to focus on the thermal modeling of magnetic AMRR systems.
Most of heat exchanges operating in the magnetic refrigeration are via convection. The convection represents transfer processes performed by the motion of fluids (Bianchi, 2004). In a solid (index ' $s$ ') in contact, with a fluid (index ' $f$ '), the flow through the wall (index ' $w$ ') can be written as:

$$
\begin{equation*}
\lambda_{s}\left(\frac{\partial T}{\partial n}\right)_{w s}=\lambda_{f}\left(\frac{\partial T}{\partial n}\right)_{f}=\varphi_{p} \tag{19}
\end{equation*}
$$

where: n is the normal to the wall and $\lambda[W /(m K)]$ is the thermal conductivity whereas, the continuity of temperatures can be given by:

$$
\begin{equation*}
\left(T_{s}\right)_{w M}=\left(T_{f}\right)_{w M} \tag{20}
\end{equation*}
$$

where: $\left(T_{s}\right)_{w M}$ is the temperature of the solid at a point ' M ' of the wall and $\left(T_{f}\right)_{w M}$ represents the temperature of the fluid at this point.

According to Newton, there is a linear relationship between the density of heat flow $\varphi$ and temperature difference $\Delta T=T_{s}-T_{f}$ between the solid $\left(T_{s}\right)$ and the fluid $\left(T_{f}\right)$ :

$$
\begin{equation*}
\varphi=h \Delta T=h\left(T_{s}-T_{f}\right) \tag{21}
\end{equation*}
$$

where: $h\left[W / \mathrm{Km}^{2}\right]$ represents the coefficient of heat transfer by convection or simply the convection coefficient.

Using the first law of thermodynamics, by subtracting the mechanical energy, we get the balance of internal energy that gives us the heat equation governing the temperature field at any point in the domain (Janna, 2000)

$$
\begin{equation*}
\rho C_{p}\left(\frac{\partial T}{\partial t}+\mathrm{V} \cdot \operatorname{grad} T\right)=\beta T\left(\frac{\partial p}{\partial T}+\mathrm{V} \cdot \operatorname{grad} T\right)+P+\Phi+\lambda \operatorname{div}(\operatorname{grad} T) \tag{22}
\end{equation*}
$$

where: $\rho\left[\mathrm{kg} / \mathrm{m}^{3}\right]$ is he volume density, $C_{p}[J /(\mathrm{kg} K)]$ is the specific heat, $\mathrm{V}[\mathrm{m} / \mathrm{s}]$ is the velocity of the fluid, $p[P a]$ is the pressure, $\beta[1 / K]$ is the coefficient of dilatation, $\Phi[W]$ is the dissipation function and $P[W]$ is the local thermal power produced or absorbed.

For low viscosity fluids and isochors (Janna, 2000), the energy equation reduces to:

$$
\begin{equation*}
\rho \cdot C_{p}\left(\frac{\partial T}{\partial t}+\mathrm{V} \cdot \operatorname{grad} T\right)=P+\lambda \operatorname{div}(\operatorname{grad} T) \tag{23}
\end{equation*}
$$

if $a=\lambda / \rho C_{p}$ is defined as the thermal diffusivity of the fluid, thus :

$$
\begin{equation*}
\frac{\partial T}{\partial t}+\mathrm{V} \cdot \operatorname{grad} T=\frac{P}{\rho C_{p}}+a \cdot \Delta T \tag{24}
\end{equation*}
$$

### 4.1 Application to AMRR

Governing equations for AMRR system have been developed throughout the years with the objective of to analytically or numerically describe the thermal behaviour at specific time and for a given set of boundary conditions. They consist of a system of two equations, one for the fluid and the other for the solid matrix. These equations are derived from the energy balance expression for each phase. Since they are coupled they must be solved simultaneously (Bouchekara, 2008). The model of an AMRR cycle has been developed in (Bouchekara, 2008). Fig. 16 illustrates the concept of an AMRR regenerator modelled using one dimensional (1D) approximation.


Fig. 16. Conceptual drawing of a 1D AMRR model.
The system of equations given by the energy balance (explained above) for both the magnetocaloric material and the fluid by neglecting the axial conduction (this approximation can be justified for different conditions: low thermal conductivity, very thin plates, etc.) can be summarized by the following system of equations:

$$
\left\{\begin{array}{l}
m_{f} C_{f}\left(T_{f}\right)\left(\frac{\partial T_{f}}{\partial t}+\dot{d}(t) \frac{\partial T_{f}}{\partial x}\right)=h S\left(T_{m}-T_{f}\right)  \tag{25}\\
m_{m} C_{m} \frac{\partial T_{m}}{\partial t}=h S\left(T_{f}-T_{m}\right)
\end{array}\right.
$$

To solve this system we use the finite difference method. We use a grid of elements that range from 0 to L for the space and from 0 to $\tau$ for the time. Thus, the derivatives with respect to the time are calculated using forward formulas, and those with respect to the space are calculated using backward formulas. This gives a centered discretization scheme. Thus the system (25) becomes:

$$
\left\{\begin{array}{l}
T_{f_{(i+1, j)}}=A_{f 1} T_{f_{(i, j)}}+A_{f 2} T_{f_{(i, j-1)}}+A_{f 3} T_{m_{(i, j)}}  \tag{26}\\
T_{m_{(i+1, j)}}=A_{m 1} T_{m_{(i, j)}}+A_{m 2} T_{f_{(i, j)}}
\end{array}\right.
$$

where: $A_{f 1}=\left(1-\left(\dot{d}(t) \frac{\Delta t}{\Delta x}+\frac{h S}{m_{f} C_{f}} \Delta t\right)\right), \quad A_{f 2}=\left(\dot{d}(t) \frac{\Delta t}{\Delta x}\right), \quad A_{f 3}=\left(\frac{h . S}{m_{f} C_{f}} \Delta t\right)$,
$A_{m 1}=\left(1-\frac{h . S}{m_{m} C_{m}} \Delta t\right)$ and $A_{m 2}=\left(\frac{h . S}{m_{m} \cdot C_{m}} \Delta t\right)$
The AMRR model has been implemented using Matlab $\circledR^{\circledR}$ commercial software.

### 4.2 Results

We will now apply the model developed earlier to a regenerator in the form of plates, as shown in Fig. 17(a). The equivalent cell of the whole regenerator is given in Fig. 17 (b). This cell has the same parameters as the regenerator except the width that is $l_{e q}=N_{p} l$ (where $l_{e q}$ represents the equivalent width, $N_{p}$ represents the number of plates and $l$ is the width of one plate).


Fig. 17. (a) A regenerator in the form of plates, (b) Equivalent cell (plate + fluid).
The model parameters (for this simulation case) are shown in Table 2. The magnetocaloric material used is gadolinium, the coolant used is water and the magnetic field is generated by permanent magnets $\mathrm{B}=1 \mathrm{~T}$.

| Parameters | $\mathrm{D}(\mathrm{t})$ <br> $[\mathrm{ml} / \mathrm{s}]$ | $\mathrm{e}_{\mathrm{m}}$ <br> $[\mathrm{mm}]$ | $\mathrm{e}_{\mathrm{f}}$ <br> $[\mathrm{mm}]$ | $\mathrm{L}_{\mathrm{m}}$ <br> $[\mathrm{mm}]$ | $\mathrm{l}_{\mathrm{eq}}$ <br> $[\mathrm{mm}]$ | $\rho$ <br> $\left[\mathrm{kg} / \mathrm{m}^{3}\right]$ | $C_{p}$ <br> $[\mathrm{~J} /(\mathrm{kg} \mathrm{K})]$ | MCE <br> $[\mathrm{K}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Values | 5 | 1 | 0.157 | 50 | 573 | 1000 | 4185 | 1.75 |

Table 2. The parameters used in the simulation.
Fig. 18 (a) shows the temperature evolution of both sides (hot and cold) of the material versus time. After a transient phase, the two curves reach their steady state. In addition, we note that the final value is greater than the initial MCE. From this curve we can extract the evolution of the temperature at the end of each cycle (Fig. 18 (b)). The small delay between the two curves of this figure is due to programming constraints, i.e. the magnetization phase has been introduced (programmed) before the demagnetization phase.


Fig. 18. Temperature profiles given by the AMRR numerical model.

## 5. Magnetostatic study

From the definition of the MCE, it is obvious that the performance of a magnetic refrigeration system depends mainly on the efficiency of the MCE material and the strength of the magnetic field. Thus the study of magnetic field sources dedicated to magnetic refrigeration systems is of a paramount importance. In this section we will pay a particular attention to the design of these sources using the finite element method.

The field sources described throughout this section are built with permanent magnets (Neodymium Iron Boron) with a remanent magnetization of $B_{r}=1.46 \mathrm{~T}$ and a magnetic permeability of $\mu_{r}=1.064$. The MCE material used is gadolinium with isotropic magnetic permeability $\mu_{r}=2$. In this study, MCE solid blocks are considered. However, in actuality to ensure a better heat exchange between the MCE material and the exchanging fluid, other forms are considered (plates, powder, etc). The yoke, when it exists, is made of XC10 steel.

### 5.1 Structure A: monobloc linear system

This first structure is suitable for linear magnetic refrigeration systems with direct cycles. It consists of two magnets (to create the magnetic field), a soft magnetic material yoke (to canalize the magnetic flux) and a block of MCE material (to create the cold) as shown in Fig. 19 (a). The MCE material has a linear alternating movement along the 'y' axis (to achieve magnetization and demagnetization phases). The magnetic characteristics (induction and magnetic force profiles) are shown in Fig. 19 (b) and Fig. 19 (c) while Fig. 19 (d) represents the distribution of the magnetic induction B in Tesla.

### 5.2 Structure B: Halbach cylider

The structure B is a Halbach cylinder (Fig. 20). It is a magnetized cylinder composed of ' N ' segments of ferromagnetic material producing (in the idealized case) an intense magnetic field confined entirely within the cylinder with zero field outside. This second structure can be used in an AMRR system. The MCE material, which can be in the form of plates stacked in a cylinder, is guided by a linear motor or actuator to create the phases of magnetization (material located inside the cylinder) and the demagnetization phase (material located


Fig. 19. Geometry and magnetic characteristics of the Structure A.
outside the cylinder). The opposite way works also; i.e. the material remains fixed and the magnet is connected to the linear motor. In this case, the magnetic behavior is the same as in the first case.


Fig. 20. Cylindre d'Halbach made of eight segments.

We modeled this structure with the commercial software 'Flux 3D'. The parameters used in this simulation are given in Table 3.

| Parameters | $R_{e x t}$ | $R_{\text {int }}$ | $R_{m}$ | $l$ |
| :---: | :---: | :---: | :---: | :---: |
| Values [mm] | 65 | 25 | 22 | 50 |

Table 3. The dimensions of the Halbach cylinder used in the simulation.
Fig. 21 (a) shows the induction at the center of the material according to the movement. It shows clearly the phases of magnetization and demagnetization produced by this structure. Fig. 21 (b) represents the magnetic forces exerted by the cylinder on the block of MCE material. The distribution of the magnetic induction is shown in Fig. 21 (c).


Fig. 21. Magnetic characteristics of the Structure B.

### 5.2.1 Structure C: double Halbach cylinder

Structure C is a double Halbach cylinder; two cylinders are concentric and have the same number of segments (Fig. 22). Using this structure for magnetic refrigeration systems allows having the phases of magnetization and demagnetization simply by rotating one of the cylinders while the active material remains stationary at the center of the structure. The magnetic field produced at the center is the sum of the two fields produced by each cylinder. When the magnetizations of the first cylinder segments are in the same direction of those of the second cylinder, the magnetic field produced is high and the magnetization phase is achieved (this position is taken as a reference, i.e. $\theta=0^{\circ}$ ). However, when the
magnetizations of the first cylinder are in opposition with those of the second cylinder the magnetic field produced is low $\left(\theta=180^{\circ}\right)$ and the demagnetization phase is achieved.


Fig. 22. Double Halbach cylinder (The two cylinders are opposed in this figure).

### 5.2.2 Structure D: rotating multiblock system

The structure D presented here has a configuration adapted to rotary magnetic refrigeration systems with a direct thermal cycle. It has two magnets to create the field; a yoke of soft material to canalize the magnetic flux and N MCE material blocks for the creation of the cold (Fig. 23). Table 4 below shows the parameter values used in our simulation for the rotating multiblock system.


Fig. 23. Geometry of the rotating multiblock system.

| Parameters | $R_{1}$ | $l_{m}$ | $L_{m}$ | $e_{m}$ | $l_{a}$ | $L_{a}$ | $e_{a}$ | $e$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Values [mm] | 100 | 50 | 50 | 20 | 50 | 50 | 20 | 3 |

Table 4. The dimensions used in the simulation of the rotating multiblock system.

Fig. 24 (b) shows the induction at the center of a block of material $b_{1}$. Fig. 24 (c) and Fig. 24 (d) represent the torque exerted on the blocks and the force exerted on the block $\mathrm{b}_{1}$, respectively. Fig. 24 (e) represents the distribution of the magnetic induction for two positions $\theta=0^{\circ}$ and $\theta=45^{\circ}$.


(a) Geometry.

$\theta=0^{\circ}$

(e) The distribution of the magnetic induction.

Fig. 24. Magnetic characteristics of the rotating multiblock system.

## 6. Conclusion

The conventional gas compression refrigerators have been mainly used for refrigeration applications. Generally, such refrigerators are not power-efficient. In addition, gases used in these refrigerators causes harmful effects on the environments. This has led to the development of magnetic refrigeration technology. Over the last decade or so, magnetic refrigeration at room temperature has become the subject of considerable attention. This technology is based on the use of magnetocaloric effect: that is the response of a solid to an applied magnetic field which emerges as a change in its temperature. This technology is
ultimately aimed at developing a standard refrigerator for home use. Unlike conventional refrigerators, magnetic refrigerators are cost-effective and environmentally friendly. Moreover, it is noiseless and power-efficient and requires low maintenance cost and atmospheric pressure besides that its machines are easy to design.

This chapter introduced the magnetic refrigeration technology. It began by providing some essential definitions and provided a detailed review of ten magnetic refrigeration prototypes which are available until now. The operational principle of this technology was explained in depth through the comparison with the conventional one. The chapter then moved on to investigate the study of the magnetocaloric material using the Molecular Field Theory. The thermal study of the magnetic refrigeration process using the finite difference method (FDM) was then explained with providing some useful simulation results. Finally, the magnetic study of magnetic refrigerators using the finite element method (EFM) was presented with some practical results.
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# Coupled-Line Couplers Based on the Composite Right/Left-Handed (CRLH) Transmission Lines 
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## 1. Introduction

Recently, the idea of complex materials in which both the permittivity and the permeability possess negative real values at certain frequencies has received considerable attention. In 1967, Veselago theoretically investigated plane-wave propagation in a material whose permittivity and permeability were assumed to be simultaneously negative (Veselago, 1968). For materials with negative permittivity and permeability, several names and terminologies have been suggested, such as "left-handed" media, media with "negative refractive index" (NIR), "backward-wave" (BW) media and "double-negative"(DNG) material (Caloz \& Itoh, 2005). In this book chapter, materials with negative permittivity and permeability, and hence negative index of refraction, will be referred indistinctly as left-handed metamaterials (LHMs) or metamaterials (MTMs) (Caloz \& Itoh, 2005).

Metamaterials have found many applications in electromagnetic problems. For instance, numerous novel MTM-based microwave components have been proposed to control amplitudes, frequencies, and wave numbers of propagating and non-propagating electromagnetic modes (Caloz \& Itoh, 2005). Advances in MTMs have also stimulated the development of new couplers with unique coupling mechanisms. Recently, coupled-line couplers (CLCs) using composite right/left-handed transmission lines (CRLH TLs), which are the special realization of transmission lines based on the metamaterial concept, with broad bandwidth and arbitrary loose/tight coupling levels have been developed. But usually these couplers occupy large length and also, because of using stubs in their structures, width of them would be large. For eliminating this drawback, we have proposed some new backward and forward coupled line couplers with high coupling levels, broad bandwidths and compact sizes, base on the CRLH TLs.

Organization of this chapter is as follows. In Section 2 theory of CRLH TLs, interdigital capacitor and their equivalent circuit models and parameters, have been explained. Section 3, at first, reviews some conventional CRLH- based CLCs and in continues presents our proposed couplers. In this section, three CLCs based on the concepts of CRLH CLCs are presented; a symmetrical backward CLC (Section 3.3.1), an asymmetrical backward CLC (Section 3.3.2) and a symmetrical forward CLC (Section 3.3.3).

## 2. Composite Right/Left Handed Transmission Lines (CRLH TLs)

A conventional transmission line (right-handed TL) is represented by a series inductance ( $L_{R}$ ) and a shunt capacitance ( $C_{R}$ ), implying the use of a low pass topology (Pozar, 2004). By interchanging the position of the inductor and capacitor, the resulting structure is referred to as left-handed TL with a high pass configuration (Caloz \& Itoh, 2005). In these purely lefthanded transmission lines (PLH TLs), the phase and group velocities are opposite to each other (Pozar, 2004). PLH TLs cannot exist physically because, even if we intentionally provide only series capacitance and shunt inductance, parasitic series inductance ( $L_{L}$ ) and shunt capacitance $\left(C_{L}\right)$ effects, increasing with increasing frequency, will unavoidably occur due to currents flowing in the metallization and voltage gradients developing between the metal patterns of the trace and the ground plane (Caloz \& Itoh, 2002). Thus, the composite right and left handed (CRLH) model represents the most general MTM structure possible. Equivalent circuit model of a CRLH TL for one cell is shown in Fig. 1(a) (Caloz \& Itoh, 2004a). In this figure, $L_{R}$ and $L_{L}$ are right and left handed inductances, respectively, also $C_{R}$ and $C_{L}$ are right and left handed capacitances, respectively. Many lumped (using SMT chip components) or distributed implementations (microstrip, stripline, CPW, etc.) are possible for CRLH TLs. Interdigital/stub configuration is one of widely used of these implementations (Caloz \& Itoh, 2005). A layout of this configuration for one cell is shown in Fig. 1(b). A CRLH TL is constructed of these unit cells connected in series as shown in Fig. 1(c). This structure consists of series interdigital capacitor of capacitance $C_{L}$ and parallel short-ended stub working as inductor of inductance $L_{L}$. Moreover, $L_{R}$ and $C_{R}$ are parasitic elements of interdigital capacitor.

(a)

(b)

(c)

Fig. 1. (a) Equivalent circuit model of a CRLH TL for one cell. (b) Layout of a CRLH TL by using interdigital capacitor and shorted stub inductor for one cell. (c) Microstrip implementation of a CRLH TL.

An interdigital capacitor is a multifinger periodic structure which, as mentioned, can be used as a series capacitor in microstrip transmission lines technology (Bahl, 2003). This capacitor uses the capacitance that occurs across a narrow gap between thin-film conductors. Fig. 2 shows an interdigital capacitor and its equivalent circuit model. As seen
in this figure, an interdigital capacitor is made of some gaps. The gap meanders back and forth in a rectangular area forming two sets of fingers that are interdigital. These gaps are essentially very long and folded to use a small amount of area. By using a long gap in a small area, compact single-layer small-value series capacitors can be realized. Typically, its capacitance values range from 0.05 pF to about 0.5 pF . The capacitance can be increased by increasing the number of fingers, or by using a thin layer of high dielectric constant material such as a ferroelectric between the conductors and the substrate (Bahl, 2003).

The value of series capacitance of an interdigital structure can be expressed as (Bahl, 2003):

$$
\begin{equation*}
C_{L}=\frac{\varepsilon_{r e}^{\prime}}{18 \pi}(N-1) \frac{K(\kappa)}{K^{\prime}(\kappa)} l_{s} \quad(p F) \tag{1}
\end{equation*}
$$

where $\varepsilon_{r e}^{\prime}$ is effective permittivity of a strip with width $W, N$ is the number of fingers and $\frac{K(k)}{K^{\prime}(k)}$ is a constant that has been presented in (Bahl, 2003).

As is well-known, the characteristic impedance of a CRLH TL $\left(Z_{c}\right)$ with equivalent circuit model of Fig. 1(a) is given by (Caloz \& Itoh, 2005):

$$
\begin{equation*}
Z_{c}=Z_{L} \sqrt{\left(\frac{\left(\frac{\omega}{\omega_{s e}}\right)^{2}-1}{\left(\frac{\omega}{\omega_{s h}}\right)^{2}-1}\right.} \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
Z_{L}=\sqrt{\frac{L_{L}}{C_{L}}}, \omega_{s e}=\frac{1}{\sqrt{L_{R} C_{L}}}, \omega_{s h}=\frac{1}{\sqrt{L_{L} C_{R}}} \tag{3}
\end{equation*}
$$


(a)

(b)

Fig. 2. (a) Interdigital capacitor. (b) Its equivalent circuit model.
According to Fig. 2, the equivalent circuit model of an interdigital capacitor is similar to the equivalent circuit model of one cell of CRLH TL when $L_{L} \rightarrow \infty$. Inserting $L_{L} \rightarrow \infty$ into (2) results the characteristic impedance $\left(Z_{c}^{\text {int }}\right)$ of a TL consists of cascaded interdigital capacitors as:

$$
\begin{equation*}
Z_{c}^{\text {int }}=\sqrt{\frac{\left(\frac{\omega}{\omega_{\text {se }}}\right)^{2}-1}{\omega^{2} C_{L} C_{R}}}=\sqrt{\frac{L_{R}}{C_{R}}-\frac{1}{\omega^{2} C_{L} C_{R}}} \tag{4}
\end{equation*}
$$

It is seen from above equation that $z_{c}^{\text {int }}$ is real for $\omega>\omega_{s e}$. From TL theory, it is clear that $\sqrt{L_{R} / C_{R}}$ is the characteristic impedance of a microstrip TL consists of a strip with width $W^{\prime}=(4 N-1) W$.

Similarly, the propagation constant for this TL is obtained as (Caloz \& Itoh, 2005):

$$
\begin{equation*}
\beta^{\text {int }}=\sqrt{\omega^{2} L_{R} C_{R}-\frac{C_{R}}{C_{L}}} \tag{5}
\end{equation*}
$$

So, in a transmission line composed of interdigital capacitors which can be named "interdigital transmission line", for $\omega>\omega_{\text {se }}$, the propagation constant $\left(\beta^{\text {int }}\right)$ is real and positive. It means that in this frequency interval, the interdigital transmission line operates in the right-handed (RH) band.

## 3. Coupled-Line Couplers (CLCs)

### 3.1 Conventional CLCs

Coupled line couplers are indispensable components in radio frequency (RF)/microwave communication systems. In these structures two unshielded transmission lines are close together, as indicated typically in Fig. 3, and power can be coupled between the lines. Such lines are referred to as coupled transmission lines (Mongia et al., 1999). The coupler is frequently utilized in a variety of circuits including modulators, balanced amplifiers, balanced mixers, and phase shifters. Rapidly expanding applications such as modern wireless technology continue to challenge couplers with extremely stringent requirements high performance, broad bandwidth, and small size (Pozar, 2004).

In general, two types of CLCs have been proposed; backward and forward CLCs. When the coupled port is located on the same side of the structure as the input port and power is subsequently coupled backward to the direction of the source, this coupler is conventionally called a backward coupler and otherwise the CLC is called forward coupler (Mongia et al., 1999).

On the other hand, two types of edge-coupled backward CLCs have been presented. The first is the symmetrical coupler. When the two lines constituting a CLC are the same, the structure is called symmetric. In the symmetric structures, coupling mechanism is based on the difference between the characteristic impedances of the even and odd modes. The second one is the asymmetrical coupler. This coupler is asymmetrical as it is constituted of two different transmission lines. In this case, decomposition in even and odd modes is not possible anymore. The analysis becomes more difficult and the even/odd modes have to be replaced by the more general c and $\pi$ modes, which are two fundamental independent modes, as described in (Mongia et al., 1999).


Fig. 3. Typical structure of a coupled-line coupler (CLC).
Symmetrical coupled lines represent a very useful but restricted class of couplers. In many practical cases, it might be more useful or even necessary to design components using asymmetrical coupled lines. For example, in some situations, the terminal impedance of one of the coupled lines may be different from those of the other. It may then be more useful to choose two coupled lines with different characteristic impedances. Also, an asymmetrical coupled-line coupler has usually broader bandwidth than symmetrical one (Mongia et al., 1999).

### 3.2 CRLH CLCs

The conventional CLC has several intrinsic drawbacks. First, their operating bandwidths are usually limited. Second, to raise the coupling level of a coupler, a very small space between the coupled lines is required and it is usually difficult to obtain due to fabrication constraints (Mongia et al., 1999).

As mentioned, in the past few years there has been a great interest in the field of metamaterials, especially composite right/left-handed structures (e.g. interdigital/stub configurations), and the microwave circuits based on the unusual properties of them (Caloz \& Itoh, 2005). By closely placing two identical CRLH lines in parallel, such as configuration shown in Fig. 4, a strong contrast exists between the impedances of two fundamental modes of propagation (i.e. the even and odd mode impedances), which would result in high coupling-level.


Fig. 4. Prototype of a CRLH edge-coupled directional coupler constituted of two interdigital/stub CRLH TLs.

For the first time, a novel composite right/left-handed coupled-line directional coupler composed of two CRLH TLs was proposed in (Caloz et al., 2004) and an even/odd-mode
theory was used to analyze the phenomenon of complete backward coupling. Then, an asymmetric RH-CRLH coupler was introduced and studied in (Caloz \& Itoh, 2004b). It was composed of a conventional right-handed transmission line and a CRLH TL. That coupler showed the advantage of broad bandwidth and tight coupling characteristics, and coupledmode theory based on traveling waves was used to discuss these interesting features. In (Islam \& Eleftheriades, 2006), it was shown that the formation of a stop-band and the excitation of complex modes occurred in the case of coupling between a forward wave and a backward-wave mode for a range of frequencies around the tuning frequency. Moreover, authors in (Wang et al., 2007) presented the conditions for tight coupling and detailed formulas were given to define the edges of the coupling range.

Moreover, some CLCs based on the CRLH TLs with arbitrary coupling levels have been developed, recently (Fouda et al., 2010; Hirota et al., 2009; Hirota et al., 2011; Kawakami et al., 2010; Mocanu et al., 2010). In these couplers, the backward coupling depends on the difference between even and odd modes characteristic impedances and length of the coupled lines (Caloz \& Itoh, 2005).

The interdigital/stub CLCs have been typically adapted to increasing coupling level, but these couplers increase in size (Caloz et al., 2004; Caloz \& Itoh, 2004b; Islam \& Eleftheriades, 2006), band width of them is narrow (Hirota et al., 2011; Mocanu et al. 2010; Wang et al. 2007) and the multiconductors of the interdigital construction complicate the design procedure (Caloz \& Itoh, 2005).

It is considerable that the microstrip CRLH TL structures have been mostly implemented in the form of interdigital capacitors and stub inductors. In the other hand, using shorted stub inductors with large sizes to achieve the required inductances can cause the structure width to be also enlarged. For instance, the length and width of $3-\mathrm{dB}$ microstrip coupled-line coupler proposed in (Caloz et al., 2004) are approximately $\lambda g \beta$ and $\lambda g / 6$, respectively. Also, bandwidth of the CRLH CLCs which presented in (Mocanu et al., 2010) and (Fouda et al., 2010) are $25 \%$ and $30 \%$, respectively.

Also, forward coupling level in CRLH coupled line couplers is low (nearly -10 dB in (Fouda et al., 2010)).

### 3.3 Proposed CLCs

In this section, some of the authors' proposed CLCs based on the CRLH concepts to reach new couplers with better specifications, such as smaller size, broader bandwidth and more simplicity in fabrication are presented. In these new CLCs one has been trying to eliminate some drawbacks and disadvantages of conventional CRLH CLCs mentioned in previous section.

### 3.3.1 Backward symmetrical CLC

The proposed backward-wave directional coupler is shown in Fig. 5 (Keshavarz et al., 2011a). It is a coupled-line coupler consisting of an interdigital capacitor with one finger as a CRLH TL in each coupled-line. It is seen that using only one interdigital capacitor to realize the interdigital TLs is more suitable to reach a coupler with better matching and wider bandwidth. As it was mentioned, for $\omega>\omega_{s e}$, these interdigital TLs will be operating
completely in their RH range for the presented coupler application. So in this coupler, similar to the conventional edge-coupled couplers, the coupling coefficient is (Pozar, 2004):

$$
\begin{equation*}
S_{31}=\frac{j k \sin \theta}{\sqrt{1-k^{2}} \cos \theta+j \sin \theta}, \quad k=\frac{Z_{c e}-Z_{c o}}{Z_{c e}+Z_{c o}} \tag{6}
\end{equation*}
$$

where, $\theta=(2 \pi / / \lambda g)$ is electrical length and $\ell$ is the length of CLC. Therefore, setting the interdigital capacitor length as $l=\lambda g / 4$ or $\theta=\pi / 2$ results in maximum coupling level. On the other hand, selection of $l=\lambda g / 4$ preserves the homogeneity condition in CRLH structure (i.e., $p \leq \frac{\lambda_{g}}{4}$, where $p$ is structural cell size) (Caloz \& Itoh, 2005).

The equivalent circuits model of the even and odd modes of Fig. 5 for one cell have been presented in Fig. 6. In this figure, $L$ is the inductance for a strip with width $W^{\prime}$ and $C_{e}, C_{o}$ are the distributed capacitances for the even and odd modes, respectively.

Even and odd mode characteristic impedances ( $Z_{c e}, Z_{c o}$ ) of the coupled-lines composed of interdigital TLs are obtained from (Caloz \& Itoh, 2005) with setting $L_{L} \rightarrow \infty$ as:

$$
\begin{equation*}
Z_{c e}=\sqrt{\frac{L}{C_{e}}-\frac{1}{\omega^{2} C_{e} C_{L}}}, \quad Z_{c o}=\sqrt{\frac{L}{C_{o}}-\frac{1}{\omega^{2} C_{o} C_{L}}} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
Z_{c e}^{\prime}=\sqrt{\frac{L}{C_{e}}}, \quad Z_{c o}^{\prime}=\sqrt{\frac{L}{C_{o}}} \tag{8}
\end{equation*}
$$

$Z_{c c}^{\prime}$ and $Z_{c o}^{\prime}$ are even and odd mode characteristic impedances of a conventional microstrip CLC with strips of width $W^{\prime}$ for each TL, where $W^{\prime}(=(4 N-1) W)$ is total width of the interdigital capacitor.


Fig. 5. Structure of the proposed microstrip coupled-line backward coupler on FR4 substrate, $\varepsilon_{r}=4.7$, thickness of 1.6 mm . (a) Structure layout. (b) Fabricated coupler (Keshavarz et al., 2011a).


Fig. 6. (a) Odd and (b) even modes equivalent circuit models of proposed coupler in Fig. 5 (Keshavarz et al., 2011a).

In the proposed coupler for given even and odd mode characteristic impedances, according to (7), selection of a small $C_{L}$ leads to larger values of $Z_{c e}$ and $Z_{c o}$. This situation is very suitable for elimination of the fabrication restrictions in CLCs with tight coupling level. Consequently, to decrease the value of $C_{L}$ in the proposed structure, interdigital capacitors with only one finger (i.e., $N=1$ ) are used.
In design procedure, for an indicated coupling-level (c) and characteristic impedance ( $Z_{c}^{\text {int }}$ ), $Z_{c e}$ and $Z_{c o}$ can be obtained from conventional expressions as (Pozar, 2004):

$$
\begin{equation*}
Z_{c e}=Z_{c}^{\text {int }} \sqrt{\frac{1+c}{1-c}}, \quad Z_{c o}=Z_{c}^{\text {int }} \sqrt{\frac{1-c}{1+c}} \tag{9}
\end{equation*}
$$

With setting $N=1, \ell=\lambda_{g} / 4$ and the substrate profile being determined, $C_{L}$ and $C_{R}$ can be calculated using expressions presented in (Bahl, 2003) and $Z_{c e}^{\prime}$ and $Z_{c o}^{\prime}$ are obtained from (7) and (8). Then, $W^{\prime}$ and $S$ can be determined by using achieved $Z_{c e}^{\prime}, Z_{c o}^{\prime}$ and relative design graphs for conventional coupled microstrip lines.
For instant, Fig. 7(a) illustrates the required width of the interdigital TL ( $W$ ) in the proposed coupler realized on FR4 substrate, with $\varepsilon_{r}=4.7$ and thickness of 1.6 mm , for different values of $Z_{c e}^{\prime}$. In addition, the necessary spacing between two coupled interdigital TLs $(S)$ for the presented structure versus $Z_{m}$, where $Z_{m}=\frac{2 Z_{c e}^{\prime} Z_{c o}^{\prime}}{Z_{c e}^{\prime}-Z_{c o}^{\prime}}$, has been provided in Fig. 7(b).

As it was mentioned, since $Z_{c e}^{\prime}$ and $Z_{c o}^{\prime}$ would be larger than $Z_{c c}$ and $Z_{c e}$, for constant coupling-level (c) and characteristic impedance ( $Z_{c}^{\text {int }}$ ) in comparison with the conventional CLCs, $W^{\prime}$ decreases and $S$ increases. Therefore in the proposed coupler, the fabrication constrains in conventional edge-coupled couplers to get a tight coupling-level caused very small spacing between two coupled lines (i.e., $S$ ) can be removed.

To validate the proposed technique, a $3-\mathrm{dB}$ coupled line coupler based on the design procedure and presented expressions has been designed on FR4 substrate with $\varepsilon_{r}=4.7$, thickness of 1.6 mm and $\tan \delta=0.021$. Fig. 5 shows the designed coupler layout and the fabricated structure. A $3-\mathrm{dB}$ coupled line coupler with nearly $60 \%$ bandwidth (from 2.3 to 4 GHz ) around the design frequency $f_{c}=3.2 \mathrm{GHz}$ is achieved in the measured prototype. The spacing between two TLs $(S)$ and width of the interdigital capacitor fingers $(W)$ are 0.2


Fig. 7. a) Width of the interdigital TL $(W)$ versus $Z_{c e}^{\prime}$, b) Spacing between two coupled interdigital TLs (S), in the proposed coupler on FR4 substrate, $\varepsilon_{r}=4.7$, thickness of 1.6 mm (Keshavarz et al., 2011a).
mm . Also, the length of the TLs is 12.8 mm (see Fig.5). For better matching and wider bandwidth, we use only one interdigital capacitor, i.e. one cell, in every interdigital TL. Moreover, to reach a large isolation parameter, spacing between the fingers in the lower interdigital capacitor is set larger than the upper one, when ports 1 and 4 are the input and isolated ports, respectively. As shown in the layout of the coupler in Fig. 5, at the all four ports of the structure, tapered microstrip TLs have been used for the impedance matching to $50 \Omega$, as well as to fit the ports size to the inner conductors of the coaxial-to-microstrip transitions.

Fig. 8 presents the full-wave simulated (by using Agilent ADS software) and measured Sparameters for the coupler of Fig. 5. Excellent agreement can be observed between simulated and experimental results. There is only a small difference between $S_{11}$ parameter of simulated and measurement results. Due to small distance between coupler connectors, we could not connect network analyzer ports to adjacent coupler connectors, directly. Therefore, two interface cables were connected to the coupler connectors and then $S$ parameters were measured. This drawback shows its bad effect on $S_{11}$ parameter more strongly than other $S$-parameters.

Using these figures, a amplitude balance of $\pm 2 \mathrm{~dB}$ over a bandwidth of $60 \%(2.3-4 \mathrm{GHz})$, a matching ( 10 dB bandwidth) and an isolation at least -20 dB over a bandwidth of $80 \%$ (2.24.6 GHz ) are observed. Fig. 9 illustrates the phase difference between ports 2 and 3 of the coupler. This phase difference is $90^{\circ}$ at design frequency and exhibits a phase-balance $\left( \pm 10^{0}\right)$ bandwidth of 1.3 GHz .

In comparison with the conventional CRLH CLCs, the electrical length of the proposed CLC is more compact than the CRLH CLCs presented in (Islam et al., 2004; Mao \& Wu, 2007; Nguyen \& Caloz, 2006; Zhang et al., 2008). Moreover, due to the elimination of the stubs in the structure, its width is also smaller. For instance, the width of the coupler is nearly 11 times smaller than CRLH CLC reported in (Caloz et al., 2004) and its coupled-line electrical length is shortened to $60 \%$ of the $3-\mathrm{dB}$ CRLH coupler electrical length presented in
(Keshavarz et al., 2011a). Moreover, the bandwidth of the proposed CLC is wider than CRLH CLCs presented in (Islam et al., 2004) and (Nguyen \& Caloz, 2006).

In comparison with the conventional planar microstrip CLC realized in the same substrate material and similar spacing between coupled TLs, this CLC achieves higher coupling level. The high coupling level ( 8 dB or higher) is extremely difficult to achieve in the conventional CLC due to the present limit in fabrication (Pozar, 2004). Also, simulation results show that in the proposed structure if the spacing between the coupled lines increases, the bandwidth increases up to $85 \%$ for $7-\mathrm{dB}$ coupling factor. Moreover, this coupler exhibits much higher design simplicity than the existing CRLH CLCs. Due to the wide bandwidth and compact size, the proposed coupler is well suitable for microwave and millimeter-wave integrated circuits, wideband communication systems and many kinds of antenna arrays.


Fig. 8. S-parameters of the proposed coupler have shown in Fig. 5 (a) Full-wave simulation results. (b) Measurement results (Keshavarz et al., 2011a).


Fig. 9. Measured phase difference between the through port and the coupled port for the proposed coupler of Fig. 5 (Keshavarz et al., 2011a).

### 3.3.2 Backward asymmetrical CLC

In this section, an asymmetrical coupled-line coupler based on the interdigital TL is presented. Fig. 10 shows layout and circuit model of the interdigital TL and conventional TL which are adjacent to each other as asymmetrical backward coupled-line coupler. As depicted in Fig. 10(b), $C_{m}$ represents the mutual capacitance between interdigital and strip of the microstrip conductors in the absence of the structure ground conductor while $C_{1}$ and $C_{2}$ represent the capacitance between interdigital or microstrip strip conductors and ground, respectively. Moreover, the circuit model includes mutual inductance ( $L_{m}$ ) and self-inductances of interdigital (line 1) and conventional microstrip (line 2) conductors, i.e. $L_{1}$ and $L_{2}$, respectively. $C_{\text {int }}$ is series interdigital capacitor of line 1 . It should be stated that all of parameters in the circuit model are per unit length quantities. Also, Fig. 11 shows the capacitance representation for quasi-TEM mode of cross section of the proposed asymmetrical coupler. For structure analysis, it is assumed that lines 1 and 2 are terminated to impedances $Z_{a}$ and $Z_{b}$, respectively.


Fig. 10. Proposed asymmetrical coupled-line coupler consisted of interdigital TL and microstrip conventional TL. a) Its layout and b) lumped equivalent circuit model.


Fig. 11. Capacitance representation for cross section of the asymmetrical coupler presented in Fig. 10.

Characteristics of the proposed coupled transmission line can be described by a superposition of characteristics of $c$ and $\pi$ modes. A set of two coupled lines can support two fundamental independent modes of propagation (called normal modes). For asymmetrical coupled lines, the two normal modes of propagation are known as $c$ and $\pi$ modes (Mongia et al., 1999). Both $c$ and $\pi$ modes are composed of two traveling waves in the backward and forward directions. The $c$ mode is characterized by four parameters: $\gamma_{c}$, $Z_{c 1}, Z_{c 2}$ and $R_{c}$ which are the propagation constant of the mode, the characteristic impedances of lines 1 and 2 and the ratio of the voltages on the two lines of the $c$ mode, respectively. Similarly, the $\pi$ mode is also characterized by four parameters: $\gamma_{\pi}, Z_{\pi 1}, Z_{\pi 2}$ and $R_{\pi}$ which are propagation constant of the mode, characteristic impedances of lines 1 and 2 and the ratio of the voltages on the two lines of the $\pi$ mode, respectively (Mongia et al., 1999).

As it has been shown in (Mongia et al., 1999), the relation between the characteristic impedances, i.e. $Z_{c 1}, Z_{c 2}, Z_{\pi 1}$ and $Z_{\pi 2}$, and also the ratio parameters, i.e. $R_{c}$ and $R_{\pi}$, are as:

$$
\begin{equation*}
\frac{Z_{c 2}}{Z_{c 1}}=\frac{Z_{\pi 2}}{Z_{\pi 1}}=-R_{c} R_{\pi} \tag{10}
\end{equation*}
$$

So, a total number of only six quantities, i.e. $\gamma_{c}, \gamma_{\pi}, Z_{c 1}$ or $Z_{c 2}, Z_{\pi 1}$ or $Z_{\pi 2}, R_{c}$ and $R_{\pi}$ are required to characterize asymmetrical coupled lines. For a lossless TEM-mode coupled-line, the propagation constants of both $c$ and $\pi$ modes are the same, and are given by (Cristal, 1966):

$$
\begin{equation*}
\gamma_{c}=\gamma_{\pi}=j \beta \tag{11}
\end{equation*}
$$

As special case for asymmetrical coupled lines, symmetrical coupled line are completely characterized by four parameters, the even and odd modes characteristic impedances of any lines (as both lines are identical) and even and odd modes propagation constants. In symmetrical coupled lines, $R_{c}$ and $R_{\pi}$ are equal to 1 and -1 , respectively (Mongia et al., 1999).

By assuming the quasi-TEM mode for proposed structure and according to equations (10), (11) and (Cristal, 1966) for above asymmetrical coupler (Fig. 10), it is obtained that:

$$
\begin{equation*}
R_{c}=-R_{\pi}=\sqrt{\frac{Z_{2}}{Z_{1}}} \tag{12}
\end{equation*}
$$

where

$$
\begin{equation*}
Z_{1}=\sqrt{\frac{L_{1}}{C_{1}}-\frac{1}{\omega^{2} C_{\mathrm{int}} C_{1}}}, \quad Z_{2}=\sqrt{\frac{L_{2}}{C_{2}}} \tag{13}
\end{equation*}
$$

where $Z_{1}$ and $Z_{2}$ are characteristic impedances of uncoupled lines 1 (interdigital TL) and 2 (conventional microstrip TL), respectively.

Moreover, the capacitance matrix of the coupled lines (Fig. 10) can be expressed as (Cristal, 1966):

$$
[C]=\left[\begin{array}{ll}
C_{1} & C_{12}  \tag{14}\\
C_{21} & C_{2}
\end{array}\right]=\left[\begin{array}{ll}
C_{1}+C_{m} & -C_{m} \\
-C_{m} & C_{2}+C_{m}
\end{array}\right]
$$

According to equations (13) and (14), $c$ and $\pi$ mode characteristic impedances of interdigital transmission line $\left(Z_{0 c}{ }^{a}, Z_{0 \pi}{ }^{a}\right)$ and the conventional microstrip transmission line $\left(Z_{0 c}{ }^{b}, Z_{0 \pi}{ }^{b}\right)$ are obtained as (Cristal, 1966):

$$
\left\{\begin{array}{l}
Z_{0 c}{ }^{a}=\sqrt{\frac{L_{1}}{C_{1}}-\frac{1}{\omega^{2} C_{\mathrm{int}} C_{1}}}  \tag{15}\\
Z_{0 \pi}{ }^{a}=\sqrt{\frac{L_{1}}{\left(C_{1}+2 C_{m}\right)}-\frac{1}{\omega^{2} C_{\mathrm{int}}\left(C_{1}+2 C_{m}\right)}} \\
Z_{0 c}{ }^{b}=\sqrt{\frac{L_{2}}{C_{2}}} \\
Z_{0 \pi}^{b}=\sqrt{\frac{L_{2}}{C_{2}+2 C_{m}}}
\end{array}\right.
$$

and

$$
\begin{equation*}
Z_{0 c}^{\prime a}=\sqrt{\frac{L_{1}}{C_{1}}} \quad, \quad Z_{0 \pi}^{\prime}{ }^{a}=\sqrt{\frac{L_{1}}{\left(C_{1}+2 C_{m}\right)}} \tag{16}
\end{equation*}
$$

$Z_{0 c}^{\prime}{ }^{a}$ and $Z_{0 \pi}^{\prime}{ }^{a}$ are $c$ and $\pi$ mode characteristic impedances of a conventional microstrip TL with a strip of width $W^{\prime}$, where $W^{\prime}\left(=(2 N-1) S^{\prime}+2 N W\right)$ is the total width of the interdigital capacitor.

In coupler design procedure, for an indicated coupling-level $(k)$ and impedance ports $Z_{a}$ and $Z_{b}$ of lines 1 and 2 , respectively, $Z_{0 c}{ }^{a}, Z_{0 \pi}{ }^{a}, Z_{0 c}{ }^{b}$ and $Z_{0 \pi}{ }^{b}$ can be calculated from following equations (Cristal, 1966):

$$
\left\{\begin{array}{l}
Z_{0 c}^{a}=\frac{Z_{a} Z_{b} \sqrt{1-k^{2}}}{Z_{b}-k \sqrt{Z_{a} Z_{b}}}  \tag{17}\\
Z_{0 \pi}^{a}=\frac{Z_{a} Z_{b} \sqrt{1-k^{2}}}{Z_{b}+k \sqrt{Z_{a} Z_{b}}} \\
Z_{0 c}^{b}=\frac{Z_{a} Z_{b} \sqrt{1-k^{2}}}{Z_{a}-k \sqrt{Z_{a} Z_{b}}} \\
Z_{0 \pi}^{b}=\frac{Z_{a} Z_{b} \sqrt{1-k^{2}}}{Z_{a}+k \sqrt{Z_{a} Z_{b}}}
\end{array}\right.
$$

In order the values of $Z_{0 c}{ }^{a}$ and $Z_{0 c}{ }^{b}$ to be positive, it is necessary that:

$$
\begin{equation*}
\frac{1}{k^{2}} \geq \frac{Z_{a}}{Z_{b}} \quad \text { and } \quad \frac{1}{k^{2}} \geq \frac{Z_{b}}{Z_{a}} \tag{18}
\end{equation*}
$$

where $k^{2}$ denotes the power coupling coefficient between two coupled lines.
As it was mentioned, for indicated coupling level ( $k$ ) and ports impedance ( $Z_{a}, Z_{b}$ ) in the proposed coupler, the $c$ and $\pi$ characteristic impedances, i.e. $Z_{0 c}{ }^{a}, Z_{0 \pi}{ }^{a}, Z_{0 c}{ }^{b}$ and $Z_{0 \pi}{ }^{b}$, can be determined using (17). It is clear from (15) that selecting a small $C_{\text {int }}$ in the introduced coupler, increases values of $Z_{0 c}^{\prime}{ }^{a}$ and $Z_{0 \pi}^{\prime}{ }^{a}$ which can lead to smaller value for $C_{m}$. It means that in this situation, the required spacing between two coupled-lines can be increased in comparison with the conventional microstrip coupled-lines. It is due to the inverse relationship between mutual capacitance value and spacing between coupled lines. Therefore, it is suitable for realizing high coupling-level coupled-line couplers with relatively larger spacing between two lines than conventional coupled-line couplers.

Fig. 12 illustrates the layout and fabrication of the proposed asymmetrical coupler that above considerations have been considered in its design (Keshavarz et al., 2011b).
For an asymmetric coupled microstrip line of the type shown in Fig. 12, the design graphs presented in Figs. 13, 14 and 15 can be used to determine the necessary interdigital and microstrip strip widths and spacing for a given set of characteristic impedances, $\mathrm{Z}_{o c}{ }^{a}, \mathrm{Z}_{0 c}{ }^{b}$ and $\mathrm{Z}_{m}$ on FR-4 substrate with $\varepsilon_{r}=4.6$ and thickness of 1.6 mm . In Fig. $15, \mathrm{Z}_{m}$ is defined as:

$$
\begin{equation*}
Z_{m}=\frac{2 Z_{0 c}{ }^{b} Z_{0 \pi}{ }^{b}}{Z_{0 c}{ }^{b}-Z_{0 \pi}^{b}} \tag{19}
\end{equation*}
$$

The asymmetrical coupled line coupler presented in this study is a $3-\mathrm{dB}$ coupler at center frequency of 3 GHz which is simulated on FR-4 substrate with 1.6 mm substrate thickness and a dielectric constant of 4.6. Impedances of all four ports have been considered equal to $50 \Omega\left(Z_{a}=Z_{b}=50 \Omega\right)$. The final structure of designed coupler has been presented in Fig. 12(b) with $W_{1}=0.6 \mathrm{~mm}, W_{2}=1 \mathrm{~mm}$ and the spacing between two coupled lines (s) is 0.2 mm .


Fig. 12. Proposed asymmetrical backward coupler based on the interdigital and conventional microstrip coupled TLs. (a) Structure layout. (b) Fabricated coupler. (Keshavarz et al., 2011b).


Fig. 13. Design graph for width of the interdigital TL ( $W_{1}$ ) on FR-4 substrate versus $c$ mode characteristic impedance. (Keshavarz et al., 2011b).


Fig. 14. Design graph for width of the conventional microstrip TL ( $W_{2}$ ) on FR-4 substrate versus $c$ mode characteristic impedance. (Keshavarz et al., 2011b).


Fig. 15. Design graph for two lines separation ( $S$ ) on FR-4 substrate versus $Z_{m}$. (Keshavarz et al., 2011b).

So, this coupler is more compact than CRLH coupled line couplers reported in (Abdelaziz et al., 2009; Garcia-Perez et al., 2010; Joon-Boom et al., 2001), due to the elimination of the stubs. The structure coupled-line length ( $\ell$ ) is equal to 12 mm , which is approximately $\lambda_{\mathrm{g}} / 4$ at center frequency of 3 GHz and is smaller than the CRLH microstrip CLC with the coupled line length around $\lambda_{\mathrm{g}} / 3$ (Caloz et al., 2004).

In addition to the equivalent circuit model which is used to simulate the designed coupler, a full-wave electromagnetic simulator (ADS) is also used to examine the structure. Fig. 16 illustrates the full-wave and equivalent circuit model analysis results of the proposed asymmetric backward coupler along with its measured S-parameters. Excellent agreement can be observed between full-wave simulated and experimental results. The elements of the equivalent circuit model are obtained using equations (13) and (15) and for this example are equal to $L_{1}=7.33 n H, C_{1}=0.7 p F, C_{\text {int }}=1.82 p F, L_{2}=6.18 n H, C_{2}=0.86 p F$. Using this figure, performance of the introduced 3-dB edge-coupled coupled-line coupler can be stated as the following: the power which is coupled to port 3 is approximately -3 dB , the return loss is less than -14 dB and the isolation is better than -13 dB over the bandwidth of $66 \%$ from 2.2 GHz to 4.2 GHz . Moreover, Fig. 17 shows the phase difference between the ports 2 and 3 of the coupler. As it is seen, this difference is equal to $90 \pm 10^{\circ}$ for a frequency range from 2.2 GHz to 3.5 GHz . Proposed asymmetrical backward coupler exhibits reachable dimension, broad bandwidth and smaller size than the conventional and CRLH couplers.

(a)


Fig. 16. Magnitude of the S-parameters for the proposed coupler obtained by full-wave simulation, equivalent circuit model and measurement results. (a) $\left|S_{12}\right|,\left|S_{14}\right|$ (b) $\left|S_{11}\right|,\left|S_{13}\right|$ (Keshavarz et al., 2011b).


Fig. 17. Phase difference between the through and the coupled ports for the proposed coupler of Fig. 12. (Keshavarz et al., 2011b).

### 3.3.3 Forward symmetrical CLC

The scattering parameters of an ideal forward-wave directional coupler, as shown in Fig. 3, are given by (Mongia et al., 1999):

$$
\left\{\begin{array}{l}
S_{11}=0  \tag{20}\\
S_{12}=-j e^{\frac{-j\left(\beta_{e}+\beta_{o}\right) l}{2}} \cos \left[\frac{\left(\beta_{e}-\beta_{o}\right) l}{2}\right] \\
S_{13}=0 \\
S_{14}=-j e^{\frac{-j\left(\beta_{e}+\beta_{o}\right) l}{2}} \sin \left[\frac{\left(\beta_{e}-\beta_{o}\right) l}{2}\right]
\end{array}\right.
$$

where $\beta_{e}$ and $\beta_{o}$ are even and odd mode propagation constants of coupled lines, respectively. Also, $l$ is length of the coupled line. As it was mentioned, forward-wave directional couplers cannot be realized using TEM mode transmission lines such as coaxial lines. It is due to this fact that for the TEM mode, the propagation constant of the even and odd modes are equal, and as shown in (20), there is no coupling between ports 1 and 4 . Therefore, forward-wave coupling mechanism can only be appeared in non-TEM coupled TLs such as metallic waveguides, fin lines, dielectric waveguides and also quasi-TEM mode TLs like microstrip lines at high operating frequencies. In these transmission line structures, in general, the phase velocities of the even and odd modes are not equal (Mongia et al., 1999).

From (20), it is clear that complete power can be transferred between lines if the length $l$ of the coupled line is chosen as:

$$
\begin{equation*}
l=\frac{\pi}{\left|\beta_{e}-\beta_{0}\right|} \tag{21}
\end{equation*}
$$

Above result is significant in the sense that even for arbitrarily small values of difference in the propagation constants of even and odd modes, complete power can be transformed between the lines if the length of the coupler is chosen according to (21). In this situation, the directivity and isolation of the coupler are thus infinite. Also, the phase difference between ports 1 and $4\left(S_{41}\right.$ and $\left.S_{21}\right)$ is $90^{\circ}$. However, in general, situation (21) cannot be completely satisfied. Hence, some finite amount of backward-wave coupling always exists between coupled lines.

Our proposed forward-wave coupled-line coupler is shown in Fig. 18(a), where the coupledlines have the same width of $W$ and periodic stubs have been loaded between these coupled-lines (Keshavarz et al., 2010). In this structure, $W_{s}$ and $\ell_{s}$ are the width and length of the periodic stubs, respectively, and $d_{s}$ is a period of the stubs. The mid plane (red line in Fig. 18(a)) between the coupled-lines remains two different equivalent circuits for the even and odd modes. The even and odd modes are associated with a magnetic wall (open-circuit) and an electric wall (short-circuit), respectively. These two equivalent circuit models have been presented in Figs. 18(b) and 18(c) for one period. In these circuits, $C_{e}$ and $C_{o}$ are even and odd mode capacitances per unit length, respectively, and $L$ is inductance per unit length of the coupled-lines. $C_{e}$ and $C_{o}$ are equal to:

$$
\begin{equation*}
C_{e}=C_{11}=C_{22}, \quad C_{o}=C_{11}+2 C_{12}+C_{\text {int }} \tag{22}
\end{equation*}
$$

where $C_{11}$ and $C_{22}$ represent the capacitance between one strip conductor and ground in absence of the other strip conductor, in planar structures. Because of the strip conductors of the coupled lines are identical in size and location relative to the ground conductor, $C_{11}$ will be equal to $C_{22}$ or $C_{11}=C_{22}$. From transmission line theory, it is well known that the value of $C_{11}$ is (Pozar, 2004):

$$
\begin{equation*}
C_{11}=\frac{\sqrt{\varepsilon_{r e}} Z}{c} \tag{23}
\end{equation*}
$$

where $\varepsilon_{r e}$ is effective permittivity of a microstrip transmission line with a strip with width $W, \mathrm{Z}$ is characteristic impedance of the transmission line and $c$ is the speed of light. Also, $C_{12}$ represents the capacitance between the two coupled lines without stubs and ground conductor. $C_{\text {int }}$ is capacitance per unit length of the interdigital capacitor formed between the two coupled lines.


Fig. 18. (a) Proposed forward-wave coupled-line coupler with periodic stubs. (b) Even mode, and (c) odd mode equivalent circuit models of each coupled line for one period (Keshavarz et al., 2010).

Some extra distributed shunt capacitance and inductance per unit length are added to the equivalent circuit models for the even and odd modes, respectively, which are given based on the TL theory as (Pozar, 2004):

$$
\begin{align*}
& L_{a}=\frac{1}{d_{s}}\left(\frac{Z_{s}}{\omega} \tan \beta_{s}\left(\frac{l_{s}+s}{2}\right)\right) \approx \frac{Z_{s} \beta_{s}\left(l_{s}+s\right)}{2 \omega d_{s}} \\
& C_{a}=\frac{1}{d_{s}}\left(\frac{1}{\omega Z_{s}} \tan \beta_{s}\left(\frac{l_{s}+s}{2}\right)\right) \approx \frac{\beta_{s}\left(l_{s}+s\right)}{2 \omega Z_{s} d_{s}} \tag{24}
\end{align*}
$$

where $Z_{s}$ and $\beta_{s}$ represent characteristic impedance and phase constant of the shunt stubs, respectively.
Series impedance and shunt admittance of these equivalent circuit models in even and odd modes are given by:

$$
\begin{array}{ll}
Z_{e}=j \omega L, & Y_{e}=j \omega\left(C_{e}+C_{a}\right)  \tag{25}\\
Z_{o}=j \omega L, & Y_{o}=j \omega C_{o}+1 / j \omega L_{a}
\end{array}
$$

According to the TL theory, the propagation constants and the characteristic impedances of the transmission coupled-lines in even and odd modes are:

$$
\begin{align*}
& \gamma_{e}=\sqrt{Z_{e} Y_{e}}=j \omega \sqrt{L\left(C_{e}+C_{a}\right)}=j \beta_{e} \\
& \gamma_{o}=\sqrt{Z_{o} Y_{o}}=j \omega \sqrt{L\left(C_{o}-1 / \omega^{2} L_{a}\right)}=j \beta_{o} \tag{26}
\end{align*}
$$

and

$$
\begin{align*}
& Z_{c e}=\sqrt{\frac{Z_{e}}{Y_{e}}}=\sqrt{\frac{j \omega L}{j \omega\left(C_{e}+C_{a}\right)}}=\sqrt{\frac{L}{\left(C_{e}+C_{a}\right)}} \\
& Z_{c o}=\sqrt{\frac{Z_{o}}{Y_{o}}}=\sqrt{\frac{j \omega L}{j \omega\left(C_{o}-1 / \omega^{2} L_{a}\right)}}=\sqrt{\frac{L}{\left(C_{o}-1 / \omega^{2} L_{a}\right)}} \tag{27}
\end{align*}
$$

Since, the length of the stubs is relatively large, the value of $C_{12}$ would be very smaller than $C_{11}$ and $C_{\text {int }}$. So, (22) can be approximated as:

$$
\begin{equation*}
C_{o} \cong C_{11}+2 C_{\mathrm{int}} \tag{28}
\end{equation*}
$$

As it is seen in (26), the difference between $\beta_{e}$ and $\beta_{o}$ in proposed structure becomes larger than conventional structures without stubs in coupled line couplers. Moreover, this difference can be controlled by stub length, so that for a fixed coupling-level, increasing length of stubs ( $\ell_{s}$ ) results reduction of structure length (Fig. 19).

In the coupled-line couplers, input matching condition for termination of impedance $Z_{c}\left(Z_{i n}=Z_{c}\right)$ is achieved under condition which is given by (12).


Fig. 19. $\left|\beta_{e}-\beta_{o}\right|$ for three lengths of the stubs ( $l_{s}=2,4$ and 6 mm ) (Keshavarz et al., 2010).

Fig. 20 presents some curves for selecting dimension of the proposed coupler for three coupling-levels ( $0-\mathrm{dB}, 3-\mathrm{dB}$ and $6-\mathrm{dB}$ ) with $W_{s}=0.2 \mathrm{~mm}, d_{s}=0.6 \mathrm{~mm}$ and $S=0.2 \mathrm{~mm}$ on FR-4 substrate $\left(\varepsilon_{r}=4.6, h=1.6 \mathrm{~mm}\right)$. These curves illustrate that with increasing the coupling-level, dimension of the coupler increase. But, it is interesting to note that for a fixed coupling-level, the area of the coupler (product of the stub length by the structure length) will remain constant, approximately.

The proposed structure of the forward-wave CLC in this section is fabricated on FR4 substrate with 1.6 mm thickness and dielectric constant of 4.6, as shown in Fig. 21. The fullwave simulator Agilent Technologies Advanced Design System (ADS) is used to examine the structure. For good matching, the width of the microstrip transmission lines for $50 \Omega$ port impedances is selected equal to 1 mm (i.e. $W=1 \mathrm{~mm}$ ). To have a coupling level of $0-\mathrm{dB}$, according to the derived relations and Fig. 20, the length $(l)$ and width $\left(l_{s}+2 W\right)$ of the structure in Fig. 18 have been chosen equal to 26 mm and 4 mm , which are approximately $\lambda_{\mathrm{g}} / 2$ and $\lambda_{\mathrm{g}} / 13$ at center frequency of 3 GH , respectively.


Fig. 20. Data for designing dimension of the proposed coupler on FR-4 substrate ( $\varepsilon_{r}=4.6, h=1.6 \mathrm{~mm}$ ) (Keshavarz et al., 2010).

Therefore, the proposed CLC is more compact than the microstrip coupler with the coupledline length around $0.75 \lambda_{g}$ presented in (Fujii \& Ohta, 2005). Also, the width $\left(W_{s}\right)$ and period distance $\left(d_{s}\right)$ of the stubs are considered as: $W_{s}=0.2 \mathrm{~mm}, d_{s}=0.6 \mathrm{~mm}$ and the space between the stubs and transmission lines is 0.2 mm (i.e. $S=0.2 \mathrm{~mm}$ ).

The measured and simulated S-parameters of the proposed coupler are shown in Fig. 22. This figure shows the measured amplitude balance of $\pm 2 \mathrm{~dB}$ over a bandwidth of $66 \%$ (2-4 GHz ). In this figure, full-wave simulation and equivalent circuit model results have also been presented for verification. A good agreement between measurement, full-wave simulation and equivalent circuit model results is obtained and thus the usefulness of the presented equivalent circuit model is validated. The element values of the equivalent circuit model (Fig. 18) for the layout are: $L=1.8 n H, L_{a}=3.2 n H, C_{a}=0.1 p F, C_{e}=0.2 p F$ and $C_{o}=1.8 p F$.

In comparison with the conventional forward CLCs, the electrical length of the proposed CLC is more compact than CLCs presented in (Chang et al., 2001; Deng et al., 2002; Lauro et al., 2009). For instance, the coupled-line electrical length of the coupler is shortened to $50 \%$ of the conventional CLC electrical length reported in (Deng et al., 2002). Moreover, the bandwidth of the proposed CLC is wider than forward CLCs presented in (Deng et al., 2002; Lauro et al., 2009; Chang et al., 2001; Sen-Kuei \& Tzong-Lin, 2010). For example, compared with the forward couplers reported in (Deng et al., 2002) and (Lauro et al., 2009), the proposed structure is capable of producing $65 \%$ bandwidth enhancement for the amplitude and a $0-\mathrm{dB}$ coupling level with a smaller coupled-line length. Moreover, the proposed structure exhibits broader bandwidth than couplers presented in (Chang et al., 2001; Huang \& Chu, 2010; Ikalainen \& Matthaei, 1987; Sen-Kuei \& Tzong-Lin, 2010; Lauro et al., 2009).

Fig. 23 shows the even- and odd-mode characteristic impedances computed using full-wave simulation. This result indicates that the proposed structure is matched to $50 \Omega$ port impedance over the operating bandwidth, such that the additional tapered structure at each port for impedance matching can be eliminated. Hence, the proposed forward coupler would be more compact in size. As it was mentioned, for the proposed forward CLC, the coupler area is approximately constant. It means that reduction of the structure length results width increasing, proportionally (Fig. 20).


Fig. 21. Proposed forward symmetrical coupler which realized on FR-4 substrate ( $\varepsilon_{r}=4.6, h=1.6 \mathrm{~mm}$ ) (Keshavarz et al., 2010).

(a)

(b)

Fig. 22. Magnitude of the S-parameters, (a) $S_{11}, S_{12}$ (b) $S_{13}, S_{14}$ for the proposed coupler in Fig. 21 obtained by the full-wave simulation, equivalent circuit model and measurement results (Keshavarz et al., 2010).


Fig. 23. Even and odd modes characteristic impedances of the coupler presented in Fig. 21 (Keshavarz et al., 2010).

## 4. Conclusion

In this chapter, some new techniques for realizing compact and tight coupling microstrip backward and forward CLCs with obtainable dimension, broad bandwidth and smaller size than the most conventional microstrip and CRLH couplers have been introduced. We presented three CLCs based on the concept of CRLH CLCs; a symmetrical backward CLC, an asymmetrical backward CLC and a symmetrical forward CLC.

New symmetrical backward coupler structure consists of only one interdigital capacitor in each coupled TL without shorted stubs as the CRLH TL. Designed and fabricated 3-dB microstrip coupler at center frequency about $f_{c}=3.2 \mathrm{GHz}$ exhibits a matching ( $10-\mathrm{dB}$ ) bandwidth of over 2 GHz , a phase-balance ( $\pm 10^{\circ}$ ) bandwidth of 1.3 GHz and at least $20-\mathrm{dB}$ isolation between adjacent ports. The coupled-line length and the width of the proposed
structure are approximately, $\lambda_{g} / 4$ and $\lambda_{g} / 36$, respectively. Also, this coupler exhibits higher design simplicity than the existing CRLH CLCs.

Moreover, a new type of backward CLC composed of two different coupled lines, i.e. interdigital and conventional microstrip TLs has been proposed, fabricated, and investigated theoretically and experimentally. In this structure, an interdigital capacitor with only one finger is used as interdigital TL. This interdigital TL is coupled with a conventional microstrip TL and achieves an asymmetrical backward CLC. The proposed backward-wave coupler with 0.2 mm spacing between two coupled lines exhibits the amplitude balance of $\pm 2 \mathrm{~dB}$ from 2.2 GHz to 4.2 GHz and the phase balance of $90^{\circ} \pm 10^{\circ}$ from 2.2 GHz to 3.5 GHz .

Finally, a forward CLC composed of two identical microstrip TLs and periodic shunt stubs between them has been proposed and investigated experimentally and theoretically. Using loaded stubs between two microstrip coupled-lines forms the proposed 0-dB forward CLC which exhibits the amplitude balance of $\pm 2 \mathrm{~dB}$ around center frequency of 3 GHz from 2 GHz to $4 \mathrm{GHz}\left(66 \%\right.$ bandwidth). A matching ( $\left|\mathrm{S}_{11}\right|<15-\mathrm{dB}$ ) bandwidth of over $4 \mathrm{GHz}(1-5$ GHz ) bandwidth and at least 15 dB isolation between adjacent ports have been seen in measurement results. In this forward-wave CLC, by increasing the length of the stubs, the coupler length decreases, proportionally.
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## 1. Introduction

Metamaterial covers exhibit inimitable electromagnetic properties which make them popular in antenna engineering. Two important features of metamaterial covers are: (1) increasing of the transmission rate and (2) control of the direction of the transmission which enable one to design directive antennas. In this chapter, the possibility of increasing both bandwidth and directivity of the printed patch antenna using metamaterial covers is examined. The printed patch antennas are a class of low-profile antennas, which are conformable to planar surfaces, simple and inexpensive to manufacture using printedcircuit technology.
Furthermore, novel polarization-dependent metamaterial (PDMTM) covers, whose transmission phases for two principal polarizations are different, are presented (Veysi et al., 2011). A full-wave Finite Difference Time Domain (FDTD) numerical technique is adopted for the simulations. A schematic of the metamaterial cover with square holes is shown in Fig. 1. It consists of two planar layers with similar square lattices. It was demonstrated in (Pendry et al., 1996; Tsao \& Chern, 2006) that in the frequency range, where the wavelength is very large compared to the period of the metamaterial cover, this structure acts as a homogenous medium. The equivalent refractive index of this medium, in the microwave domain, is given by:

$$
\begin{equation*}
n_{e f f}=\sqrt{1-\left(f_{P} / f\right)^{2}} \tag{1}
\end{equation*}
$$

where $f_{P}$ denotes the plasma frequency and $f$ denotes the operating frequency. If the operating frequency is selected slightly larger than the natural plasma frequency of the metamaterial cover, the equivalent refractive index will be extremely low. Consequently, the transmission phase at the plasma frequency is extremely low.
The ultra refraction phenomena, in which the transmitted rays are parallel to each other, can be expected where the transmission coefficient reaches its maximum value. In other words, the zero transmission phase occurs at the same frequencies where the magnitude of the transmission coefficient becomes maximum. Hence, it acts similar to an equally phase surface at its plasma frequency. It is evident from Eq.1, that the equivalent refractive index and thus the antenna directivity are very sensitive to the frequency.

As a starting point, we consider a two-layer metallic grid placed on top of the patch antenna backed by a ground plane. The simulations have been carried out to examine the
transmission characteristic of the metamaterial cover, without the ground plane and without the antenna, using FDTD code developed by the authors.

Fig. 2 shows an effective unit cell model of the metamaterial cover which takes into account the image effect of the ground plane. This unit cell is a convenient method of computing of the transmission coefficient of a two layer metamaterial cover placed on top of the patch antenna backed by a ground plane. Here, Perfect Match Layers (PMLs) are applied to realize a medium with no reflection. The normalization in the code consists of choosing the peak magnitude of the transmission coefficient to be unity. Therefore, the magnitude of the transmitted field from the metamaterial cover has been normalized to that without the metamaterial cover. We have used the same methodology applied in the measurements (Enoch et al., 2002). The periodic boundary conditions (PBCs) have been also applied to model an infinite periodic replication. Since an infinite periodic structure has been simulated, the peak magnitude of the transmission coefficient is unity, unlike the results obtained in the measurements (Enoch et al., 2002).


Fig. 1. Schematic view of two layer metamaterial cover together with its unit cell (Veysi et al., 2011).


Fig. 2. FDTD model for metamaterial cover analysis (Veysi et al., 2011).

## 2. Directivity and bandwidth enhancement of proximity-coupled microstrip antenna

Directive patch antennas are very popular in electromagnetic community. Their attractive features, such as low profile, light weight, low cost and compatibility with Microwave Monolithic Integrated Circuits (MMICs), do not exist in other antennas.

Two distinctive types of directive antennas are parabolic antennas and large array antennas. Bulk and curved surface of parabolic antennas limits their use in many commercial applications. Also, complex feeding mechanism and loss in the feeding network are two major disadvantages associated with microstrip array antennas.

One solution to these problems is to use metamaterial cover over the patch antenna (Alu et al., 2006; Xu et al., 2008; Zhu et al., 2005; Huang et al., 2009). One of the first works was done by B. Temelkuaran in 2000, (Temelkuaran et al., 2000). In 2002, S. Enoch proposed a kind of metamaterial for directive emission, (Enoch et al., 2002). Another problem associated with microstrip antennas is their narrow bandwidth. The previous works so far (Xu et al., 2008; Zhu et al., 2005; Huang et al., 2009) have dealt only with the enhancement of the antenna directivity using metamaterial cover, but the effect of this cover on the antenna input impedance has not been investigated.

Recently, a new metamaterial cover has been proposed to enhance both the antenna bandwidth and directivity, (Ju et al., 2009). But, its directivity is significantly lower compared to the primary metamaterial cover, (Xu et al., 2008; Zhu et al., 2005; Huang et al., 2009).

In this section, it is demonstrated that both the impedance and directivity bandwidths of the proximity-coupled patch antenna can be enhanced using the metamaterial cover. It is known that proximity-coupled patch antennas are sensitive to the transverse feed point location. In the case at hand, a parasitic microstrip line has been used on the opposite side of the feed line to mitigate this drawback (Jafargholi et al., 2011). The dimensions of the analyzed metamaterial cover are:

$$
\begin{equation*}
P=0.41 \lambda_{6 \mathrm{GHz}}, t=0.01 \lambda_{6 \mathrm{GHz}}, L=0.31 \lambda_{6 \mathrm{GHz}}, h=0.49 \lambda_{6 \mathrm{GHz}} \tag{2}
\end{equation*}
$$

Where $\lambda_{6 \mathrm{GHz}}(50 \mathrm{~mm})$ denotes the free space wavelength at $6 \mathrm{GHz}, \mathrm{P}$ is the periodicity, t is the thickness of the metallic grids, $L$ is the edge of the square holes and h is the distance between the two sheets which is the same as the distance between the patch antenna and the first sheet.

In the FDTD simulations, a uniform $0.01 \lambda_{6 \mathrm{GHz}}$ grid size is used. The resulting transmission curve is plotted in Fig.3. As can be seen, this structure has three microwave plasma frequencies at about $5 \mathrm{GHz}, 5.81 \mathrm{GHz}$ and 8.1 GHz which make it suitable for the antenna applications. When the aforementioned metamaterial cover is placed over the conventional proximity-coupled patch antenna, the final metamaterial antenna can be approximated by a homogenous medium terminated in a ground plane.
This approximation is similar to that used for the transmission coefficient calculations. It is a simple matter to obtain the surface impedance of this grounded slab as a function of metamaterial parameters. A surface impedance of the grounded slab of thickness $h$ is:

$$
\begin{equation*}
Z_{s}=j \eta \tan (2 \pi h / \lambda) \tag{3}
\end{equation*}
$$

where $\eta$ and $\lambda$ are the wave impedance and wavelength in the slab, respectively. For the extremely low values of $\varepsilon_{\text {eff }}$, the surface impedance is inductive. In addition, the inductive reactance is $X_{l}=j \omega L$.

For equivalence we can equate them, leading to the following equation:

$$
\begin{equation*}
j \omega L=j \eta \tan (2 \pi h / \lambda) \tag{4}
\end{equation*}
$$

Since $\varepsilon_{e f f} \ll 1$ we can apply the small-angle approximation, so that above equation then becomes $L=\mu_{0} h$. Consequently, the operation mechanism of this metamaterial based cover can be explained using this equivalent inductance.

In addition, coupling between the feed line and the patch antenna is totally capacitive. And thus, one can expect another resonant frequency due to the reactive cancellation between the capacitive feeding structure and the inductive metamaterial cover. Consequently, an appropriate selection of the coupling capacitor value can result in a broadband operation. To this aim, the metamaterial cover described above is placed over the conventional proximity-coupled patch antenna.

A schematic of proposed metamaterial patch antenna is shown in Fig. 4. In general, the two dielectrics can be of different thicknesses and relative permittivity, but here both dielectrics are 0.762 mm Duroid with, $\varepsilon_{r}=2.2$. For the case discussed here, the patch of the antenna is rectangular with 12.45 mm width and 16 mm length.

The distance between the main microstrip line and the parasitic line is also 7 mm . Each metamaterial cover composed of $9 \times 9$ unit cells, as shown in Fig.4. Consequently, the total size of the dielectric substrate and the metamaterial cover is $184.5 \mathrm{~mm} \times 184.5 \mathrm{~mm}$. Furthermore, the working frequency of the conventional patch antenna is selected at 5.9 GHz .


Fig. 3. FDTD simulated transmission of metamaterial cover.


Fig. 4. Geometry of a metamaterial proximity-coupled patch antenna, (a) top view and (b) cross view.

Reflection coefficient of the proposed metamaterial patch antenna has been simulated and was compared to the one obtained for the conventional proximity-coupled patch antenna in Fig. 5. As revealed in the figure, the antenna return loss is significantly improved compared to the reference patch antenna without the metamaterial cover.

The impedance bandwidth of the patch antenna is increased from $2.9 \%$ to $5.23 \%$ (ranging from 5.649 GHz to 5.952 GHz ). Using the usual formulas mentioned in (Garg et al., 2001), the conventional proximity-coupled patch antenna discussed here has a $T M_{01}$ mode resonant frequency of approximately 5.9 GHz . The second resonant frequency of the metamaterial patch antenna is obviously due to the $T M_{01}$ mode of the conventional patch antenna. (See Fig.5)

Since the metamaterial superstrate disturbs the current distribution of the $T M_{01}$ mode, this resonant frequency slightly shifts down to a lower frequency. An interested reader is recommended to refer to (Zhong et al., 1994) for more details. The first resonant frequency is the result of reactive cancellation between the capacitive feeding structure and the inductive metamaterial cover.

On the other hand, the first resonant frequency is close to the second resonant frequency, which results in broadband operation. The simulation results of Fig. 5 are in good agreement with the theoretical predictions discussed above, which serve to justify the approximations used to model the metamaterial patch antenna as a grounded homogenous medium.

It is necessary to mention that the parasitic line section, used on the opposite side of the feed line, stabilizes the antenna performance at its resonant frequency at the expense of an additional resonance frequency at about 6.24 GHz (Jafargholi et al., 2011). By using the metamaterial cover over the patch antenna, the antenna radiation patterns in E- and Hplanes are concentrated in a direction perpendicular to the patch antenna $(\theta=0)$.

The simulated broadside directivity versus frequency is shown in Fig. 6. As can be seen, the maximum directivity of the patch antenna is increased from 6.25 dB to 16.16 dB using metamaterial cover. The 3dB directivity bandwidth of the metamaterial antenna is also between 5.685 GHz and 5.91 GHz , or $3.88 \%$.


Fig. 5. Simulated reflection coefficient versus frequency.
The antenna radiation patterns within its bandwidth are also investigated. The E-plane and H-plane patterns of the metamaterial patch antenna at three frequencies $(5.7 \mathrm{GHz}, 5.8 \mathrm{GHz}$ and 5.9 GHz ) have been simulated and were compared to the one obtained for the conventional antenna, at 5.9 GHz , in Fig. 7.

Although the radiation pattern of the metamaterial antenna changes a bit at each frequency, the main lobe of the metamaterial antenna at all frequencies (ranging from 5.65 to 5.95 GHz ) is in the broadside direction and maximum directivity is reasonably good. The variation of the radiation pattern is mainly attributed to the nature of metamaterial cover.

The maximum directivities of the metamaterial antenna at 5.7 GHz and 5.9 GHz are 13.24 dB and 14 dB , respectively. The maximum directivity of an aperture antenna is calculated by $D_{\max }=4 \pi A / \lambda^{2}$. In the present case, the area of the aperture is $A=$ and $\lambda=c_{0} / f_{0}=51.724 \mathrm{~mm}$, so that maximum directivity then becomes $D_{\max }=22 \mathrm{~dB}$.

The maximum directivity of the metamaterial patch antenna, occurring at 5.81 GHz , (16.16dB) has approached the maximal directivity obtained, theoretically, with the same aperture size.


Fig. 6. Simulated broadside directivity versus frequency.

(a)


Fig. 7. CST simulated radiation patterns at different frequencies over the operating bandwidth, (a) E-plane, and (b) H-plane.

## 3. Polarization dependent metamaterial cover designs

A considerable part of research at microwave frequencies is focused on isotropic metamaterial covers that are independent on polarization states. Polarization-dependent surfaces have recently found useful applications in changing the polarization state of the incident wave (Yang \& Rahmat-samii, 2005; Veysi et al., 2010).

For a traditional metamaterial cover, the transmission phase remains the same regardless of the $x$ - or $y$-polarization state of the incident plane wave. In contrast, the transmission phase of a PDMTM cover is a function of both frequency and polarization state. Hence, when a PDMTM cover is employed as a director, the polarization state of the transmitted wave is fully characterized by the transmission phase difference between the $x$ - and $y$-polarizations and the polarization state of the incident wave. And thus a proper phase difference between $x$ - and $y$-polarized waves leads to a desired change in the polarization state of the transmitted wave.

Directive circularly polarized antennas are widely used in satellite communication systems. To obtain directive circularly polarized antenna, various types of metamaterial antenna have been proposed in the literature (Iriarte et al., 2006; Diblanc et al., 2005; Arnaud et al., 2007). It was demonstrated in (Iriarte et al., 2006) that the directive circularly polarized antenna can be realized by metamaterial antenna with a circular feed. A major limitation of this method is inability to tune mechanically. In other words, the polarization state of the antenna is only determined by the feed mechanism.

Directive circularly polarized antenna can be also realized using either metallic wire polarizer (Diblanc et al., 2005) or meander line polarizer (Arnaud et al., 2007) stacked on the
top of the one-layer metamaterial cover. In this section, instead of using meander line or metallic wire polarizer, the geometry of the metamaterial cover is changed to provide circular polarization. Consequently, the second layer (polarizer layer) can be replaced with another metamaterial cover layer, which in turn results in higher directivity.

Moreover, in contrast to the previous directive circularly polarized antennas (Iriarte et al., 2006; Diblanc et al., 2005; Arnaud et al., 2007), polarization state of the directive antennas using our proposed metamaterial cover can be mechanically changed regardless of the feed mechanism.

In this section, a useful guideline has been established as how to use the magnitude and phase of the transmission coefficient to identify the operational frequency band of the directive circularly polarized antennas based on polarization dependent metamaterial covers.

As revealed in the previous sections, when a plane wave normally impinges upon a metamaterial cover, the phase and magnitude of the transmitted wave change with frequency. In order to illustrate the polarization feature of the PDMTM cover, we assume that a left-hand circularly polarized (LHCP) wave, namely,

$$
\overrightarrow{E^{i}}=\overrightarrow{a_{x}} e^{-j k z}+\overrightarrow{j a_{y}} e^{-j k z}
$$

where $k$ is the free-space wavenumber, is normally impinged upon a director placed in $X-Y$ plane. The field transmitted through the director can be easily calculated from the following equation:

$$
\begin{equation*}
\overrightarrow{E^{t}}=e^{-j k z} e^{j \theta_{x}}\left(\overrightarrow{a_{x}}+j \overrightarrow{a_{y}} e^{j\left(\theta_{y}-\theta_{x}\right)}\right) \tag{5}
\end{equation*}
$$

The above field can be decomposed into two circularly polarized components

$$
\begin{equation*}
\overrightarrow{E^{t}}=e^{-j k z} e^{j \theta x}\left[\overrightarrow{e r}\left(\frac{1-e^{j(\theta y-\theta x)}}{\sqrt{2}}\right)+\vec{e}_{l}\left(\frac{1+e^{j(\theta y-\theta x)}}{\sqrt{2}}\right)\right] \tag{6}
\end{equation*}
$$

Where

$$
\vec{e}_{l}=\frac{(\overrightarrow{a x}+j \overrightarrow{j a y})}{\sqrt{2}}, \vec{e}_{r}=\frac{\left(\overrightarrow{a_{x}}-j \overrightarrow{a_{y}}\right)}{\sqrt{2}}
$$

and $\theta_{x}$ and $\theta_{y}$ denote the transmission phases for the $x$ - and $y$-polarized waves, respectively. For a traditional metamaterial cover ( $\theta_{y^{-}} \theta_{x}=0$ ), the transmitted wave is purely LHCP and thus the polarization does not change. In order to change the polarization state of the antenna, the PDMTM cover can be used as a director. At a certain frequency where phase difference is $180^{\circ}$ and transmission is considerable, the transmitted wave is purely righthand circularly polarized (RHCP).

The left-hand circularly polarized incident wave can be also converted to the linearly polarized (LP) wave where the phase difference is $90^{\circ}$ and the transmission is also considerable. One can follow the same procedure for the linearly polarized incident wave,

$$
\overrightarrow{E^{i}}=\overrightarrow{a_{x}} e^{-j k z}+\overrightarrow{a_{y}} e^{-j k z}
$$

so that the transmitted field then becomes:

$$
\begin{align*}
& \overrightarrow{E^{t}}=\overrightarrow{a_{x}} e^{-j(k z-\theta x)}+\overrightarrow{a_{y}} e^{-j(k z-\theta y)}= \\
& e^{-j k z} e^{j \theta x}\left[\overrightarrow{e_{r}}\left(\frac{1+e^{j(\theta y-\theta x+\pi / 2)}}{\sqrt{2}}\right)+\overrightarrow{e_{l}}\left(\frac{1-e^{j(\theta y-\theta x+\pi / 2)}}{\sqrt{2}}\right)\right] \tag{7}
\end{align*}
$$

Consequently the radiation mechanism of the linearly polarized antenna with metamaterial cover is conceptually described by Eq. 7. For an isotropic metamaterial cover, the phase difference between two orthogonal polarizations is zero and thus the polarization state does not change.

An interesting feature of the PDMTM covers can be revealed by a closer investigation. When a PDMTM cover with $90^{\circ}$ transmission phase difference is used as a director, the polarization state of the transmitted wave becomes LHCP. Moreover, when the phase difference is $-90^{\circ}$ the polarization state of the transmitted wave is RHCP. Consequently we can easily switch between LHCP and RHCP using a rotatory cover, which can be rotated smoothly with a $90^{\circ}$ steps.

Based on above discussion, one can conclude that the metamaterial cover can be used as a changing polarization plane. The operational frequency band of an antenna with PDMTM cover is defined as the frequency region within which the magnitudes of the transmission coefficients for both $x$ - and $y$-polarized waves are close to their maximum values and transmission phase difference takes the desired value.

This interesting feature has been realized by changing the unit cell geometry, such as cutting rectangular holes instead of square holes and changing the relative height difference between the $x$ - and $y$-directed strips of each layer (Veysi et al., 2011).

### 3.1 Rectangular hole metamaterial cover

The traditional metamaterial cover uses symmetric square holes so that its transmission phase for normal incidence remains the same regardless of the $x$ - or $y$-polarization state of the incident plane wave. Therefore, the logical step is to replace the square holes by rectangular ones (Veysi et al., 2011).

First, the design parameters of the metamaterial cover are selected to have a reasonable transmission at a specified frequency. The effect of different design parameters of the metamaterial cover on the magnitude of the transmission coefficient can be found in (Huang et al., 2009).

After the successful design of the isotropic metamaterial cover, the width or/and length of the square holes are changed to obtain both the desired transmission phase difference and the maximum transmission within the specified frequency band. When the hole width is increased, the plasma frequencies shift down to the lower frequencies.

Thus, by adjusting the width and length of the rectangular hole, the polarization sense of the transmitted wave can be changed. An example design for these parameters is as follows:

$$
h=24.5 \mathrm{~mm}, P=20.5 \mathrm{~mm}, L=17.5 \mathrm{~mm}, W=16.5 \mathrm{~mm}
$$

For a linearly polarized antenna, namely

$$
\overrightarrow{E^{i}}=\overrightarrow{a_{x}} e^{-j k z}+\overrightarrow{a_{y}} e^{-j k z},
$$

The axial ratio of the transmitted wave is plotted in Fig. 8. Also, Fig. 9 shows the transmission curve for both $x$ - and $y$-polarized incident plane waves. The frequency band inside which the axial ratio of the RHCP transmitted wave is below 6 dB and the magnitudes of the transmission coefficients for both the $x$ - and $y$-polarized incident waves are more than $90 \%$ ranges from 4.75 GHz to 5 GHz ( $5.12 \%$ ).

### 3.2 Metamaterial cover with nonplanar strips

Another approach to realize PDMTM covers is to add space between the $x$ - and $y$-directed strips of each layer (Veysi et al., 2011), as shown in Fig. 10. For a traditional metamaterial cover, the $x$-directed strip is located on the same plane as the $y$-directed strip.

For the nonplanar case discussed here the dimensions are chosen as follows: $L=W=13.5 \mathrm{~mm}$, $P=18.5 \mathrm{~mm}, h=27.5 \mathrm{~mm}, h_{r 1}=3.5 \mathrm{~mm}$, and $h_{r 2}=7 \mathrm{~mm}$, where $h_{r 1}$ denotes the relative height between the $x$ - and $y$-directed strips of the first layer and $h_{r 2}$ denotes the same height for the second layer.

Fig. 11 shows the magnitudes of the transmission coefficients for both $x$ - and $y$-polarized waves. The axial ratio of the wave radiated from linearly polarized antenna is also plotted in Fig. 12. It can be seen from Figs. 11-12, that the operating frequency of the proposed structure is around 9.1 GHz where the metamaterial cover has both the desired transmission phase difference and the remarkable transmission.


Fig. 8. Axial ratio of the transmitted plane wave from the rectangular hole metamaterial cover (Veysi et al., 2011).

The FDTD simulated results presented in this section confirm the concepts of the proposed approach to control both the direction and the polarization of the transmitted wave. The
authors believe that the proposed cover can find many applications in the broad electromagnetic areas such as antenna engineering and optical sources.

However, a rigorous characterization should take into account the complex interactions between the antenna and the metamaterial cover, such as finite size of the ground plane and the antenna height. Consequently, it is indispensable to use full wave analysis method, such as the finite difference time domain (FDTD), in the antenna designs in order to obtain accurate results.


Fig. 9. FDTD simulated transmission of the rectangular hole metamaterial cover (Veysi et al., 2011).


Fig. 10. A unit cell of metamaterial cover with offset strips (Veysi et al., 2011).


Fig. 11. FDTD simulated transmission of the metamaterial cover with offset strips (Veysi et al., 2011).


Fig. 12. Axial ratio of the transmitted plane wave from the metamaterial cover with nonplanar strips (Veysi et al., 2011).

## 4. Conclusions

Metamaterial covers can be applied to conventional antenna to improve their performance. These include conventional metamaterial covers to increase both the impedance and directivity bandwidths of the proximity coupled microstrip patch antenna and polarization dependent metamaterial covers to change the polarization state of the antenna. Thin lattices of ungrounded metal plates can behave as a metamaterial cover and can be analyzed using a simple FDTD code. These surfaces have two important properties: (1) increasing of the transmission rate and (2) control of the direction and polarization of the transmission. Polarization dependent metamaterial covers can be realized by cutting rectangular holes instead of square holes and changing the relative height difference between the $x$ - and $y$-directed strips of each layer.
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Edited by Victor Barsan and Radu P. Lungu

Among the branches of classical physics, electromagnetism is the domain which experiences the most spectacular development, both in its fundamental and practical aspects. The quantum corrections which generate non-linear terms of the standard

Maxwell equations, their specific form in curved spaces, whose predictions can be confronted with the cosmic polarization rotation, or the topological model of electromagnetism, constructed with electromagnetic knots, are significant examples of recent theoretical developments. The similarities of the Sturm-Liouville problems in electromagnetism and quantum mechanics make possible deep analogies between
the wave propagation in waveguides, ballistic electron movement in mesoscopic conductors and light propagation on optical fibers, facilitating a better understanding of these topics and fostering the transfer of techniques and results from one domain to another. Industrial applications, like magnetic refrigeration at room temperature or use of metamaterials for antenna couplers and covers, are of utmost practical interest. So, this book offers an interesting and useful reading for a broad category of specialists.


[^0]:    ${ }^{1}$ An equation $\boldsymbol{e}_{\alpha}=g_{\alpha \beta} \boldsymbol{e}^{\beta}$, which we may write carelessly, is not correct.

[^1]:    ${ }^{2}$ In the case of three dimension, the parity of a permutation can simply be discriminated by the cyclic or anti-cyclic order. In the case of four dimension, the parity of $0 i j k$ follows that of $i j k$ and those of $i 0 j k$, $i j 0 k, i j k 0$ is opposite to that of $i j k$.

[^2]:    ${ }^{3}$ With the four-dimensional volume form $\mathfrak{E}=e^{0} \wedge e^{1} \wedge e^{2} \wedge e^{3}$, the Hodge dual for $p$ form $(p=1,2,3)$ can be defined as $(\underline{* A}) \wedge \underline{B}=(\underline{A}, \underline{B}) \mathfrak{E},(\underline{* A}) \wedge \underline{B}=(\underline{A}, \underline{B}) \mathfrak{E}$, and $(\underline{* \mathcal{A}}) \wedge \underline{\mathcal{B}}=(\underline{\mathcal{A}}, \underline{\mathcal{B}}) \mathfrak{E}$. The inner product for $p$ forms is defined as $\left(\boldsymbol{a}_{1} \wedge \cdots \wedge \boldsymbol{a}_{p}, \boldsymbol{b}_{1} \wedge \cdots \wedge \boldsymbol{b}_{p}\right)=\operatorname{det}\left(\boldsymbol{a}_{i}, \boldsymbol{b}_{j}\right)$. (Flanders (1989))

[^3]:    ${ }^{4}$ We note $\epsilon_{\alpha \beta \gamma \delta}$ is a pseudo form rather than a form. Therefore, the Hodge operator makes a form into a pseudo form, and a pseudo form into a normal form.

[^4]:    ${ }^{5}$ We note the similarity with the calculation rule for complex numbers: $\mathrm{i}(X+\mathrm{i} Y)=-Y+\mathrm{iX}$. If we can formally set as $\boldsymbol{G}=\boldsymbol{H}+\mathrm{ic}_{0} \boldsymbol{D}$ and $\boldsymbol{F}=-\boldsymbol{E}+\mathrm{i} \mathrm{c}_{0} \boldsymbol{B}$, we have $\boldsymbol{G}=-\mathrm{i} \gamma_{0} \boldsymbol{F}$ and $\boldsymbol{H}=\mathrm{i} Z_{0} \boldsymbol{G}$.

[^5]:    ${ }^{1}$ We can define the dipolar electric moment per particle as $\mathcal{P}=N \mathfrak{p}$, resulting the susceptibility per particle with an analogous relation to (6b) $\mathfrak{p}=\bar{\varepsilon}_{0} \bar{\chi}_{\mathrm{e}} \mathcal{E}$.

[^6]:    ${ }^{2}$ In order to have the general situation, we do not suppose particular properties for the dielectrics, so that we consider the non-homogeneous case.
    ${ }^{3}$ This situation is realized by considering a plane electric condenser having very closed plates, so that it is possible to consider approximately that the electric field vanishes outside the condenser; the space inside and outside the condenser is filled with a fluid dielectric. Accordingly to the previous definitions, the thermodynamic interesting system is only the part of the dielectric which is located inside the plates of the condenser, and the frontier of this system is fictitious.

[^7]:    ${ }^{4}$ The condition of homogeneity implies an uniform electric field $\mathcal{E}(\mathbf{r})=$ const. in the subsystem $\mathfrak{S}$, and this property is realized only when the dielectric is an ellipsoid in an uniform external field.

[^8]:    ${ }^{5}$ Because we consider in the expression $W_{\mathcal{E}}=V \bar{\varepsilon}_{0} \mathcal{E}^{2} / 2$ the intensity of the electric field in the presence of the dielectric, this energy is due both to the vacuum and to the dielectric; thus, $\widetilde{\mathcal{U}}$ is not the internal energy of the dielectric (without the energy of the electric fields in vacuum), but it is an artificial quantity.
    ${ }^{6}$ We shall show later that the derivatives of the pseudo-energy (more exactly, the derivatives of the pseudo-potentials deduced from the pseudo-energy) are the correct state equations.
    7 We observe that the use of the internal pseudo-energy implies the modification of the extensive electric state parameter $(V \mathcal{D} \rightarrow V \boldsymbol{P})$, but the intensive electric state parameter $(\mathcal{E})$ had been unmodified.

[^9]:    ${ }^{8}$ Because the absence of the correct properties of the convexity, we shall use only the classic definition of the Legendre transformation.
    ${ }^{9}$ In the strictly sense, $\widetilde{\mathcal{F}}^{*}$ is a simple Gibbs potential, so that the common terminology is criticizable.

[^10]:    ${ }^{10}$ Because the absence of the correct properties of the convexity, we shall use only the classic definition of the Legendre transformation (like in the preceding case).

[^11]:    ${ }^{11}$ In the strictly sense, $\mathcal{F}^{*}$ is a simple Gibbs potential, so that the common terminology is criticizable.

[^12]:    ${ }^{12}$ The equality $\mathcal{G}^{*}=\widetilde{\mathcal{G}}^{*}$ (as quantities, but not as functions) can be obtained directly by comparing the consequences of the Euler equation (27) and (37).

[^13]:    ${ }^{13}$ We remark that some coefficients need the use of other thermodynamic representations.

[^14]:    ${ }^{14}$ For the corresponding isochoric specific heat we obtain the same result $c_{V, \mathfrak{\beta}}^{(\mathrm{el})}=c_{V}$.

[^15]:    ${ }^{15}$ In fact, the factorization is obtained only if we consider small electric effects, so that we could approximate $v \approx v_{0}$ at the denominators.
    ${ }^{16}$ We consider that the electro-strictive effects are small, so that we can use the approximation $v \approx v_{0}$, at the denominator.

[^16]:    ${ }^{17}$ In other words, the electro-strictive effect can be considered as the volumic response of the dielectric to an electric perturbation.
    ${ }^{18}$ We observe that the piezo-electric effect can be considered as the electric response of the dielectric to a volumic perturbation, being conjugated to the electro-strictive effect.

[^17]:    ${ }^{19}$ We can define the dipolar magnetic moment per particle as $\boldsymbol{\mathcal { M }}=N \mathfrak{m}$, resulting the susceptibility per particle with an analogous relation to (71b) $\mathfrak{m}=\bar{\chi}_{\mathrm{m}} \mathcal{H}$.

[^18]:    ${ }^{20}$ In this case the magnetization is in the opposite direction to the magnetic field [see Eq. (71)].

[^19]:    ${ }^{21}$ In order to have the general situation, we do not suppose particular properties for the magnetic medium inside the chosen domain, so that we consider the non-homogeneous case.

[^20]:    ${ }^{22}$ This situation is realized by considering a very long cylindrical solenoid, so that it is possible to consider approximately that the magnetic field vanishes outside the solenoid; the space inside and outside the solenoid is filled with a fluid paramagnet (or diamagnet). Accordingly to the previous definitions, the thermodynamic interesting system is only the part of the magnetic medium which is located inside the solenoid, and the frontier of this system is fictitious.

[^21]:    ${ }^{23}$ The condition of homogeneity implies an uniform magnetic field $\mathcal{H}(\mathbf{r})=$ constant in the subsystem $\mathfrak{S}$, and this property is realized only when the magnetic medium is an ellipsoid in an uniform external field.

[^22]:    ${ }^{24}$ Because we consider in the expression $W_{\mathcal{H}}=V \bar{\mu}_{0} \mathcal{H}^{2} / 2$ the intensity of the magnetic field in the presence of the magnetic medium, this energy is due both to the vacuum and to the magnetic medium; thus, $\widetilde{\mathcal{U}}$ is not the internal energy of the magnetic medium (without the energy of the magnetic field in vacuum), but it is an artificial quantity.

[^23]:    ${ }^{25}$ Because the absence of the correct properties of the convexity, we shall use only the classic definition of the Legendre transformation.
    ${ }^{26}$ In the strictly sense, $\widetilde{\mathcal{F}}^{*}$ is a simple Gibbs potential, so that the common terminology is criticizable.

[^24]:    ${ }^{27}$ Because the absence of the correct properties of the convexity, we shall use only the classic definition of the Legendre transformation (like in the preceding case).

[^25]:    ${ }^{28}$ In the strictly sense, $\mathcal{F}^{*}$ is a simple Gibbs potential, so that the common terminology is criticizable.

[^26]:    ${ }^{29}$ The equality $\mathcal{G}^{*}=\widetilde{\mathcal{G}}^{*}$ (as quantities, but not as functions) can be obtained directly by comparing the consequences of the Euler equation (94) and (104).

[^27]:    ${ }^{30}$ We remark that some coefficients need the use of other thermodynamic representations.

[^28]:    ${ }^{32}$ In fact, the factorization is obtained only if we consider small magnetic effects, so that we could approximate $v \approx v_{0}$ at the denominators.
    ${ }^{33}$ We consider that the magneto-strictive effects are small, so that we can use the approximation $v \approx v_{0}$, at the denominator.

[^29]:    ${ }^{34}$ In other words, the magneto-strictive effect can be considered as the volumic response of the magnetic medium to an magnetic perturbation.
    ${ }^{35}$ We observe that the piezo-magnetic effect can be considered as the magnetic response of the magnetic medium to a volumic perturbation, being conjugated to the magneto-strictive effect.

